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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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NewSQL Relational Database Management System  

J. Bryan Osborne 
Computing & Mathematics 

Oral Roberts University, Tulsa, OK, USA 
 
 

Abstract—For more than 40 years, the relational database 
management system (RDBMS) and the atomicity, consistency, 
isolation, durability (ACID) transaction guarantees provided 
through its use have been the standard for data storage. The 
advent of Big Data created a need for new storage approaches 
that led to NoSQL technologies, which rely on basic availability, 
soft-state, eventual consistency (BASE) transactions. Over the 
last decade, NewSQL RDBMS technology has emerged, 
providing the benefits of RDBMS ACID transaction guarantees 
and the performance and scalability of NoSQL databases. The 
reliance on virtualization in IT has continued to grow, but an 
investigation of current academic literature identified a void 
regarding the performance impact of virtualization of NewSQL 
databases. To help address the lack of research in this area, a 
quantitative experimental study was designed and carried out to 
answer the central research question, "What is the performance 
impact of Type-I virtualization on a NewSQL RDBMS?" 
VMware ESXi virtualization software, NuoDB RDBMS, and 
OLTP-Bench software were used to execute a mixed-load 
benchmark. Performance metrics were collected comparing bare 
metal and virtualized environments, and the data analyzed 
statistically to evaluate five hypotheses related to CPU utilization, 
memory utilization, disk and network input-output (I/O) rates, 
and database transactions per second. Findings indicated a 
negative performance impact on CPU and memory utilization, as 
well as network I/O rates. Performance improvements were 
noted in disk I/O rates and database transactions-per-second. 

Keywords—Database benchmarking; NewSQL; relational 
database; virtualization 

I. INTRODUCTION 
Drastically changing paradigms of data management and 

storage, Big Data continues to be a disruptive technology in the 
world of computing [1]. To provide acceptable performance, 
databases required new architectures and a built-from-scratch 
approach to overcome performance limitations inherent to 
traditional relational database management systems [RDBMSs; 
2]. The newest of these databases are referred to as NewSQL 
and have been gaining traction with their ability to support 
massively large datasets, provide atomicity, consistency, 
isolation, durability (ACID) transaction guarantees, support for 
structured query language (SQL) queries, and do so with the 
performance provided by NoSQL solutions [3]. 

The use of virtualization in the modern era provides 
information technology (IT) management the ability to more 
efficiently manage resources through improved utilization rates 
and allows for greater flexibility of existing equipment and 
increased scalability of physical servers [4]. Pogarcic, Krnjak 
and Ozanic [5] demonstrated that virtualization could provide 

decreased capital and operation costs for businesses in areas of 
actual and procurement costs for server hardware, utility, and 
administration costs. Virtualization technology provides the 
foundation for cloud computing, which continues to shape the 
world of modern IT [6]. Cloud computing providers regularly 
utilize virtualization's flexibility and scalability to maximize 
revenue and meet the increasing demands for their services [7]. 
Cloud computing relies heavily on virtualization to provide 
server and database services to customers [8]. 

NewSQL databases have demonstrated superiority in 
performance testing against NoSQL databases involving 
Internet of Things (IoT) applications [9] and as a solution for 
Big Data OLTP applications [10]. Performance comparisons of 
NewSQL offerings appear in the literature but are limited to 
comparisons of NewSQL databases against each other in bare 
metal [9, 11], virtualized [12], and cloud [13] environments. 
There is a lack of published research on the performance 
implications of the virtualization of NewSQL systems. The 
continued increase in the use of virtualization technology in 
data centers and the increase in the implementation of 
NewSQL database systems in cloud computing indicated a 
need for this research effort. 

The strong presence of virtualization as a technology in IT 
services including the cloud [4], the continued growth in the 
use of NewSQL databases [3], and the simultaneous use of 
both, presented a need to understand the impact of one on the 
other. A review of extant literature indicated a void with 
respect to the examination and quantification of the impact of 
virtualization on NewSQL RDBMS. Therefore, the research 
effort posed a central question of “What is the performance 
impact of Type-I virtualization on a NewSQL RDBMS?” 
NewSQL databases are relational by nature and therefore the 
measures related to RDBMS are relevant, as is the impact of 
virtualization on relevant system metrics. The use of 
throughput of RDBMS software, measured by transactions-
per-second (TPS) as suggested by Bitton, et al. [14], remains a 
prevalent and accepted metric for performance along with the 
use of benchmarking software to perform testing [15]. 
Therefore, performance measures of system CPU, memory, 
disk and network I/O, and NewSQL database throughput were 
utilized as the dependent variables in this research. The impact 
on these dependent variables due to changes in the independent 
variable, stated as the condition of the system being bare metal 
or Type-I virtualized, led to the central question being 
operationalized into five null (and corresponding alternative) 
hypotheses, one for each of the five performance measures to 
be tested. The research quantified the level of impact 
virtualization caused to a system running a NewSQL database 
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via an experimental design constructed to measure and analyze 
variables relevant to system performance in both bare metal 
and virtualized environments. The investigation contributes to 
the body of knowledge by filling a void in the academic 
literature regarding the performance impact of virtualization of 
NewSQL databases. Further, it provides information relevant 
to potentially needed modifications to a system to more 
efficiently host a NewSQL RDBMS. 

The rest of the paper is organized as follows. Section II 
briefly discusses virtualization, NewSQL database 
management systems, and research relevant to the project. 
Section III describes the experimental methodology, hardware 
and software configuration, benchmarking software used in the 
test environment and statistical methods utilized. Section IV 
contains the results of the statistical analysis of the data 
collected and a discussion of the results of the analysis. Finally, 
Section V presents conclusions reached. 

II. BACKGROUND AND RELATED WORK 

A. Virtualization 
Type I hypervisors interface directly with the computer's 

underlying hardware on which they run and map the physical 
resources of a computer to the VM being hosted, as shown in 
Fig. 1. This architectural approach has led to these types of 
hypervisors being referred to as native [16] or bare metal [17] 
hypervisors as they execute directly on the host computer and 
serve as a link between the virtual machines and the host 
computer. 

The goal of virtualization is to use a layer of software to 
abstract the specific hardware of a computing machine from 
operating systems executing on the machine [18]. Thus, 
virtualization creates both an abstraction and encapsulation of 
the various components of the underlying hardware [19], and it 
is the role of the hypervisor to provide this abstraction as well 
as provide the virtual machine's integrity and isolation from 
other VMs on the same hardware [20]. Three major 
virtualization approaches, full virtualization, paravirtualization, 
and hardware-assisted virtualization, have been used to 
overcome the shortcomings of the x86 architecture [20]. 

The impact of virtualization caused by the insertion of a 
layer of processing between the guest OS and hardware has 
been demonstrated by extant research. In a review of 112 
publications produced prior to 2016, Kao [21] found that the 
majority of evaluations of virtualized environments utilized 
benchmarks to measure performance. The specific benchmarks 
used by studies reviewed as part of this literature review 
mirrored those found by Kao [21] and reflected the emphasis 
found in the literature on using measurements of CPU, 
memory, disk, and network utilization as a basis for 
performance analysis. While it can be argued that differences 
exist between benchmarks and real-world workloads [22], 
benchmarking has a long history and provides for the gathering 
of metrics using a well-defined, universally accepted set of 
tests that can be compared across applications, operating 
systems, and hardware platforms [15]. Based on the review of 
all articles, the research focused on these metrics to assist in the 
evaluation of the impact of virtualization on NewSQL 
databases. 

 
Fig. 1. Comparison of Non-virtualized and Type-1 Virtualized Systems. 

B. NewSQL 
The term "NewSQL" is generally attributed to a report 

issued by the 451 Group analysts Matthew Aslett, who is 
referring to what was at the time new vendor offerings of 
databases that supported SQL, ACID transactions, and the high 
performance and scalability of NoSQL databases [23]. A short 
time later, in a blog post on Communications of the ACM 
website, Michael Stonebraker argued that instead of continuing 
the "gold standard in enterprise computing" of multiple 
relational databases connected by extract-load-transform (ETL) 
processes, NewSQL database systems, with the characteristics 
listed above, address consistency issues and preserve SQL 
language capabilities [24]. In a blog posting, Stonebraker 
outlined five specific characteristics of NewSQL as having 
ACID transactional ability, concurrency control that was non-
locking, high performance, possessed a distributed, 
horizontally scalable, shared-nothing architecture, and SQL as 
application language. Although these characteristics were not 
presented in the format of an academic paper, the qualifications 
listed are present in academic works discussing NewSQL 
systems [2, 10, 12, 25-27]. 

NewSQL systems can be categorized into three types, 
novel systems built from scratch utilizing a new architecture, 
middleware approaches, and Database-as-a-Service (DBaaS) 
offerings [2]. The research in this paper focuses on an example 
of the first category, which includes the characteristics outlined 
by Stonebraker [24] for NewSQL systems and is created 
through the writing of completely new code, thereby being free 
from architectural choices of existing systems [28]. The 
development of the system as a new application provides the 
ability to manage best the disk and memory storage, replication 
approaches, query optimization, and node communication, 
allowing better performance than systems built through the 
layering of existing technologies [2]. 

Research by Hrubaru and Fotache [29] evaluated the 
performance of RDBMS and NewSQL using the TPC-H 
benchmark, capturing and analyzing loading and query times, 
which are essentially throughput measures, as well as the 
amount of memory used by the DBMSs. Not surprisingly, the 
in-memory NewSQL instance used more memory than the two 
RDBMS but performed better in most cases in terms of loading 
and query times. Similarly, Oliveira and Bernardino [11] 
compared two NewSQL RDBMSs using TPC-H, comparing 
loading and query execution times, but an evaluation of 
memory utilization was not performed. In both of these 
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articles, as with Fatima and Wasnik [9], the experimental setup 
only used a single server to perform tests. Two studies 
involving performance measures of virtualized NewSQL 
environments were identified. Both focused on comparing 
RDBMS performances when running in virtual machines, but 
no evaluation was made comparing bare metal and virtual 
environments. Kaur and Sachdeva [12] compared throughput 
performance measures of four popular NewSQL databases but 
did not specify the exact tests performed, only providing 
latency times captured for read, write, and update operations 
and total execution time. Tests were performed using a single 
instance RDBMS running in a single Type II hypervisor. While 
relative performance measures provide some helpful 
information, it is limited due to the use of single-instance 
NewSQL servers and a Type II hypervisor, neither of which 
would be common in a larger scale production system. 
Borisenko and Badalyan [30] utilized a Type I hypervisor with 
individual cluster nodes running in separate VMs to evaluate 
two NewSQL RDBMSs. One of the NewSQL RDBMSs 
evaluated, Apache Ignite [31], would be considered by the 
definitions provided by Pavlo and Aslett [2] as a middleware 
approach. The other, VoltDB [32], is a new architecture, 
thereby providing a performance comparison between the two 
approaches. The workload utilized was described as "TPC-H 
like," and metrics gathered and analyzed consisted only of 
query execution times [30]. Although both investigations 
utilized virtualized environments, Borisenko and Badalyan [30] 
and Kaur and Sachdeva [12] treated the performance testing as 
if performed on bare metal and did not provide any insights 
into the performance impact of virtualization. 

Given the relevance of cloud computing today and the 
importance of virtualization to cloud computing, the 
implementation of NewSQL databases in the cloud is very 
probable [25]. Previous research has identified comparative 
performance studies of NewSQL databases, but none that 
reflected the impact of Type-I virtualization on NewSQL 
databases. Further, the studies examined reflected the use of 
single-node systems, not reflecting the true distributed nature 
of NewSQL databases [2, 27, 28]. This paper fills the gap in 
the literature by providing a quantification of performance 
impacts to distributed NewSQL systems due to Type-I 
virtualization. 

III. METHODOLOGY 
The quantitative experimental research embodied in this 

study provides insight into the impact of Type-I virtualization 
on a NewSQL database, as well as a foundation for further 
exploration of potential mechanisms to best leverage 
virtualization in this new and important realm of computing. 
The research quantified the level of impact virtualization 
causes to a system running a NewSQL database via an 
experimental design constructed to measure and analyze 
variables relevant to system performance in both bare metal 
and virtualized environments. The central research question, 
"What is the performance impact of Type-I virtualization on 
NewSQL relational databases?" operationalized into five null 
hypotheses, each stating there was no difference in recorded 
values of the respective dependent variables during database 
benchmarking for a system hosting a NewSQL database 

instance when comparing bare metal and Type-I virtualized 
environments. 

The configuration of the system, bare metal or virtualized, 
reflects the independent variable in the experimental design. 
Metrics of CPU and memory utilization, disk and network I/O 
measurements, and the number of transactions-per-second 
executed by the databases represent dependent variables. These 
values were captured and recorded during benchmark tests 
executed on bare metal and virtualized systems built on 
identical servers. The values captured were then analyzed to 
quantify differences in performance between bare metal and 
virtualized systems. 

The computer hardware used consisted of a Hewlett 
Packard Enterprise (HPE) Apollo r2600 chassis with 3 HPE 
dual-processor nodes. Each processor node was comprised of 
two Intel Xeon Broadwell E5-2698v4 2.4GHz CPUs, each with 
14 cores and 50MB cache, 128GB of DDR4-2400 memory, 
and a single 480MB SATA solid-state drive (SSD). Internode 
communications are performed through 1 GbE Ethernet ports 
connected via an Omnipath 100Gb port. The computing nodes 
resided on an isolated network, ensuring only intended access 
to the machines. 

The software configuration of each node varied based upon 
its functionality in the test. Each node ran the same operating 
system, CentOS 7.7.1908, an open source version of the Red 
Hat Enterprise Linux operating system [33]. Two of the three 
hardware nodes were designated as database cluster nodes 
using the recommended CentOS infrastructure server template, 
NuoDB NewSQL RDBMS, and performance metric collection 
software. The third node, configured to execute benchmark and 
load generation software, was configured as a developer's 
workstation to allow for the compiling of software with the 
GNU compiler. 

In a recent study by Almassabi, Bawazeer [27], 13 of the 
top NewSQL databases were identified. From this group, 
NuoDB CE 4.0.4.2 [34] was selected for the current research 
effort as it meets the requirements defined by Stonebraker [24]. 
NuoDB is a distributed, peer-to-peer, ACID-compliant, elastic, 
and highly scalable relational database management system 
that falls into the "new architecture" class, elastic and highly 
scalable [35], and offers a fully functional, community edition 
version available at no cost. 

NuoDB is designed to operate in bare metal, virtualized, 
and cloud environments [36]. The database management 
system has a two-tier, distributed architecture separating 
transactional and storage tiers. The transactional tier is an in-
memory tier responsible for atomicity, consistency, and 
isolation aspects of the ACID transactional model and is 
designed to ensure fast access to data by applications. The 
storage management tier is responsible for the durability 
aspect, ensuring data is safely stored when committed, and 
providing data in case of a cache miss. Although all nodes are 
peers in a cluster, NuoDB nodes execute as either a 
Transaction Engine (TE) or a Storage Manager (SM). SMs 
maintain complete, consistent, independent copies of the entire 
database. TEs cache database tables in memory, accept 
database requests and execute SQL queries. For purposes of 
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this research, one of the two nodes functioned as an SM and 
the other database node as a TE. Installation of the NuoDB 
software was performed per the manufacturer's instructions 
[37]. Also installed on each of the database nodes was the 
performance metric gathering tool, "nmon" [38], a software 
tool written in the C programming language, demonstrated to 
be effective in capturing metrics in performance testing 
research [39, 40]. The nmon application captured data on 
database nodes for CPU utilization measured as a percent of 
total available, total system memory utilization measured in 
MB allocated, disk I/O measured in KB/s, and network I/O 
measured in KB/s, each of which represents a dependent 
variable in the experiment. 

The third node ran the load-generating, benchmarking 
software, OTLP-Bench [41]. OLTP-Bench is an open-source, 
extensible, flexible benchmarking testbed capable of executing 
a number of existing benchmarks on both on-premise and 
cloud databases [42]. The Java source code for the OLTP-
Bench software is open-source and available on GitHub and 
was downloaded and compiled for the CentOS platform on the 
benchmark node. The software was utilized to exercise the 
NewSQL database and system and provided the transactions-
per-second measurement, a dependent variable, for all tests. 
Due to the different nature of online transaction processing 
(OTLP) and online analytical processing (OLAP), separate 
databases with different designs have typically been 
implemented [43]. A growing need for real-time analytics has 
generated a change in this paradigm, and new databases, like 
NewSQL, have been developed to provide support for these 
needs [44]. Subsequently, benchmarking tests to evaluate the 
performance of databases designed to handle mixed workloads 
are needed [45]. 

One such benchmark, currently supported by OLTP-Bench, 
is CH-benCHmark [46]. CH-benCHmark is a hybrid/mixed-
workload benchmark designed to execute TPC-C (OLTP) and 
TPC-H-equivalent (OLAP) queries concurrently against a 
common set of database tables. The entities and relationships 
of the TPC-C model are implemented without modification, 
and only a slight modification to the TPC-H schema is made to 
ensure the integration into the TPC-C schema is non-intrusive. 
Previous work by Oliveira and Bernardino [11] and Hrubaru 
and Fotache [29] revealed issues running all 22 of the TPC-H 
queries against new architecture NewSQL databases due to 
lack of support for the SQL HAVING clause, view creation 
capabilities, and excessively long-running query conditions. 
Initial tests performed as part of this research revealed similar 
incompatibility issues as well as hang-ups in benchmark 
execution with the CH-benCHmark TPC-H comparable 
queries. The subset consisting of seven of the CH-benCHmark 
TPC-H comparable queries, which ran without issue, was 
placed in the OLTP-Bench configuration file to be used for 
testing. 

Based on the assumption that a One-Way ANOVA would 
be utilized for statistical analysis, a sample size based upon a 
power analysis using the G*Power application [47] indicated a 
need for 21 bare metal and 21 virtualized runs of the 
benchmark test against the NewSQL databases. The first set of 
tests in the experiment in this research effort was the execution 
of the CH-benCHmark using the OLTP-Bench testbed against 

the NuoDB database in a bare metal environment. The creation 
and loading of the test databases were performed in separate, 
sequential steps from the execution of the benchmark test to 
delineate the response of the system under test to these 
operations, as part of an effort to ensure "cold" runs of the 
benchmark workload [48]. The stopping and restarting of the 
database after loading causes a flushing of the database server 
buffer pool, eliminating data caching between runs and 
enhancing consistency in values of performance metrics. 
Preliminary benchmark runs revealed that system performance 
metrics stayed in a consistent range in benchmark runs lasting 
as long as one hour. It was also determined that the entire set of 
TPC-H like queries was completed in approximately five 
minutes, even in the presence of concurrent OLTP transactions. 
Therefore, benchmark runs of fifteen minutes were used for 
data collection runs to allow three sets of the TPC-H queries. 

Once all experiments had been run under bare metal 
conditions, the "treatment" (virtualization software) was 
installed on the same hardware used for the first set of 
experiments. VMware 6.5 [49] served as the virtualization 
software utilized in the experiment. VMware is a major player 
in the virtualization space, garnering an 80.7 % share of the 
2017 virtualization market [50]. A single virtual machine 
closely matching the specifications of the physical machine on 
which it resides was created on the nodes of the database 
cluster. Each database node used a thin-provisioned, 400GB 
disk configured using a SCSI-controller in dependent mode 
and located in a VMware datastore. The VMware Paravirtual 
SCSI controller was used following Dakic [51], Goldsand and 
Brown [52], and VMware [53]. The VMware VM Network 
was configured with the physical NIC connected to a vSwitch, 
which was connected to the virtual machine. 

Each virtual machine was installed with the identical 
software configuration, i.e., operating system, NewSQL 
database, and performance metric gathering software, as was 
installed on the machine in its bare metal state. The same type 
and number of benchmark runs were performed, and 
performance data was collected. Once data collection was 
completed under virtualized conditions, the two sets of data 
required for the independent variable, bare metal versus 
virtualized environment, were made available for analysis. 

IV. RESULTS AND DISCUSSION 
Care was taken to ensure the appropriate statistical 

approach was taken in the comparison of data collected in bare 
metal and virtualized environments. Using SPSS, an evaluation 
to determine the normality of the individual datasets was 
completed via a Shapiro Wilk test, followed by either an 
ANOVA or Kruskal-Wallis H (K-W) test depending on 
whether a parametric or non-parametric test was needed to 
determine statistical significance. A summary of the inferential 
statistical tests and changes due to virtualization is provided in 
Table I, and a detailed description of the statistical results 
follows. 

The results of the ANOVA analyzing CPU utilization for 
the SM node indicated that the difference in the means was 
statistically significant, F(1,40)=3083.879, p<0.001, and the 
null hypothesis was rejected. The rejection of the null 
hypothesis led to the acceptance of the alternative hypothesis 
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that there was a difference in CPU use when virtualization is 
implemented. A comparison of the mean values of CPU 
utilization between bare metal (M=1.492, SD=0.052) and 
virtualized (M=2.26, SD=0.057) environments for the SM node 
indicated an increase of 62.5%. In the case of the TE node, the 
ANOVA also demonstrated that the difference in the means is 
statistically significant, F(1,40)=5027.822, p<0.001, and the 
null hypothesis can be rejected. A comparison of the mean 
values of CPU utilization between bare metal (M=2.684, 
SD=0.049) and virtualized environments (M=4.546, 
SD=0.110) indicated an increase of 69.4 %. 

TABLE I. RESULTS 

Perf 
Measure 

SM Virtualized  
vs. Bare Metal 

TE Virtualized 
 vs. Bare Metal 

Test p-
value Chg Test p-

value Chg 

CPU Util ANOVA p < 
0.001 62.5% ANOVA p < 

0.001 69.4% 

Memory 
Util ANOVA p < 

0.001 1.4% K-W p < 
0.001 2.7% 

Disk I/O K-W p < 
0.001 37.3% K-W p < 

0.001 N/A 

Network 
I/O ANOVA p < 

0.001 -12.4% ANOVA p < 
0.001 -8.6% 

TPS ANOVA p < 
0.001 66.1%    

The SE experienced a 62.5% increase, and the TE, a 69.4% 
increase in CPU utilization with the additional layer of 
virtualization software in place. The amount of overhead 
caused by virtualization can vary based on the VM's workload 
capable of running directly on a physical processor and the 
amount requiring virtualization [54]. Tudor [55] found 
increases in CPU utilization ranging from 38% to 45% with 
open source RDBMS, attributing the increase to increased I/O 
wait times. The current research found increases occurring in 
user and system CPU utilization. A comparison of bare metal 
and virtualized NoSQL environments found that CPU 
utilization increased by roughly 29% under mixed (read/write) 
loads [56]. In experiments using CPU-intensive benchmark 
applications, Pousa and Rufino [57] found decreases in CPU 
efficiency due to the existence of an ESXi 6.0 virtualization 
layer in areas of process creation, disk to RAM transfers, 
context switching, and system call overhead. The current 
research indicates that the impact of virtualization on CPU 
utilization on the NewSQL RDBMS was greater than levels 
found in open source RDBMSs and NoSQL database testing in 
the studies referenced. The increased CPU utilization should be 
strongly considered in the migration or implementation of 
NewSQL on virtualized systems. 

The results of the ANOVA for memory utilization for the 
SM node indicated that the difference in the means was 
statistically significant, F(1,40)=25.746, p<0.001, leading to 
the acceptance of the alternative hypothesis that there was a 
difference in memory use when virtualization is implemented. 
A comparison of the mean values of memory utilization 
between bare metal (M=4702.894, SD=56.362) and virtualized 
(M=4766.631, SD=11.696) environments indicated only a 

slight increase of 1.4% in the SM node. In the case of the TE 
node, the assumptions necessary to use ANOVA were not met, 
and a Kruskal Wallis H test was used. The results of the 
Kruskal Wallis H indicated that the difference in the means 
was statistically significant, χ2(1)=23.694, p<0.001, and the 
null hypothesis could be rejected. A comparison of the mean 
values of memory utilization between bare metal 
(M=3163.598, SD=37.606) and virtualized (M=3249.873, 
SD=38.754) environments indicated an increase of 2.7% in the 
TE node. 

Concerning memory utilization, the difference between the 
two environments, bare metal and virtualized, indicated an 
increase in memory utilization in the virtualized environment 
of 1.4% for the SM and 2.7% for the TE. The additional 
overhead is present and can be attributed to the addition of the 
virtualization layer, but given the low percentage increases, 
adjustments in memory size are not warranted. 

In the analysis of disk I/O, the assumptions to use an 
ANOVA were not met in either the case of the SM or the TE, 
so a Kruskal Wallis H test was used. The results of the Kruskal 
Wallis H indicated that the means for the SM node were 
significantly different, χ2(1)=30.767, p<0.001, and the null 
hypothesis was rejected. A comparison of the mean values of 
disk I/O utilization between bare metal (M=3574.681, 
SD=358.112) and virtualized (M=4907.644, SD=60.220) 
environments for the SM indicated an increase of 37.3%. In the 
case of the TE node, the Kruskal Wallis H test yielded 
χ2(1)=1.339, p=0.247. The data failed to provide the evidence 
needed to reject the null hypothesis, and it was therefore 
retained as p>0.05. 

A statistically significant difference in the disk I/O 
measurement was reflected in increased disk I/O in the 
virtualized SM node. Using system benchmark performance 
tools, Pousa and Rufino [57] found disk performance under 
ESXi virtualized conditions to be very similar to bare metal. 
Shirinbab, Lundberg [56] found disk I/O write rates to be the 
same or higher with virtualized NoSQL databases. Tudor [55] 
found that disk I/O was higher in virtualized open source 
RDBMS through the collection of values of OS disk I/O as 
percentages. The faster data can be moved from disk to RAM, 
the greater availability of data for the RDBMS. The disk-
intense nature of RDBMSs depends on I/O bandwidth to 
function properly [58]. Lee and Fox [59] suggested that greater 
IOPS are good for database systems. The existence of 
statistical significance in datasets collected on the SM node 
allowed for the comparison of bare metal and virtualized 
NewSQL environments and a 37.3% increase in the disk I/O 
rate was observed in the virtualized environment. The increase 
in disk I/O can be attributed to the VMware Paravirtualized 
SCSI controller as noted by Dakic [51], although the increase 
in disk I/O in this research exceeded the 12% found in that 
research effort which used vSphere 6.0. Additional statistical 
analysis on data collected as part of the current research effort 
found that along with increased disk I/O rate as measured in 
KB/s, the virtualized SM node had increased I/O operations per 
second (IOPS). The virtualized SM IOPS (M=175.78, 
SD=2.12) exceeded bare metal SM IOPS (M=132.36, 
SD=10.88) by 32.8%, and the difference in the means of the 
two datasets was shown to be statistically significant via a 
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Kruskal Wallis H test, χ2(1)=30.767, p<0.001. The data 
indicates an increase in disk I/O rate under virtualized 
conditions for the SM node, whose role is to manage and 
maintain complete, consistent, independent copies of the entire 
database. In a discussion with a VMware engineer, he stated 
that the improvements emphasize the importance of disk I/O 
drivers in the software and that VMware drivers will coalesce 
disk I/O reads and writes, but the proprietary nature of the 
software prevented extensive discussion (D. Robertson, 
personal communication, May 6, 2020). Given disk I/O is often 
a bottleneck for increased system performance, the increases 
found is positive. The disk I/O data collected on the TE would 
not allow the rejection of the null hypothesis that stated there 
was no effect due to virtualization. It is worth noting that given 
that the role of the TE is to cache database tables in memory, 
accept database requests and execute SQL queries, the values 
of disk I/O KB/s recorded were in the single digits, which 
would decrease the potential impact on the system overall. 

The results of the ANOVA performed on data collected for 
network I/O measurements indicated the difference in the 
means were statistically significant both for the SM, 
F(1,40)=238.429, p<0.001, and the TE, F(1,40)=113.81, 
p<0.001, and the null hypothesis was rejected for both nodes. 
A comparison of the mean values of network I/O between bare 
metal (M=14270.151, SD=396.245) and virtualized 
(M=12502.987, SD=343.571) environments indicated a 
decrease of 12.4% for the SM node. The TE node saw a 
difference between bare metal (M=14491.517, SD=404.175) 
and virtualized (M=13243.229, SD=352.401) environments 
corresponding with a decrease of 8.6%. 

Both the virtualization of CPU resources and virtualized 
network adaptors will increase the time to transmit data packets 
[54]. The components required in the processing of virtualized 
network I/O are virtual network drivers, known as the vNIC, 
the vSwitch, the VMkernel, and the physical NIC driver [60]. 
This results in virtualization overhead impacting three of the 
four networking-specific components involved. The 
benchmarking server remained in a bare metal state for all 
experiments to ensure that virtualization effects were confined 
to the database nodes. The SM and the TE experienced a 
decrease in the network I/O (KB/s) of 12.4% and 8.6%, 
respectively. The statistical analysis of the data collected 
allowed for the acceptance of the alternate hypothesis that the 
additional overhead imposed is due to the virtualization of the 
NewSQL RDBMS. Direct-path I/O was not supported by the 
NIC used in the systems tested, but if available, would provide 
a means to minimize these performance decreases. 

The fifth and final hypothesis sought to provide focus on 
the transactional volume of the NewSQL database. Since the 
necessary assumptions were met, a One-Way ANOVA was 
performed on the datasets using SPSS. The results of the 
ANOVA indicated that there was a statistically significant 
difference in the means, F(1,40) = 683.821, p < 0.001, 
indicating the null hypothesis could be rejected and the 
alternative hypothesis accepted. A comparison of the mean 
values of TPS between bare metal (M=16.474, SD=1.189) and 
virtualized (M=27.821, SD=1.534) environments indicated an 
increase of 66.1%. 

A relevant, overall throughput metric for an RDBMS is the 
rate of database transactions, TPS. The TPS values, as reported 
by the benchmarking software, increased 66.1% in the 
virtualized environment as compared to bare metal. The 
improvement in TPS found in this research contradicts the 
results of Tudor [55], but it must be pointed out that the 
virtualization software was VMware ESXi 5.0 as compared to 
version 6.5 used in the current research. Essential to the 
performance of an RDBMS is the ability to quickly and 
efficiently read data from disk into memory when needed and 
to write new or updated data from memory to disk [61]. The 
37.3% increase in the disk I/O and the ample CPU cycles 
present on the SM node provided an environment with 
increased processing potential. Such conditions could give the 
system an increased ability for transaction throughput, but 
additional research will be required for this to be definitively 
demonstrated. 

V. CONCLUSION 
Virtualization continues to play an important role in the 

delivery of IT Services in on-premise data centers and via the 
cloud [4]. With the virtualizing of computing resources, 
organizations have been able to enhance and improve the 
management and utilization of IT resources. New architectural 
approaches found in NewSQL allow for the use of SQL and 
adherence to relational database standards, characteristics, and 
guarantees in the context of the immense volumes of data 
present in Big Data applications [2]. Just as the use of 
traditional relational databases and NoSQL technologies in 
virtualized environments occurred, the use of NewSQL in a 
virtualized environment is to be expected [25]. The absence of 
literature reflecting research to quantify the performance 
impact of virtualization on NewSQL RDBMS served as a 
motivation for this effort. The work presented allows for a 
better understanding and quantification of this impact of 
virtualization, providing benefits to organizations seeking to 
virtualize NewSQL servers, and represents an effort to fill the 
gap in the literature on this specific topic. 

The evidence of the virtualization penalty in RDBMSs [55] 
and NoSQL database systems [56] is present in the literature. 
However, with the advent of NewSQL technology and 
continuous improvement in virtualization software, existing 
paradigms should be revisited. In this research, non-trivial 
virtualization penalties were identified in CPU utilization and 
network I/O, but memory utilization was only nominally 
impacted, and both disk I/O and TPS values were improved in 
the virtualized environment. The performance improvements 
would indicate that the new architecture NewSQL solutions 
may involve dynamics different than those present in 
traditional and NoSQL database solutions. The architecture of 
the NuoDB NewSQL RDBMS creates a dependency on disk 
I/O for the SM, but not the TE, which is memory-dependent. 
Given the virtualization goal of sharing underutilized hardware 
resources between virtual machines, existing paradigms must 
be reconsidered in light of ideas such as the complementary 
nature of the needs of the SM and TE, which might be 
amendable to separate VMs on the same physical machine. 
Additional research surrounding such synergies should be 
explored. 
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Abstract—Artificial intelligence (AI) has captured the public’s
imagination. Performance gains in computing hardware, and the
ubiquity of data have enabled new innovations in the field. In
2014, Facebook’s DeepFace AI took the facial recognition industry
by storm with its splendid performance on image recognition.
While newer models exist, DeepFace was the first to achieve
near-human level performance. To better understand how this
breakthrough performance was achieved, we developed our own
facial image detection models. In this paper, we developed and
evaluated six Convolutional Neural Net (CNN) models inspired by
the DeepFace architecture to explore facial feature identification.
This research made use of the You Tube Faces (YTF) dataset
which included 621,126 images consisting of 1,595 identities.
Three models leveraged pretrained layers from VGG16 and
InceptionResNetV2, whereas the other three did not. Our best
model achieved a 84.6% accuracy on the test dataset.

Keywords—Face recognition; deep learning; convolutional neu-
ral networks; DeepFace

I. INTRODUCTION

Facial recognition is a method of identifying an individual
using his or her face from a digital image or a video clip. Such
methods could be used for facial authentication by pinpointing
and determining facial features from a given image, uniquely
identifying the person. Initially this was limited to desktop
computers due to demanding computational power constraints.
Recently however it has seen wider usage, such as on mo-
bile devices, robotics, finding missing people, and diagnosing
diseases. Facial recognition is also applied in diagnosing
diseases. 22q11.2 deletion syndrome (22q11.2 DS) is the most
common micro-deletion syndrome and was underdiagnosed
in a variety of populations in the past. Because the disease
results in multiple defects throughout the body, including cleft
palate, heart defects, a characteristic facial appearance, and
learning problems, healthcare providers often can’t pinpoint
the disease, especially in diverse populations. After analyzing
the disease with facial analysis technology, researchers found
that sensitivity and specificity were greater than 96% for all
populations, which demonstrated how facial analysis tech-
nology can assist clinicians in making accurate 22q11.2 DS
diagnoses [1]. Researchers with the National Human Genome
Research Institute (NHGRI), part of the National Institutes of
Health, and their collaborators, have successfully used facial
recognition software to diagnose a rare, genetic disease in
Africans, Asians, and Latin Americans [2].

Facial recognition technology has a wide range of ap-
plications and profound social and cultural impacts and has
been introduced across various aspects of public life. For

example, facial recognition payment services are now possible.
Nowadays, in China people can purchase food at the grocery
store and can even complete their payment directly by scanning
their face at a register without needing a credit card or mobile
application [3]. In terms of the design and implementation of
security systems, facial recognition technology also has a wide
range of applications including web and mobile authentication
[4], airport check-in [5], and smart medicine cabinets [6]. In
the education industry, facial recognition has been applied
to compulsory schooling to address issues such as campus
security, automated registration, and student emotion detection
and has largely been seen as routine additions to school
systems with already extensive cultures of monitoring and
surveillance [7]. While facially driven learning has been widely
used, critical commentators are beginning to question the
pedagogical limitations of it. They purposed multiple questions
about facial recognition technology including the likelihood of
it altering the nature of schools and schooling along divisive,
authoritarian and oppressive lines, and what kind of law and
regulatory mechanisms can help for eliminating the potential
risks to consumers when they are making use of it [7]. Due to
the relatively limited technology, the current ability to detect
human faces in this field provides a buffer from coping with
the potential consequences including a serious threat to online
identities being misused by hackers for illegal activities.

An overview of the rest of the paper is as follows: in
Section 2 we reviewed some of the related work in the same
research field with DeepFace; in Section 3, we introduce
core techniques related to DeepFace: Deep Learning and
Convolutional Neural Networks; Section 4 describes the 3D
model-based face alignment method applied and the model
architecture used; Section 5 talks about our deep learning
model that follows the architecture of DeepFace’s and was
trained on YouTube Faces (YTF) video data set. In Section 6
we present some quantitative results of our models and the last
section is the conclusion.

II. RELATED WORK

Biometric facial recognition, also known as automatic face
recognition, is a particularly attractive method of biometric
recognition because it focuses on “faces,” the same identifiers
that humans primarily use to distinguish people. One of its
main goals is the understanding of the complex human visual
system and the knowledge of how humans represent faces in
order to discriminate different identities with high accuracy.
Facial recognition consists of three basic processes: detection,
capture, and face match. The detection process is to determine
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if there is a target face in the source. The capture process
transforms the targeted face into a set of digital data based on
the facial features. The face match process verifies if the two
faces are of the same person. This process is shown in Fig. 1
below.

Fig. 1. Facial Recognition Processing Flow.

A large number of approaches have emerged in the field
of facial recognition, including a hand-crafted features based
method [8] and a widely applied metric learning methods with
task-specific objectives [9]. These approaches were never quite
able to reach human-level performance in identifying faces.
Although progress in facial recognition was encouraging, the
task has also turned out to be a difficult endeavor.

A. DeepFace

DeepFace is a deep learning face recognition technology
developed by a research group at Facebook. It identifies human
faces in digital images with human-level performance. In
DeepFace, researcher revisited both the alignment step and
the representation step of the face recognition process and
proposed a new approach of deriving a face representation
by employing explicit 3D face modeling. It employed a nine-
layer neural net with over 120 million connection weights and
was trained on four million images uploaded by Facebook
users [10] [11]. DeepFace demonstrates that a 3D model-based
alignment method can effectively help in face recognition and
closes the gap to human-level accuracy. Next Generation Iden-
tification (NGI) is another application developed by Federal
Bureau of Intelligence (FBI) of the same year. According to
one report the NGI’s performance is non-satisfactory. It returns
a ranked list of 50 possibilities and only promises an 85%
chance of returning the suspect’s name in the list [12]. The
DeepFace system (stated by the Facebook Research team)
reaches an accuracy of 97.35 ± 0.25% on labeled faces in
the wild (LFW) data set whereas human beings have 97.53%
[13]. Google FaceNet later achieved a 99.65% accuracy on the
same data set [14].

B. Local Binary Patterns (LBP)

Local binary patterns (LBP) is a type of visual descriptor
used for classification in computer vision and it is the particular
case of the Texture Spectrum model proposed in 1990 [15].
LBP was first described in 1994 [16] and it is a simple yet very
efficient texture operator which labels the pixels of an image by
thresholding the neighborhood of each pixel and considers the
result as a binary number [17]. Using the LBP combined with
histograms we can represent the face images with a simple data
vector [18]. In the LBP approach for texture classification, the
occurrences of the LBP codes in an image are collected into a

histogram. The classification is then performed by computing
simple histogram similarities. However, considering a similar
approach for facial image representation results in a loss of
spatial information and therefore one should codify the texture
information while retaining also their locations. One way to
achieve this goal is to use the LBP texture descriptors to build
several local descriptions of the face and combine them into
a global description. The basic methodology for LBP based
face description proposed by Ahonen et al. [19] is as follows:
The facial image is divided into local regions and LBP texture
descriptors are extracted from each region independently. The
descriptors are then concatenated to form a global description
of the face, as shown in Fig. 2.

Fig. 2. Face Description with Local Binary Patterns.

C. DeepID-Net

A pre-trained model is a model that was trained on a
large benchmark dataset to solve a problem similar to the
one that we want to solve. As for most image detection
problems, the main features of the objects to be detected
are often similar, so a pre-trained model can be leveraged
to typically get improved performance. But researchers found
a gap between the pre-training task and the fine-tuning task
that makes pre-training less effective [20]. Inspired by the
need to adopt more targeted optimization solutions for specific
objects, researchers propose the DeepID-Net model. DeepID-
Net is an image detection model developed by the Multimedia
Laboratory of the Chinese University of Hong Kong. Its full
name is DeepID-Net: Deformable Deep Convolutional Neural
Networks for Object Detection [20]. They added more steps on
the region-based convolutional neural networks on the region-
based convolutional neural networks (R-CNN) processing,
including bounding box rejection, deep model training, def
pooling layer, SVM-net(replace softmax with hinge loss to
accelerate learning), multi-stage training, etc, as shown in Fig.
3. The model yields a 99.8% accuracy, while the state-of-the-
art method achieves a 97% accuracy when testing multi-view
facial images [20]. This paper was published on CVPR2014.
After that, the team focused on applying the model to the
specific application of facial recognition, and correspondingly
made some changes and optimizations to the DeepID model.
The updated two versions of the model are called DeepID2
and DeepID3.

D. FaceNet

FaceNet is a universal system that can be used for face
verification (is it the same person?), recognition (who is this
person?) and clustering (looking for similar people?) [22]. The
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Fig. 3. Overview of DeepID-Net Process (Texts in Red Highlight the Steps
that are Not Present in RCNN.) [21]

method adopted by FaceNet is to map images into Euclidean
space through a convolutional neural network. Different from
the application of other deep learning methods on human
faces, FaceNet did not use the traditional softmax method to
classify and learn, and then extract a certain layer as a feature.
It directly used triplets-based LMNN (Maximum Boundary
Neighbor Classification) loss function to train the neural
network, and the network directly outputs a 128-dimensional
vector space [22]. FaceNet has achieved an accuracy of 99.63
± 0.09% on the LFW dataset and an accuracy of 95.12 ± 0.39%
on the YTF dataset [22]. The advantage of this model is that
the target image can be used with very little processing. It also
provides future research directions, such as analyzing wrong
samples to improve accuracy, reducing model size to speed up
training, etc.

III. METHDOLOGY

Deep learning is a specific subfield of machine learning
[23]. It represents learning process from data, emphasizing on
learning successive ”layers” of increasingly meaningful repre-
sentations. The word ”deep” in ”deep learning” is not referring
to deeper understanding achieved through the approach but
stands for the idea of successive layers of representations. The
number of layers that contribute to the model is called the
depth of the model. These layered representations are learned
through models called neural networks and they are structured
in layers stacked one after the other. Deep learning is tech-
nically a mathematical framework for learning representations
from data with a multi-stage way. A large deep network has
multiple layers with many more nodes in each layer, which
leads to many more parameters to tune. It would be too
slow and insufficient to train a deep learning model without
a large dataset and powerful computers. Compared to the
traditional learning algorithms (Regression, Random Forest,
Support Vector Machine, etc.), deep learning may not nec-
essarily outperforms when given data of small scale. But once
the data scale goes up exponentially, deep learning outperforms
others because more parameters provide the capability to learn
complicated nonlinear patterns [24]. Generally, we expect the
model to capture the most helpful features by itself without too
much expert-involved manual intervening on features learning.

Machine learning is about mapping inputs to target outputs.
The specification of what each layer does to their input data is
stored in a bunch of parameters called ”weight”. The learning
process refers to finding a set of values of the weights of all
layers in a network so that the network will correctly map

inputs to their associated targets. But here comes the issue: to
find the correct value for all of the weights can be a daunting
task, especially when modifying the value of one parameter
will affect the performance of the whole model. To control
the output of a neural network, the loss function plays an
important role in making the prediction of the network and
the target. It computes a distance score measuring how well
the network performs. The job of the ”optimizer” is to use this
score as a feedback signal to adjust the value of the weights,
successively trying to lower the loss score. Implementing
”back-propagation” is the central algorithm used for this in
deep learning architectures. In recent years, deep learning has
achieved a revolution with tremendous achievements on many
types of difficult problems, especially perceptual problems,
which have long been historically difficult for machine learn-
ing.

Convolutional neural networks are a type of feed-forward
artificial neural networks, most commonly applied to analyzing
visual imagery [25]. They are also known as shift invariant
or space invariant artificial neural networks (SIANN), based
on their shared-weights architecture and translation invariance
characteristics [26] [27]. They have applications in image
classification, Image segmentation, character recognition [28],
medical image analysis [29], natural language processing [30].

A convolutional neural network consists of an input layer,
multiple hidden layers and an output layer. In any feed-forward
neural network, all middle layers are called hidden layers due
to their inputs and outputs are sealed by the activation function
and final convolution [31]. Convolution refers to a mathemati-
cal operation between two matrices, it is defined as the integral
of the product of the two functions after one is reversed and
shifted. It then evaluates the integral over all values of the shift
to produce a convolutional function. Convolutional networks
are a specialized type of neural networks that use convolution
in place of general matrix multiplication in at least one of their
layers [32]. The convolutional layer has a defined fixed small
matrix, also called a kernel or filter. It computes the element-
wise multiplication of the values in the kernel matrix and the
original image values as the kernel is sliding, or convolving,
across the matrix representation of the input image as shown
in Fig. 4. Specially designed kernels can fast and efficiently
process images for common purposes like edge detection
and many others. Convolutional and pooling layers respond
to feature extraction. The fundamental difference between a
densely connected layer and a convolution layer is that dense
layers learn global patterns in their input feature space, while
convolution layers learn local patterns [33].

Fig. 4. The LeNet Architecture Consists of Two Sets of Convolutional,
Activation, and Pooling Layers, Followed by a Fully-connected Layer,

Activation, Another Fully-Connected Layer, and Finally a Softmax Classifier
[34].

We used the development environment provided by Google
Colab with the TensorFlow and Keras stacks. All the models
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were trained using NVIDIA Tesla T4 graphical processing
units (GPU) hardware equipped with 16 GB of memory and
12.7 GB RAM. This allowed us to create and simulate a
deepface-esq model architecture.

For the interested reader, a link to our source code repos-
itory can be found here: https://github.com/QiyuSun/Facial-
Recognition-using-CNN-classifier. This repository includes
our Jupiter notebook python files as well as a readme file with
links to the YTF dataset. The full dataset is not included in
our repo due to space constraints, we only link to it.

IV. DEEPFACE ARCHITECTURE

Before the deepface architecture came about, one of the
challenges to facial recognition was the reduced accuracy
caused by face images collected from different perspectives.
In fact, facial alignment is still considered a difficult issue,
especially in an unsupervised environment. The task of face
alignment is to automatically locate key facial feature points,
such as eyes, nose tip, mouth corners, eyebrows, and contour
points of various parts of the facial contour according to the
input face image. The process of face alignment can be divided
into three sub-problems: 1) How to model the apparent image
(input) of a human face? 2) How to model the face shape
(output)? 3) How to establish the association between the
apparent image (model) of the face and the shape (model)
of the face? In terms of the DeepFace method, Facebook
researchers have made a great contribution in the development
of an effective deep neural network architecture with a very
large, labeled dataset of faces, an effective facial alignment
system based on explicit 3D modeling of faces, and results
that reach near real time human-level performance [13].

A. Alignment Pipeline

The alignment pipeline of DeepFace is as follows:

(a) Detect face with 6 initial points.
(b) Crop out the face with 2D-aligned inducing.
(c) Apply Delaunay triangulation by 67 fiducial

points on the 2D-aligned crop, adding triangles
on the contour to avoid discontinuities.

(d) Transform triangulated face into 3D shape.
(e) The face becomes a deep 3D triangle net.
(f) Deflect the triangulation.
(g) The final frontalized crop.
(h) A new view generated by the 3D model (not

used in paper).

The function of these steps uses the 3D model to align the
face, so that the CNN can exert its maximum effect. This is
shown in Fig. 5.

B. Representation

After 3D alignment, the images formed are all shrunk into
152×152 pixel inputs into the network structure shown in Fig.
6, the parameters of the structure are as follows:

(a) The 3D aligned 152x152 pixel 3-channel RGB
face image is sent to the convolutional layer
(C1) with 32x11×11×3 filters.

Fig. 5. DeepFace Alignment Pipeline.

(b) Then the obtained 32 feature maps are fed
to the maximum pooling layer (M2), and the
3×3 spatial neighborhood is maximum pooled
with a stride of 2. Each channel is executed
separately.

(c) After M2 is a convolutional layer with
16x9×9×16 filters (C3).

(d) Locally connected l [35], but each position in
the feature map learns a different filter bank.
Local means the parameters of the convolution
kernel do not share. Locally connected layer
is different from the convolutional layer in its
kernel.

(e) F7 and F8 are fully connected layers and
they can capture the correlation between the
features of the face image, such as the posi-
tion and shape of the eyes and mouth. The
output of F7 will be used as the original face
representation feature vector with 4096 dimen-
sions. The face representation on F8 is sent
to K-way Softmax to generate the probability
distribution on the category label for classifica-
tion. The 4030 dimension is respective to the
number of identities in the SFC training data
set, and each identity has 800 to 1200 face
pictures.

(f) Normalization of face representation: Normal-
ize the face representation feature to be be-
tween zero and one to reduce the sensitivity to
changes in illumination.

Fig. 6. Outline of the DeepFace Architecture.

C. Datasets

In DeepFace, researchers trained their model on the Social
Face Classification (SFC) dataset and evaluated the model
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on the Labeled Faces in the Wild database (LFW) and the
YouTube Faces (YTF) dataset. In this work, our model is
built on the YTF dataset. The YTF Database is a face video
database, which aims to study the problem of unconstrained
face recognition in videos. It contains 3,425 videos of 1,595
different identities. All the videos were downloaded from
YouTube. It provides an average of 2.15 videos available for
each subject with clips duration varying from 48 frames to
6,070 frames, and 181.3 frames of average length. It initially
performs automatic screening to ensure that the videos are
long enough to capture useful information for the various
recognition algorithms with stable detection. The remaining
videos were manually verified to ensure that the videos would
be correctly labeled corresponding to the subjects, not static
images or slides, and no duplicated videos were included [36].

In terms of designing the data set structure and bench-
marks, the YTF dataset follows the principal of the Labeled
Faces in the Wild (LFW) collection. All video frames are
encoded with well-built descriptors with the face detector
output considered in each frame. The face images are bounded
and cropped from the frame, 2.2 times of their original sizes.
Additionally, the images are resized to 200x200 pixels then
cropped into 100x100 pixels in central area. The images
are aligned by fixing the coordinates of facial feature points
following a conversion to grayscale. The image is divided to
a fixed grid of blocks with the descriptions of each block
normalized to a unit Euclidean length [36]. For the benchmark
tests of the YTF dataset, the YTF dataset follows the example
of the LFW benchmark various tests like standard test and ten-
fold test. It is divided into 5,000 video pairs and 10 groups,
for evaluating video-level face verification [36].

V. MODEL TRAINING AND EVALUATION PROTOCOL

Six models were built and trained. First we built a baseline
model, next a frame base model, aligned base model, VGG16
base model, InceptionResNetV2 base model, and finally Incep-
tionResNetV2 model. The training and validation distribution
for all models followed the same split.

A. Dataset

Twenty images were extracted for the train set of each
identity. The remaining images in folders of each identity are
divided into training set and validation set with ratio of 8:2. All
base models were built on a subset of YTF frame images DB
and aligned image DB with 160 classes, which consisted of
the first 10 percent of videos ordered by name. It is of note
that in practical face recognition applications today, the images
processed by the model are often already aligned.For example
in our dataset, each image is assigned a unique floating point
number corresponding to it’s identity. For example Figure 7
corresponds to the unique identifier ’0.614’, where the ’0’
indicates the folder with the identity of a known actor — Aaron
Eckhart — and ’614’ indicates the particular frame sequence in
the dataset. Because pre-aligned images were already available,
we did not implement an alignment subsystem. Instead after
implementing a model architecture, we trained and validated
that model on the aligned image DB dataset.

Fig. 7. ’0.614’ Images of Aaron Eckhart in Frame Image DB (left) and
Aligned Image DB (Right).

B. Baseline Model

Our first approach initially applied a CNN-based model
with a single Conv2D layer to train a baseline model on
frame image DB subset for developing a better performing
model. The baseline model consisted only one Conv2D layer
with 32 nodes, input shape of (152, 152, 3) and activation
function relu. The output layers consisted of 160 nodes and
the pooling window sizes were 3 by 3 and 2 by 2 for Conv2D
and MaxPooling2D, respectively. After converting the pooled
feature map to a single column, only one Dense layer was
defined and which also served as output layer using softmax
for multi-class classification. Categorical crossentropy, Adam,
and accuracy were defined in compiling for loss, optimizer and
metrics. After training, the accuracy of training and validation
reached 99.84% and 97.64% within 20 epochs Fig. 8.

Fig. 8. Baseline Model Performance.

C. Frame and Aligned Base Model

After the baseline model was developed, we added one
more Conv2D layer with 16 nodes and relu as activation func-
tion, one more dense layer with 1024 nodes to train the Frame
Base Model and Aligned Base Model, essentially structuring
our model to the model architecture of DeepFace. Since the
data set is relatively large, and there was no obvious overfitting
observed during the training process, Regularization methods
were not added. The learning rate of optimizer Adam was
0.00002. Both Frame Base Model and Aligned Base Model
were trained to 20 epochs. The frame base model reached
97.23% and 95.15% accuracy of training and validation Fig.
9. The Aligned Base Model reached 86.51% and 80.65%
accuracy of training and validation Fig. 10.

D. VGG16 and InceptionResNetV2 Base Model

The next iteration constructed utilized the VGG16 Base
Model and InceptionResNetV2 Base Model following a similar
architecture. The Conv2D layers and MaxPooling layers of
both two models were replaced with pre-trained conv base.
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Fig. 9. Frame Base Model Performance.

Fig. 10. Aligned Base Model Performance.

We froze the top layers of conv base so that weights of
those layers would keep unchanged during training process.
The first dense layer was set 4096 nodes. After training, the
VGG16 Base Model reached 98.76% and 97.03% accuracy of
training and validation Fig. 11. The InceptionResNetV2 Base
Model reached 99.75% and 97.23% accuracy of training and
validation Fig. 12.

Fig. 11. VGG16 Base Model Performance.

Fig. 12. InceptionResNetV2 Base Model Performance.

E. InceptionResNetV2 Model

The final InceptionResNetV2 Model shared the same
model architecture with the InceptionResNetV2 Base Model. It
was trained on the entire aligned image DB dataset (621,126
images of 1,595 identities) with same dataset distribution as

the base dataset. Aftering training with 200 epochs, the Incep-
tionResNetV2 model reached 91.12% and 90.79% accuracy of
training and validation as shown in Fig. 13.

Fig. 13. InceptionResNetV2 Model Performance.

VI. RESULTS

The basic baseline model showed great performance in
accuracy (99.84% on train set, 97.64% on validation set,
98.60% on test set) but it was just a simple classifier that
allowed us to explore what parameters needed to be tweaked
to obtain even better results. We can use the performance of
other models as a baseline to evaluate the performance of the
all models trained on the specific dataset. Based on the baseline
models, we developed the Frame Base Model and Aligned
Base Model. The Frame Base Model reached 97.23%, 95.15%
and 90.78% accuracy on train set, validation set and test set.
The Aligned Base Model reached 86.51%, 80.65% and 64.92%
accuracy on train set, validation set and test set (Table I, Table
II). The Frame Base Model considerably outperformed but the
result was not that convincing. It was built on different datasets
with the same architecture, which implied that the difference
in performance could be caused by the specific dataset used for
validation. At this point, we believe the Base Model learned
little from facial features and instead was emphasizing on
other factors too much. It was those no-facial related features
that helped it reached greater performance than the Aligned
Base Model, meaning it could be objects like chairs, studio
backgrounds, etc.

The VGG16 Base Model and the InceptionResNetV2 Base
Model were trained on subset of aligned image subset with
more neurons added in dense layers and more training epochs
compared to previous two models. The VGG16 Base Model
reached 94.98% and 93.47% of train and validation accuracy
at the 20th epoch, and the InceptionResNetV2 Base Model
reached 99.63% and 96.58% of accuracy, respectively. After 30
epochs of training, the VGG16 Base Model reached 98.76%,
97.03% and 89.60% on train set, validation set and test set
(Table I, Table II), and the InceptionResNetV2 Base Model
reached 99.75%, 97.23% and 93.96% of accuracy on train set,
validation set and test set (Table I, Table II). The accuracy
curves of the two models were both smooth, which indicated
that no apparent overfitting was observed in training. On the
ground, we can see the great performance of pre-trained model
layers in image classification.

The finalized InceptionResNetV2 Model was built with
the same structure as the InceptionResNetV2 Base Model.
It had 1,595 neurons in the final output layer corresponding
to the number of indentities in the completed aligned image
dataset (621,126 images of 1,595 identities) and was trained
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with 50 epochs. It took 0.033s for each image during the
training process. The model reached accuracy of 92.75% and
91.46% at the 198th epochs then it performed increasingly
higher loss and relatively lower accuracy afterwards (Table
III). The decline in performance may be caused by a variety
of factors, including poor architecture of model and overfitting.
Considering that no explicit overfitting was found in previous
models, it would be of help to promote the model performance
with a better networks architecture rather than with additional
regularization methods added. In the DeepFace architecture,
researchers added three locally-connected layers after 3D con-
volutional layers and maxpooling layers, which might be one
of the solutions for structural optimization of the model. In
the final evaluation on test set, the InceptionResNetV2 Model
performed 84.60% of accuracy and 1.2582 of loss, which
demonstrated that more tuning on the model were required,
as well as some pre-operations on images before being fed
into model.

TABLE I. PERFORMANCE OF TRAINING & VALIDATION ACCURACY

Model Train-Acc Val-Acc

Baseline Model 99.84% 97.64%
Frame Base Model 97.23% 95.15%
Aligned Base Model 86.51% 80.65%
VGG16 Base Model 98.76% 97.63%
InceptionResNetV2 Base Model 99.75% 97.23%
InceptionResNetV2 91.12% 90.79%

TABLE II. PERFORMANCE ON TEST DATA

Model Test-Loss Test-Accuracy

Baseline Model 0.0866 98.60%
Frame Base Model 0.6357 90.78%
Aligned Base Model 1.8023 64.92%
VGG16 Base Model 0.9026 89.60%
InceptionResNetV2 Base Model 0.2992 93.96%
InceptionResNetV2 1.258 84.60%

TABLE III. INCEPTIONRESNETV2 MODEL PERFORMANCE IN FINAL
EPOCHS

Epoch Loss Accuracy Val loss Val Accuracy
195 0.7641 0.9294 0.9466 0.9062
196 0.7965 0.9156 0.9768 0.8975
197 0.8055 0.9131 0.9380 0.9082
198 0.7046 0.9275 0.9005 0.9146
199 0.7391 0.9231 0.9204 0.9106
200 0.7834 0.9112 0.9276 0.9079

We were not able to best DeepFace’s 96% accuracy. How-
ever, our top model achieved a respectable 84.6%. Considering
the constrained resources we had (this was developed entirely
on a single laptop and Google Colab compared to the massive
resources available at Facebook), the mission of this project
was achieved.

We directly used the aligned dataset published in YouTube
Face dataset rather than implementing a specific face alignment
method. In DeepFace, the method developed to map 2D human
facial features to 3D models and use them as 3D input to train
models was key to making DeepFace achieve its breakthrough
outstanding performance. In addition, unlike our training and
verification based entirely on the YouTube Face (YTF) dataset,
DeepFace’s training set and verification set involved a total
of three different data sets (Social Face Classification dataset,

Labeled Faces in the Wild dataset, and YTF dataset). Training
on one dataset and using the different datasets for validation
reduces its accuracy deviation when facing images of different
sizes and types. When looking only at the YTF dataset making
full use of these factors, DeepFace achieved the test accuracy
of 91.4 ± 1.1%. This number is a more accurate threshold
to compare our model against as it’s an apples-to-apples
comparison leveraging the same dataset. Taking into account
the limitations of so many conditions mentioned above, the
result we obtained, when compared to DeepFace, seems to be
rewarding.

Although we were inspired by the architecture of Deep-
Face, as described in detail above we did not fully copy the
DeepFace model. We were limited by the computational power
available to us. Just the memory required to fully reproduce the
DeepFace model is massive and greatly exceeds that which we
had access to. Instead, we demonstrated that the simpler and
more accessible models we built have promise in recreating
DeepFace-style breakthrough performance, utilizing a fraction
of the resources.

VII. CONCLUSION

DeepFace revolutionized the facial image recognition in-
dustry. In this paper, we demonstrated the power of learned
features through six convolutional neural networks (CNNs).
Inspired by the DeepFace architecture, but in making our
own tweaks, the models we constructed were trained on the
YouTube Faces (YTF) dataset to be multi-class classifiers. The
Base Models showed satisfactory performance, which indi-
cated that a CNN-based architecture could manifest remarkable
performance in image classification if given a large dataset.
Compared to the DeepFace model architecture, the model was
less complex, which potentially would bring difficulties in
capturing essential facial features effectively in other datasets.
Based on the first experiment, it was obvious that there are
multiple factors that needed to be taken into consideration
when constructing an image classifier for a face recognition
system. When dealing with exponentially massive amounts of
data, the architecture and depth of the model will play a crucial
role in performance. The success of DeepFace showed that
remarkable results could be achieved with the right architecture
combined with face alignment and frontalization. We demon-
strated that our models could obtain good results at much lower
computational cost.

The first few models we built showed us many factors
that need to be considered when building a large CNN
classifier, such as: how to make full use of the structure
and characteristics of CNN itself, the suitable combination of
hyperparameters for training, and how to adjust particular parts
of model architecture when working with datasets at large
scales. This paper is a valuable contribution to the field of
image classification and facial recognition.

In future work, we wish to further improve the model. First,
we would explore adding some preprocessing methods for face
images, such as image sharpening, extended face alignment,
and frontalization. Second, in terms of the model architecture,
we may consider trying to combine layer functionalities such
as with locally-connected layers or pooling layers.
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Abstract—Air pollution spikes have been causing harm to 
human beings and the environment. Most exposure to Air 
pollution spikes has demonstrated a significant impact on mental 
health, especially children at an early age. That lead to suicide or 
depression. Previous research concentrated on air pollution in 
general. Existing monitoring systems do not consider Short-term 
air pollution peaks. This paper presents the co-design of the 
hardware and software for IoT to monitor air pollution spikes 
for a short duration in real-time monitoring. The system 
comprises two technologies like edge computing to capture short-
term exposure and a mathematical model for distribution in 
analyzing the captured data. This system ensures the presence of 
the spikes start and end for each pollutant. Monte Carlo 
simulation has been used in this research to predict the next 
spike of each pollutant. Artificial Intelligent is used to analyze 
immutable data for a short term prediction. After the analysis, 
legislators based on intelligent contracts created using blockchain 
to reduce pollution based on its source. 

Keywords—Short-duration air pollution peak/spike; real-time 
monitoring; short-term prediction; immutable data; blockchain; AI 

I. INTRODUCTION  
Air pollution is the silent, prolific and invisible killer from 

previous years [1]. Most existing systems for monitoring air 
pollution are measuring the long-term peaks. Instead, the 
research shows that the short-term peaks are perilous [2] and 
can lead to different diseases such as eye and adnexa [3], brain 
volume, cognitive decrements, dementia development [4], 
heart, chronic obstructive pulmonary disease (COPD), lung 
cancer, migraine, acute lower respiratory infections and stroke 
[5]. Air pollution is exposed to more than nine to ten children 
and is stunting their brains, affecting their health [6]. That leads 
to the problem of mental health, especially in children (brain 
cell inflammation). Short-term spikes of air pollution are the 
source of increased hospital visits for childhood psychiatric. 
And the research shows that children from low-income 
families are more affected, leading to an increase of 44\% of 
those who visited the hospital with suicidal thoughts due to the 
spikes in the air pollution [7] [8]. 

The spikes of air pollution have more severe effects on the 
brain of children. The research shows that air pollution spikes 
can cause mental health, depression, and anxiety. It can lead to 
the children having a lower intelligence quotient (IQ), poorer 
memory, delaying their development, leaving women infertile 
earlier, ..... Spikes affect brain chemistry differently; for 
example, industries and traffics may carry toxins using tiny 

passageways and then enter directly into the brain [7] . In 2020, 
spikes increased higher than five years [9]. But until now, 
minor effects of short-term exposure to air pollution are 
known. 

Spikes of air pollution are damaging the future generation 
of humans, and emitters do not condemn the creation of that 
harm. Governments have tried to prevent air pollution in 
general, but the research shows that none of them has been 
viewing the spikes as a dangerous and long-lasting killer of 
children. The research suggested that legislators should protect 
children’s' exposure to air pollution to advance the initiative for 
their public health [10]. 

This research paper is composed of the following section: 
The section of background covers all literature reviews related 
to the monitoring system of Air Pollution. The following 
section is about the co-design of hardware and software for the 
prototype monitoring of the spikes. The following section is 
about performance analysis and simulation, where the analysis 
made for some data and tools used to do simulation and the 
results shown in that section. The last section is the conclusion, 
which summarizes the paper and the proposal for future 
research. 

II. BACKGROUND 
This section highlights the background of the existing 

systems in monitoring Air Pollution. The section deeply 
explains the previous research and enumerates some challenges 
that are still in this area that can be solved using this research. 

WHO has put the Global Air quality guidelines in different 
years to prevent air pollution in general, but there are no 
measures taken for spikes [11]. Many people are victims of air 
pollution, and emitters of pollutants are not charged for 
anything because none knows the air pollution they produce. 
Some measures have been taken [11], but they do not 
regularize the correspondence of emitters and victims of 
spikes. When these spikes continue to be repetitive, they cause 
more problems of health [12]. 

Many people are living in big and small cities. Developing 
countries used to have high populations exposed to air 
pollution. It is also where most sources of pollutants are found 
[13]. Once the spikes appear in the cities, it affects a large 
population [14]. Spikes can appear anytime, so this may come 
from different sources. If the spikes are not monitored, they can 
affect the living of human beings, as explained above. Spikes 
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occur in a short time, and most existing monitoring systems for 
air pollution cannot recognize their appearance. Children are 
the most affected, primarily their mental, leading to their future 
loss [7]. Emitters of spikes may not even know how they affect 
human beings' health because there are no systems to monitor 
these spikes [15]. 

Authorities are oriented toward monitoring air pollution in 
general [16] [17]. Instead, spikes are affecting the future 
generation and the population as well. The source of spikes 
allows the identification of emitters, and then authorities may 
take advanced majors accordingly. Victims of these spikes are 
more in danger once they are repetitive. That may lead to many 
unexpected severe health problems. 

The author of [18], proposed a system that can monitor the 
spikes from air pollution and predict the next spike using road 
management data. 

Air pollution spikes have a short lifetime, requiring 
monitoring in a smaller time resolution [19]. These spikes need 
to be monitored at each appearance not to affect the living. 
Spikes need particular ways of monitoring them that differ 
from the existing methods. They appear in a short time, and 
then they disappear. If they do not monitor their appearance, 
they mix with other collected results of pollution and then may 
result in the average instead of the over-level for pollutants. 
Spikes monitoring can enable counting all spikes passed, 
predicting the following occurring spikes in the system. Once 
they occur from their sources, these unexpected pollutants may 
damage many things because they do not prepare before. They 
do not last for an extended period, leading to the big mess of 
not monitoring them. Spikes generated due to some occurred 
events planned before, but no analysis of the effect may cause. 
Also, spikes may occur due to unexpected events from the 
environment or any other source without any prior planning of 
the event. Spikes need a real-time and a low-time resolution to 
react to the effects that may occur due to its presence [20] [21], 
sometimes to the loss of life [22]. 

Most existing systems for monitoring air pollution are 
based on cloud-centric architecture [23] [24]. These systems 
measure air pollution with long term exposure. The average of 
peaks for air pollution in a specific time is considered the result 
of a monitored place. That is because of allowing sensors to 
capture information during a specific time and wake up to send 
the data on the cloud, known as duty cycle mode (taking a long 
sleep period to save the battery energy). That is for saving 
battery life during the wireless communication mode of 
sending data to the cloud. In the design of the sensor node of 
IoT applications, battery life is one of the critical parameters to 
consider. The reporting of collected data to the remote centric-
cloud architecture of air pollution has a low frequency for at 
least 1hour to extend the battery lifetime. 

The centric-cloud architecture uses wireless 
communication for transferring data from sensors to the 
remote. That leads to high energy consumption, and the sensors 
are sleeping within a certain period of collecting data and 
storing them locally. That makes sensors monitor long-term 
average peaks instead of capturing all peaks [25]. That leads to 
the miss of monitoring short duration peaks. These spikes may 

appear periodically or not. The air pollution peak average 
threshold may exceed for specific pollutants, and the system 
may not be aware of that unexpected change. No system can 
capture spikes for a short duration from the existing cloud-
based systems. 

Cloud-centric has failed to monitor spikes because of 
transferring data by waking up the sensor. The cloud-centric 
architecture collects data of air pollution using sensors at data 
gathering. It uses wireless communication to send the data to 
the cloud [26, 27]. Then, the system does the data management 
for the given application in the cloud. At the first phase of data 
gathering, sensors collect information related to air pollution. 
This information is transferred to the cloud through the 
wireless communication channel. This communication channel 
consumes high energy [28]. The last phase is data 
management, which analyses, processes, and stores data in the 
cloud. These data can be used to predict air quality [29]. 

The cloud-centric architecture also has a latency problem 
due to transferring the data after a specific time. These systems 
also take time to react to the processed data [30]. Predicting the 
possible air pollution event may take longer as data processing 
is based on the cloud, not on edge. There is a need for data 
transparency and trust, and this may be difficult for the data 
passing in the network without additional security measures. 

Therefore, there is a need for an edge-centric system to 
monitor short-term peaks for air pollution. This paper helps to 
understand the design of the edge-centric smart sensor to 
monitor air pollution by waking up the sensor once the air 
pollution variation attained the given threshold. 

There are not many several systems developed to monitor 
and predict air pollution spikes. Artificial Intelligence 
technology is the predictor developed by a new wireless 
company, and that system can predict the following levels of 
air pollution within an hour. This system uses AI for analyzing 
weather measurements, images of CCTV cameras, air pollution 
sensing devices, Bluetooth, and history readings. The system 
links the existing real-time data to predict the next coming hour 
for traffic jams and air pollution. This predictor is accurate at 
97%. It has been tested for implementation in some cities like 
Wolverhampton [18]. It is excellent and friendly to the existing 
technologies, but it doesn't take pollutant data on the roads or 
nearby since it is linked to the load management system. And 
this leads to the lack of identifying the source of each pollutant 
and the quantity. The predictor predicts air pollution in general 
but doesn't identify spikes that come and may arrive. 

Following the previous works that researchers have done, 
the existing systems only measure a few pollutants. Most 
monitor air pollution at the cloud-centric, leading to latency, 
security, cost, and control problems. The existing system woke 
up sensors periodically, leading to the danger of an unexpected 
increase of pollutants. Existing systems haven't mentioned the 
identification of spikes and the time stay based on their 
appearance level. 

This research takes all six primary pollutants as explained 
by WHO in [11], and it can be installed and not based on 
historical readings. 
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III. HARDWARE AND SOFTWARE CO-DESIGN 

A. Improve IoT Energy Management 
In designing the embedded system for performing a real-

time environment, there is the issue of the increase of power 
dissipation. IoT hardware design increases power dissipation 
from the real-time application and the device for the best 
performance. The problem was created during the deployment 
of the number of transistors comparable with the power 
consumption. There are two causes of power dissipation in 
designing lower-power IoT systems. The first one is when the 
power dissipation for each transistor increases with impact to 
the increase of density gate, which implies the increase of 
power density for the whole system. The second is the increase 
of the frequency of IoT systems for better performance. 

The power dissipation problem is improving IoT energy 
management by waking up the device using analogue 
interrupts. 

Energy management is still a crucial problem in today's 
sensors [31]. There is a need to continuously allow the sensor 
to stay in energy-saving deep sleep mode to solve that issue. 
The system needs to wake up on measurement appearance with 
low energy consumption. Since the energy consumption 
implies a decrease in battery life, the system should monitor 
sensors connected to use little energy. 

The system stays asleep most of the time and only wakes 
up for the threshold's quick and effective measurement. The 
CPU of the system uses much energy by comparison to the rest 
of the other parts. That means that reducing the CPU system's 
busy time is the best way to reduce consumption energy. 

Fig. 1, the system wakes up periodically to detect events, 
making the CPU continuously active. The sensors capture data 
from the environment and send these data for processing. The 
analogue event creates a signal which is transformed directly to 
a digital signal. 

Fig. 2 gives the intention to look at the signal after using 
analogue interrupts. The sensors can record all analogue 
events, and once the threshold passes, the system wakes up for 
recording and processing. 

There are two options for using analogue interrupts: The 
first is ADC wake up and the second is an external op-amp-
based voltage comparator. 

 
Fig. 1. System Wakes up Periodically to Detect Events. 

 
Fig. 2. System Wakes up on the Threshold. 

1) ADC Wake up: Sensors convert analogue 
measurements into electronic signals. The ADC (Analog to 
Digital Converter) converts the produced analogue signal to a 
digital signal using the frequency sampling mode based on the 
Nyquist theorem. Interrupts that are alerting electronic signals 
are sent to the Microcontroller Unit (MCU) processor, which 
may come as an external part of the internal peripheral or 
external one. 

The below is an ADC component designed using the 
Proteus simulator. The ADC is composed of one ADC0804 
Integrated Circuit, eight LEDs, one resistor of 1k, one variable 
resistor or potentiometer, one push button, one wero board, one 
nonpolar capacitor with 150pf and some jumper wires. This 
proteus simulation designs system that switches ON and OFF 
based on the voltage once the input exceeds the threshold. 
Then, it helps to monitor all events that come and exceed the 
threshold. That is useful in air pollution monitoring based on 
spikes only. 

Fig. 3 uses the button to switch off the ADC. The button is 
activated by the measurement to the node sensor for air 
pollution. The input signal is an analogue signal generating the 
output that can switch on LEDs. 

Fig. 4 shows that the data are generated from the physical 
environment, and then the sensor accepts these analogue 
measurements in the form of analogue signals. The analogue 
signal transforms into a digital signal and is then sent to the 
processor. At the input, the environment creates a signal using 
physical quantity. Then sensor takes that signal and makes it in 
the presence of an electrical signal. The signal is in analogue 
form and needs to transform into digital form, and then using 
the ADC tool; it generates the digital signal used to monitor air 
pollution using the given threshold. 

This paper applies the sampling of analogue signals, and 
the system acts based on the threshold. That should be done 
using ADC to trigger timers precisely. That uses many MCU 
resources, which leads to high-power consumption since timers 
must be active to perform ADC. Another methodology is not to 
use timers and allow signals to be monitored continuously by 
the ADC, which consumes a high-power consumption. 
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Fig. 3. ADC Circuit from Proteus Simulation. 

 
Fig. 4. Measurement to Signal Processing. 

The solution to be adapted that may not consume huge 
amounts of power is to integrate ADC in the MCU without 
dependency on the CPU (Central Processing Unit). That allows 
the CPU to disable all clocks except the one of ADC. Then the 
ADC wakes up the CPU and other parts of the MCU by using 
the logical conditions. The ADC creates interrupts to wake up 
the rest of the system by referencing the configured threshold. 

The ADC wake up uses the voltage comparator to activate 
the CPU and the system. The reference voltage Vref is 
compared to the input voltage Vin for deciding to wake up the 
system or not. The Vout is in digital mode, and from there, the 
decision to wake up the system is taken. Since that is on the 
sensor by detecting the measurement of the event to wake up 
the system, there is the optimality of this strategy because no 
loss of data appears and the optimization of the sleeping time. 

2) External op-amp based voltage comparator: The other 
way to wake up the system is to use an external operational 
amplifier based on the voltage comparator. This way requires 
extra resources to add to the system. And adding this wake-up 
circuit to the sensor node decreases the average power 
consumption, but also it may create the loss of information 
since the original signal was amplified. 

The external op-amp compares one analogue voltage level 
to another and generates output based on the comparison. It 

detects the voltage from measurements and then switches from 
the sleeping mode of the system to an active mode. The 
switching time of the op-amp voltage comparator slows the 
system even though it operates on analogue voltage. 

The op-amp voltage comparator uses input, amplification, 
and output terminals. It uses negative feedback voltage, which 
leads to compensation capacitance to prevent oscillation in that 
integrated circuit. That creates an inside power dissipation, 
which may increase the temperature for the chip and the self-
heating. 

The operational amplifier voltage comparator may present 
an error voltage called the input offset voltage caused by the 
characteristics of transistors of each terminal or by the input 
bias current. 

Fig. 5 shows the graph of the op-amp voltage comparator 
with its five terminals. 

Therefore, based on the above comparison of ADC wake 
up and external op-amp voltage comparator wake up, this 
paper suggests using ADC wake up to activate the system from 
the sleeping mode to active mode. The measurements are taken 
from the environment and create analogue input to the sensor 
node, and that analogue input changes to an analogue signal 
with a certain amount of voltage. Then the analogue signal 
needs to transform into a digital signal using an ADC 
converter, and during that conversation, the ADC decides if it 
wakes up the whole system based on the comparison of the 
input voltage and the reference voltage. The system needs to 
identify the starting voltage above the threshold voltage and 
record these values. The following subsection explained how 
the system used to pick these signals that attained the 
threshold. 

B. Peak Digital Signal Processing 
Measurements captured from the environment need to be 

processed and analyzed. Once the ADC wakes up, it gets an 
analogue signal and converts it to a digital signal, quickly 
processing scientifically. The system is woken up based on the 
data that exceed the predefined threshold, allowing the system 
to record that event. 

This research is working on air pollution spikes. These 
spikes are identified based on the minimum predetermined 
value of pollutants. WHO has defined each pollutant's 
threshold as shown in Table 1. These values are measured in 
micrograms per cubic meter. 

 
Fig. 5. Op-amp Voltage Comparator. 
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TABLE I. AIR POLLUTANTS 

Pollutant name Minimum Concentration (µg/m3) 

Particulate Matter PM2.5 35 

Particulate Matter PM10 70 

Carbone monoxide/ Carbone dioxide 
(CO/CO2) 1000 

Nitrate Oxide (NOx) 80 

Sulfur of Oxide (SOx) 50 

Ozone (O3) 120 

This research detects a peak in a signal and measures its 
position, height, width, and/or area. When the sensor node 
identifies the signal that exceeds a threshold value of any type 
of pollutant, the system starts to record the event, and when it 
attains the peak, it starts to decrease, going to the value which 
should always be less than the threshold. The first derivative of 
the peak is applied to downward-going zero-crossing 
(threshold) at the maximum of the peak. Since the signal may 
have noise from measurement due to the environment, this can 
lead to false zero-crossing. Therefore, the smooth technique 
can detect only the desired peaks and ignore peaks that are too 
small, too wide, or too narrow. 

Once they become high frequency, air pollution spikes 
(peaks) cause mental health problems that can lead to 
hypertension, suicide, and heart diseases. These peaks imply 
the concentration of pollutants in respect of the given time. If 
not reduced, that concentration cause health problems 
compared to normal pollutants that don't pass the threshold. 

The input signal is taken in the window size measured 
based on the length of the signal above the threshold. The 
height of that signal is also identified. 

The digital signal processing from ADC is set low or high. 
We examine all signals with high since they are above the 
threshold. Signals which are less than the threshold are 
identified as low. Then finding the peaks in the given signal 
that we can call X describes all points above the threshold. 
Each peak has its amplitude or the height of the signal. 

Fig. 6 is for peak detection of digital signals with a height 
of 1 and the length of the period of 500 microseconds. 

 
Fig. 6. Peaks Detection. 

From the input signal of the sensor node, ADC wakes up 
activates the system once the peak has appeared. The 
probability of obtaining a peek at a particular point ti of the 
input signal from the environment depends on its incoming 
voltage and the given standard threshold voltage tv. 

P(Spike at tRi| Spike at tRv)  =  ∫ 𝐆[𝐕(𝐭)]𝑣∈𝐶𝑖   

With Ci, the set of possible voltages can rise in the interval 
i. V presents the voltage signal. And G[V(t)] is the Gaussian 
distribution. 

Once peaks are detected from the given interval time and 
their location, the system is applied to collect these peaks. 
These peaks are stored in the array of integers for future 
analysis using Machine Learning. The system can analyze the 
collected peaks for notifying the appearance of pollutants and 
the expectation of the next peak. 

IV. PERFORMANCE ANALYSIS / SIMULATION 

A. Distribution Patterns of Air Pollution Spikes 
Air pollution spikes are coming from the increase of 

unexpected pollution generated by emitters. All these spikes 
are from the environment and can be distributed in the 
atmosphere. The system for monitoring spikes can capture 
distributed pollutants either directly or indirectly from the 
source. 

Direct spikes are captured by the system and then analyzed 
without adding the environment to it and for example, having 
the sensor node connected to the place generates pollutants. 
The indirect spikes are those that pass in the environment and 
meet with other pollutants before being measured by the 
system. 

The system accepts measurement in any of three patterns or 
their combination. Spikes can be presented to the system 
either: uniform random and/or clumped. 

Uniform spikes are these spikes that come within a given 
period. They occur periodically in the system. These spikes are 
easy to predict the next peak. These peaks can appear in 
different sizes and densities. 

Random spikes are these peaks that are entered into the 
system randomly. These peaks can be very harmful since they 
are not easily predictable. This research suggests using a 
certain period to analyze all peaks appearing, and then using 
Machine learning, and it can predict the next peak. 

Clumped spikes are predicted or unpredicted peaks with a 
heavy density. These peaks are perilous, and they need 
profound observations to analyze their prediction. 

The nature of the air pollution environment can have all 
these above patterns of distribution of spikes. All these spikes 
are based on the period to predict the next appearance of the 
peak. 

The distribution model has been used to predict the next 
within a specific period. Since the generated signal from the 
ADC wakes up converter is a digital signal, it has discrete 
values. The Poisson distribution is used in this paper to model 
the arrival rate of spikes in a specific fixed interval of time. 
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The performance parameters are based on the mean of signals 
in a period λ and the number of spikes k. 

Let λ be the parameter greater than 0 and let distribution k 
= 1,2,3, … n be the appearance of spikes in the input signal to 
the sensor node; in other words, k is presenting a discrete 
random variable counted. The probability density function 
(pdf) is used to specify the random variable's probability being 
in the range of the values. 

Then the pdf that a Poisson random variable X with the 
mean λ is equal to a given by the formula. 

𝑝𝑑𝑓 = 𝑃(𝑋 = 𝑎) =
𝜆𝑘𝑒−𝜆

𝑘!
 

Where e is a constant approximately to 2.71828. 

The pdf gives the probability of getting spikes each time by 
using the mean of the spikes and the number of spikes counted. 

The system can identify spikes and predict finding peaks in 
the given time. Most existing systems for monitoring air 
pollution are using cloud-centric duty cycle mode. The sensor 
collects data related to air pollution while it is in sleeping mode 
to save the battery's lifetime or the harvested power for energy 
conservation. The sensor only wakes up after a specific period 
to transmit collected data to the cloud-centric for the analysis. 

The duty cycle D can be defined as a ratio of pulse width 
(PW), a busy time and the total period of T of the signal and 
then expressed in percentage. 

𝐷 =
𝑃𝑊
𝑇

× 100 

Therefore the 60% duty cycle means that the signal is on 
60% of the time but off 40%. That implies the power 
consumption in recording data. There is a need for much 
energy during the transmission of the data to the cloud-centric 
server. This energy consumption reduces the sensor battery 
lifetime or the harvest power storage of energy. 

The solution of optimizing the use of sensor energy or 
harvest power is edge centric HW/SW Codesign smart sensor. 
That allows the analogue interrupt to wake up the sensor once 
the coming signal voltage is higher than the threshold voltage. 
Only the system is active in collecting spikes for quick analysis 
of data. Once the spikes are over, the intelligent sensor goes 
back to sleep mode. 

The above Fig. 7 describes the edge centric HW/SW co-
design system. The measurement from the environment is 
those pollutants CO, CO2, PM2.5, PM10, SOX and NOX. Once 
one of these pollutants sends the value more significant than 
the threshold defined in the table [1], the sensor node will send 
all signals to ADC, which wakes up the processor, memory, 
protocol for analyzing the coming signal since it is a spike. The 
power unit is there to empower each device. That reduces the 
power consumption since it is waking up for recording spikes. 

In edge centric HW/SW co-design, data analysis is 
performed locally, and there is no transmission energy of short 
periodical time. Only transmission can be once in a while for 
further analysis. The edge-centric smart sensor is a real-time 
monitoring system for air pollution spikes and can react to its 

appearance. From those spikes, it does analysis locally, and the 
decision is taken quickly. 

The cloud-centric is still needed to analyze big data 
collected by sensors, while edge centric can be considered an 
operator of instant data. At the edge, centric analytical tools 
and AI tools are nearest the system, implying operational 
efficiency. The security and privacy are strong at the edge 
centric smart sensor. This system is reliable. Since one node 
can go down and is unreachable, the other system parts 
continue to operate. The speed of data at edge computing 
implies analytical, computational resources to the end-users, 
bringing quick responses and applications. 

B. Performance Metrics 
The energy consumption at the edge centric HW/SW co-

design smart sensor and cloud-centric can be distinguished in 
the below metrics: 

• Throughput: output at the edge is generated in real-time 
while data is transmitted in the cloud, which consumes 
much energy. 

• Collecting data: at this stage, edge computing uses to 
wake up only during the collection of spikes while the 
cloud uses a duty cycle which implies power 
consumption. 

• Processing: at computing only, the system wakes up on 
the threshold, while the CPU and other parts of the 
system operate periodically for cloud-centric—the 
probability of identifying the subsequent spikes at edge 
computing within the length of the interval of spikes. 

From Table 2, the designed system performs better in all 
performing metrics. The designed system can save energy 
consumption at 40% on the throughput metric since the 
existing systems (mostly cloud computing systems) are using a 
duty cycle. On the second metric of data collection, the 
designed system woke up on the appearance of spikes, and that 
can lead to quickly identifying the spike while the existing 
systems wake up periodically and can miss some spikes, which 
may be dangerous. Lastly, the processing metric is so quick at 
the designed system while existing systems take enough time 
to process and predict the next appearance of the spike for air 
pollution. 

 
Fig. 7. Edge-Centric HW/SW Codesign System. 
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TABLE II. COMPARISON OF THE EXISTING SYSTEM AND OUR DESIRED 
SYSTEM 

 Throughput Data collection Processing / 
Performance 

Designed system 
Save energy 
consumption at 
40% 

Spikes to wake 
up the system 

Quick 
processing and 
prediction 

Existing systems 
[32, 33] 

Energy 
consumption 

Periodically 
wake up 

It takes 
periodically time 
to predict the 
next spike. 

Peaks can be harmful to human beings, and there is a need 
to monitor them. For cloud computing, some peaks may be lost 
during the sleep mode of the sensor at the sleeping mode of the 
sensor. At the sleeping mode of the sensor, all peaks arrive and 
can be combined with the whole signal for presenting the mean 
of the whole period. On edge centric, the system is woken up 
by spikes in the input signal. 

C. Monte - Carlo Simulation 
This research uses Monte-Carlo simulation as a 

mathematical technique used to estimate the probability of 
possible outcomes in a process that cannot be predicted due to 
its uncertain appearance. 

It is based on making a computational algorithm to find the 
numerical results of repeated random sampling. These 
uncertainty events can be predicted and forecasted using the 
Monte-Carlo technique to model them. 

This research uses Monte-Carlo simulation to predict the 
subsequent spikes using their probabilities of occurring. As our 
data are stored discretely after the ADC converter, we estimate 
the probability of occurring in a specific period. 

Let's use the same example of PM2.5 for its Poisson 
distribution, which was 7.1%. Then that means in the interval 
of a period there is a 7.1% probability to find the spikes of 
PM2.5. The figure below is for particulate matter data; and it 
uses the synthetic data generated mostly.generate. The mean λ 
of the data is 29, and the appearance of spikes is 27. Then the 
probability of getting the spikes is 0.071. 

The performance of the proposed system has good accuracy 
since it can identify each appearance of the spike of each 
pollutant. Most other existing systems measure air pollution in 
general and are not specific on spikes prediction of each 
pollutant. 

The signal length is sampled at 30 samples for the whole 
period, and the probability of finding the next peak of PM2.5 is 
7.1%, as shown in Fig. 8. 

 
Fig. 8. Probability of following Peaks for PM2.5. 

V. CONCLUSION 
This research designs a hardware-software smart IoT 

device to monitor short-term exposure to air pollution peaks. 
Spikes are causing significant health problems, especially 
children, leading to mental problems, suicide, stroke, heart 
diseases, lung, etc. This research improves the IoT energy by 
waking up the system through the appearance of digital signals 
using ADC wake up. The designed system performs better than 
the existing system through the performance metrics, as 
explained in Table 2. The paper explained the finding of peaks 
that are stored in the array. The mathematical model was 
generated using Poisson distribution to find the appearance of 
peaks. Monte-Carlo has been introduced to predict the next 
coming peak. The prediction showed that PM2.5 could be 
predicted at a 7.1% probability of the spikes to appear. This 
probability is high since it showed that in the appearance of 
spikes, there should be a 7.1% of PM2.5. 

The system and authorities analyze the collected peaks to 
compensate for the peak emitters. As peaks are dangerous to 
health, there should be a proposal of fining people accordingly 
if they exceed the threshold. The hardware-software co-design 
generates a dataset of spikes signature that will be used by 
machine learning for future research. In future works, this 
research will be oriented on the security of the data transmitted 
across the network using blockchain. 
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Abstract—Face recognition in the visible and Near Infrared 
range has received a lot of attention in recent years. The current 
Multispectral (MS) imaging systems used for facial recognition 
are based on multiple cameras having multiple sensors. These 
acquisition systems are normally slow because they take one MS 
image in several shots, which makes them unable to acquire 
images in real time and to capture moving scenes. On the other 
hand, currently there are snapshot multispectral imaging systems 
which integrate a single sensor with Multispectral Filter Arrays 
(MSFA) allow having at each acquisition an image on several 
spectra. These systems drastically reduce image acquisition time 
and are able to capture moving scenes in real time. This paper 
proposes a study of robust facial recognition using Multispectral 
Filter Array acquisition system. For this goal, a MSFA one-shot 
camera was used to collect the images and a robust facial 
recognition method based on Fast Discrete Curvelet Transform 
and Convolutional Neural Network is proposed. This camera 
covers the spectral range from 650 nm to 950 nm. A comparison 
of the facial recognition system using Multispectral Filter Arrays 
camera is made with those that using multiple cameras. 
Experimental results proved that face recognition systems whose 
acquisition systems are designed using MSFA perform more 
efficiently with an accuracy of 100%. 

Keywords—Multispectral image database; multispectral 
imaging; multispectral filter array (MSFA); one-shot camera; 
facial recognition system 

I. INTRODUCTION 
The Biometric system is defined as an automatic 

measurement system based on the recognition of physiological 
and / or behavioral characteristics specific to a person. It is 
characterized by its uniqueness, its public nature, and its 
performance. There are several biometric modalities namely 
fingerprint, palm sign, face, iris, retina, DNA, voice etc. 

Facial recognition is one of the widely used biometric 
identification methods because face is easy to capture in a 
controlled or not controlled environment, and in a cooperative 
or non-cooperative manner [1] [2]. Facial recognition systems 
performance depends on the electromagnetic spectra in which 
face images have been acquired. Facial recognition based on 
the visible spectrum generally use texture characteristics. Its 
performance is affected by light, occlusions, and pose 
variations. Infrared spectrum has several advantages over the 
visible spectrum; it is not perceptible to the human eye and at 
the same time, less sensitive to variations in light[3] [4]. The 
infrared spectrum is subdivided into near infrared spectrum 
(770-1400 nm), Short Wavelength Infrared (1,4–3 µm), mid-

wave infrared spectrum (3 – 8 µm) and thermal infrared 
spectrum (8 - 15 µm). There have been reported some research 
showing that in environments with uncontrolled illumination 
the NIR approach remarkably has higher performance in 
comparison to VIS approach in the extraction of information in 
different aspects such as appearance and structure [5]. The use 
of visible and near infrared spectra in facial recognition 
combines the benefits of both spectra and improves the 
performance of facial identification systems. Face recognition 
in the visible and infrared range has received a lot of attention 
in recent years. A multispectral recognition system is a system 
using images acquired on 3 to 10 spectral bands. Each of the 
images acquired in a given band contains specific information 
that is very important and useful in facial recognition. 

MS imaging [6] systems can be broadly grouped into three 
categories: multi-cameras systems, single-camera and multi-
shot systems, and single-camera one-shot. The multispectral 
systems based on the first category consist of several cameras, 
at least one per inference filter (or spectral band filter), 
multispectral systems using a single camera and several shots 
are made up of several image sensors each equipped with a 
narrow bandwidth wavelength filter, which makes them heavy, 
bulky, energy-intensive and very expensive. The last category 
that of single camera one shot, uses a single sensor with 
Spectral Filter Array (SFA) or Multispectral Filter Array 
(MSFA) to acquire a single image on multiple spectral band 
simultaneously. These imaging systems are very fast and 
operate in real time. 

Most current MS imaging facial recognition systems use 
acquisition systems consisting of multiple cameras or a single 
camera with multiple sensors. Considering the real time 
operations and benefits of these one-shot multispectral 
cameras, the research has been oriented towards facial 
recognition using multispectral images acquired with 
Multispectral Filter Array camera. This paper proposes a robust 
facial recognition system using MS image dataset collected 
with MSFA one shot camera that covers the visible and near 
infrared spectrum. Fast Discrete Curvelet Transform(FDCT)[7] 
,VGG19 [8] and ResNet 101[9] convolutional neural networks 
have been used to develop recognition end. 

This paper is organized as follows: Section 2 focuses on 
different MS facial recognition systems used in the literature. 
Section 3 describes our Multispectral Filter Array one shot 
acquisition system and the method. The experimental results 
are reported in Section 4. Section 5 is dedicated to the 
discussion and the conclusion is presented in the last section. 
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II. RELATED WORK 
The use of multiple spectral bands improves the 

performance of facial recognition system, this explains the 
interest of researchers on MS facial recognition in recent years 
[5] [10] [11]. A face recognition system can be represented by 
four main modules: capture, feature extraction, matching and 
decision. The capture module is mainly based on image 
acquisition system that enables the acquisition of images. The 
acquisition system consists of one or several cameras. The 
feature extraction module takes the acquired images and 
extracts only the relevant information in order to build a new 
data representation. The matching module compares the set of 
extracted features with the features of those images stored by 
the system in the database during enrollment. The decision 
module verifies the identity asserted by a user based on the 
degree of similarity between the extracted features and the ones 
from the database. The following figure (Fig. 1) illustrates the 
architecture of a face recognition system. 

 
Fig. 1. Architecture of a Facial Recognition System. 

There are several facial recognition systems operating in 
the visible and Near InfraRed range, but in the most of the 
cases images were not acquired in real time. 

Abood et al. [12] proposed a face recognition system using 
Fusion of Multispectral Imaging to overcome the limitations of 
visible facial recognition. This recognition system merges 
features from visible, near infrared and thermal infrared 
images. This system did not acquire images in the capture 
module but used images from the Carl database for the other 
modules. Carl Face images Database contains visible, NIR and 
thermal images of 41 persons. This database had been collected 
with two cameras: customized Logitech Quickcam messenger 
E2500 with a Silicon based CMOS image sensor for near 
infrared image and thermal camera TESTO 880-3 
(incorporating an uncooled detector with a spectral sensitivity 
range from 8 to 14 μm and provided with a germanium optical 
lens) for visible and thermal images. Auteurs used Gabor 
wavelet transform for feature extraction and Support Vector 
Machine (SVM) for classification. Experimental results 
achieve a recognition rate of 96, 4%. 

Y.Jin et al. [13] have developed a Coupled Discriminative 
Feature Learning for Heterogeneous Face Recognition. They 
implement a method that represents the discriminative features 
of the face by building an optimal filter eigenvector with the 
raw pixels of the image. The developed approach uses Local 
Ternary Patterns for encoding local patterns and cosine metrics 
to estimate the similarities between images. The performance 
of this method was tested on CASIA 2.0 NIR-VIS database. 

This database is widely used in publications. CASIA NIR-VIS 
2.0 was collected from 2007 to 2010 by Stan Z. Li et al.[5], it 
contains visible and near infrared frontal images of 735 
subjects. Two cameras were used to acquire the visible and 
near infrared images. The visual color face images are captured 
using Canon A640 Camera and home-brew device were used 
for near infrared image acquisition. The NIR imaging device 
used to capture NIR image is a standard version for indoor use 
and under fluorescent lighting. A long pass optical filter is 
integrated in this camera and allows capturing images in 
wavelengths 720, 800, 850 and 880 nm. The spatial resolution 
of acquired images is 640 × 480 images. Experimental results 
indicated that the accurate recognition rate is less than 90%. 

In 2021 R. He et al. [14] have proposed a Coupled 
Adversarial Learning (CAL) system for semi-supervised 
heterogeneous face recognition. This approach has used the 
VIS-NIR face matching by performing adversarial learning on 
both image and feature levels. VIS images had been generated 
from the unmatched VIS-NIR images. This system did not 
acquire images in the capture module but used images from 
CASIA NIR-VIS 2.0 database for the other modules. A series 
of end-to-end neural network composed with 29 convolution 
layers with residual blocks (LightCNN-29) have been used to 
extract and learn features. The experimental results indicated a 
rank 1 accuracy from 98.6% to 99.6%. 

A. Yu et al [15] have implemented face recognition system 
that used Generative Adversarial Networks(GANs) in the VIS 
and NIR. The VIS images have been generated from the NIR 
images. In order to reduce the domain gap between the NIR 
and VIS data, an attention module has been developed by the 
authors. This system has acquired images for visible and NIR 
range with two camera. A Large-Scale Multi-pose High-
Quality Database of NIR-VIS images called LAMP-HQ was 
collected. A LightCNN-29 has been used as classifier. The 
performance achieved with this system has showed a rank 1 
accuracy from 94.94% to 97.91%. 

Song et al. [16] have implemented an adversarial 
discriminative feature learning framework for VIS and NIR 
face recognition. In order to compensate the detection gap the 
authors have applied the methods based on adversarial learning 
on both the raw pixel space and the compact feature space. 
This approach combines ResNet and Light CNN. The 
experiment has been performed on three databases: CASIA 
NIR-VIS 2.0 database, BUAA-VisNir [5] face database and 
Oulu-CASIA NIR-VIS facial expression database. 
Experimental results achieved give respectively for the tree 
databases a rank 1 accuracy of 98,15%, 95.2% and 95.5%.                                    The 
BUAA-VisNir face database has been created by D. Huang et 
al. It contains 162 images/person of 150 persons. The images 
were acquired in visible and NIR range with 9 different facial 
expressions.                         

Oulu-CASIA NIR&VIS facial expressions database was set 
up by Chinese Academy of Sciences. It contains videos with 
six typical expressions i.e. happiness, sadness, surprise, anger, 
fear and disgust from 80 subjects captured with two imaging 
systems (SN9C201 & 202) which combines a NIR camera and 
a visible camera. This imaging system captures NIR and 
visible images under three different illumination conditions 
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normal indoor illumination, weak illumination and dark 
illumination. The imaging hardware works at the rate of 25 
frames per second and the image resolution is 320 × 240 
pixels. 

In order to correct misalignment problems between visible 
and NIR matched images P. Zao et al. [17] have developed a 
Self-Aligned Dual NIR-VIS Generation for Heterogeneous 
Face Recognition. The architecture proposed by the authors is 
based on GANS and allows generating semantically aligned 
dual NIR-VIS images with the same identity. This system has 
not acquired images in the capture module but has used images 
from CASIA NIR-VIS 2.0, Oulu-CASIA NIR-VIS and BUAA 
VIS-NIR. The features have been extracted with ligthCNN and 
two encoder networks for generation tasks. A rank 1 accuracy 
close to 99.9% has been performed for each datasets. 

M. Diarra et al. [18] have proposed the MS-FRHF 
(Multispectral Face Recognition using Hybrid Feature) 
approach for visible and thermal. They used Robotics 
Intelligent System (IRIS) database for feature extraction. The 
points of interest and the texture have been extracted 
respectively with the Maximally Stable Extremal Region 
(MSER) keys points extractor and Gray Level Co-Occurrence 
Matrix (GLCM). Principal Component analysis (PCA) was 
used to fuse the feature. Authors have concluded this approach 
gives the best recognition rates than those obtained in the 
visible and thermal infrared. 

In 2020, Zhihua Xie et al. [19] have developed the fusion 
methods based on the local binary model and the discrete 
cosine transform for face recognition in the infrared and visible 
range. For this purpose, the low frequency information is first 
extracted from the near-infrared images with the discrete 
cosine transform and the LBP is applied to represent the 
discriminative features. Then the features of the visible images 
have been extracted with the LBP and finally a fusion has been 
done. Experimental results have shown that the recognition rate 
has been improved with this approach. 

Guo et al. [20] have proposed Face recognition system 
using both visible light image and near-infrared image and a 
deep network. This system uses two different cameras, one in 
the visible and the other in the near infrared. The visible and 
near infrared features have been first extracted with the neural 
network. Then the authors have used the cosine distance to 
determine the classification score. Finally, a fusion of the 
classification scores has been performed. They have used HIT 
LAB2 and SunWin Face database to test the performance of 
their model. Accuracy of 99.89% and 99.56% has been 
achieved on the two databases respectively in weak light 
change. 

Hu et al. [21] have presented a Discriminant Deep Feature 
Learning based on joint supervision Loss and Multi-layer 
Feature Fusion for heterogeneous face recognition. This 
approach implements Convolutional Neural Networks by 
integrating a loss function called scatter loss in order to 
improve the discriminating power of the learned features in 
depth. The features extracted by the CNNs in the different 
visible and near infrared bands have then been merged. The 
performance of the system has been tested on CASIA NIR-VIS 
2.0 and Oulu-CASIA NIR-VI databases. The experimental 

results have given a rank 1 accuracy of 98.5% to 98.8% on the 
CASIA NIR-VIS 2.0 dataset, and of 98.5% to 99.3% on Oulu-
CASIA NIR-VIS database. 

F. Wei et al. [22] have developed an intraspectrum 
discrimination and interspectrum correlation analysis deep 
network (IDICN) approach for facial recognition. This system 
has improved the performance of multispectral face recognition 
by including inter- and intra-spectral information. Authors 
didn’t acquire images but have used three databases: Hong 
Kong Polytechnic University (HK PolyU) dataset, Carnegie 
Mellon University (CMU) dataset and the University of 
Australia (UWA) dataset. This approach consists of a set of 
spectrum-set-specific deep convolutional neural networks with 
a spectrum pooling layer. The convolutional neural networks 
extract features related to a set of spectra, and the spectrum 
pooling layer selects a group of spectra with discriminative 
capabilities. 

The HK PolyU dataset consists of 48-subject hyper-spectral 
image cubes, which are acquired using CRIs VariSpec liquid 
crystal tunable filter (LCTF) under halogen light. The spectral 
range extends from 400 to 720 nm with a step size of 10 nm. 

CMU database is collected with a prototype spectro-
polarimetric camera developed by CMU. It contains the images 
of 54 subjects. The hyper-spectral range is between 450 and 
1090 nm with a step length of 10 nm. 

The UWA dataset consists of 120 hyper-spectral image 
cubes of 70 subjects acquired with the VariSpec LCTF CRIs 
integrated with a photonic focusing camera. Each hyperspectral 
image cube contains 33 bands covering the spectral range from 
400 to 720 nm with a 10 nm step size. 

Experimental results have achieved average recognition 
rates of 99.76%, 100% and 99.85 respectively on the three 
bases. 

III. MATERIALS AND METHODS 

A. Our One-shot Multispectral Filter Array Acquisition 
System 
This section describes the Multispectral Filter Array one 

shot camera used for image database collection. 

In recent years, sustained research efforts have been carried 
in the field of multispectral imaging systems incorporating 
MSFA. Multi-spectral imaging using a single camera with 
MSFA is an efficient way to acquire spectral data. It has the 
potential to promote a fast and real time multispectral imaging 
system. The concept of Spectral (or Multispectral) Filter 
Arrays has been developed recently and enables one shot 
multispectral acquisition with a compact camera design. 
Generally, Multi-Spectral filter array (MSFA) is made up 
recurrent patterns of filtering elements. Multi-Spectral filter 
array (MSFA) cameras are a new single-shot spectral imaging 
technology that is defined by a basic repetitive pattern 
composed of filter elements. Each filtering element is sensitive 
to a specific spectral band. Multi-spectral Filters Array are 
filter matrix in which each filter corresponds to a spectral band. 
During the technical design of the cameras the filters are 
carefully selected. MSFA one-shot camera architecture shows 
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that the MSFA overlap the camera sensor so as to cover it. The 
light entering the camera is filtered with a band pass spectral 
filters on each pixel. A MSFA aims at object property 
estimation and/or objective color measurement. A MSFA 
might be defined by its moxel, mosaic element, which 
corresponds to the occurrence of a pre-defined pattern that 
consist of a set of filters arranged geometrically in a relative 
manner [23]. The moxels or multispectral pixels are the 
smallest patterns in the MSFA. An overview of the global 
approach is shown in following figure (Fig. 2). 

 
Fig. 2. Global Scheme of MS Imaging System with MSFA. 

Multispectral Filter Array Camera was used to create the 
multispectral images database. The oneshot acquisition system 
has been designed in the Electronics, Computer and Image 
(LE2I) Laboratory which is now ImViA (Imaging and 
Artificial Vision) during UE H2020 project called EXIST 
(EXtended Image Sensing Technologies). It is a compact and 
lightweight acquisition system that integrates a single Viimagic 
9220H sensor, MSFA for one-shot imaging system, Optic 
lenses, Electronic board for driving the sensor and Camera 
board for image acquisition. In order to correct the linearity of 
the sensor and also to measure the spectral sensitivity, a 
characterization of the CMOS sensor has been made before 
mounting the Multi-Spectral filter Arrays. The MSFA has been 
selected carefully considering a regular distribution of pixels in 
the moxel. Our personalized filter matrix was built using 
SILIOS technologies. SILIOS Technologies has developed the 
COLOR SHADES® technology, which use Fabry-Perot 
interferometer to manufacture multispectral transmittance 
filters. This technology is based on the combination of thin 
film deposition and micro- / nano-etching processes on a fused 
silica substrate. Standard micro-photolithography steps are 
used to define the cell geometry of the multispectral filter. 
COLOR SHADES® provides band pass filters originally in the 
visible range from 400 nm to 700 nm. SILIOS has developed 
filters in the NIR range in collaboration with LE2I (ImViA) 
laboratory, combining their technology with a classical thin 
film interference technology to realize our filters. The MSFA 
system, integrated into a camera with dedicated hardware and 
software computations, allows operating in real-time 
application with 30 fps. The filters used overcome the 
problems caused by lighting variation, motion blur noise and 
SNR noise which severely affect the performance of facial 
recognition systems using CMOS. These are 8 optimal filters 
selected in the wavelengths {685, 720,770, 810, 835, 870, 895, 
930} (in nm) thanks to a technical study carried out at LE2I 
laboratory. Fig. 3 illustrates the spatial distribution of moxel. 

 

 
 
 
 
 

 

Fig. 3. Final Moxel of MSFA. 

This acquisition system is a light robust, broadband 
multispectral system which tends to measure the physical 
properties of the object. It is also a real time system which 
covers visible and near infrared spectra (650 to 950 nm). The 
MSFA integrated in our acquisition system has a small moxel 
4x4 with 2 pixels per band and the size of filter pitch is 5x5 
μm2. At each acquisition, the MSFA one shot camera provides 
a best resolution of raw or mosaic image of size 2072 x1104 
pixels in which the values of every channel are accessible at 
each pixel according to the MSFA. The missing channel values 
are there after estimated by demosaicking process. In order to 
provide an optimal solution for the loss of spatial resolution 
inherent to MSFA, specific algorithms have been developed for 
multispectral demosaicking. Indeed, the demosaicking process 
must be associated with the design of the MSFAs otherwise the 
loss of image resolution could be critical. As the acquisition 
system is an MSFA one shot camera, it privileges spectral 
resolution. The Fig. 4 presents the MSFA camera. 

 
Fig. 4. MSFA One-Shot Camera. 

B. Data Collection 
Multispectrals face images were collected over two years in 

Imaging and Artificial Vision (ImViA) Laboratory in Faculty 
of Science and Technology of Burgundy University in France. 
The acquisition room is a black room, dedicated to MS 
imaging. The photos were taken with an illuminant light with 
different orientations. This light illuminates the subject's face 
to be photographed. The light is oriented from left to right and 
vice versa during the acquisition. The distance between the 
camera and the subject to be acquired is 1 meter. The relative 
position of camera is shown in Fig. 5. 

The MS images database have been acquired in winter 
2020, winter 2021 and spring 2021. Participants were made up 
of residents and international students, and 75% of subjects 
agreed to have their photo posted. They are men and women of 
all ages, black and white. Participants are from different 
continents namely Europe, Asia, Africa, Arabic and African. 
The multi-spectral image database named EXIST MS database 
contains faces images of 103 subjects. Face images MS 
database is structured as follows: 

• All images are tiff format and size 2072 x 1104; 
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• Our database contains 20 different mosaic faces images 
per subject; 

• 20x8 demosaic faces images per subject. 

In total our MS images database contains 103x20x8 (16 
480) MS images. 

The following figure (Fig. 6) shows some mosaic face 
images of a subject in the database. 

 
Fig. 5. Acquisition Set-up in the Black Room. 

 
Fig. 6. Sample Images from our MS Database. 

C. Image Demosaicking Algorithm 
Having used a multispectral acquisition system which 

provides a mosaic image, a demosaicking is necessary to 

generate multi-band images. In fact, a mosaic or raw image is 
of size (X x Y) pixels, in which a single band k ∈ {1. . . K} is 
refers to the value of each pixel p depending on the MSFA 
structure. Image demosaicking is a process that separates 
mosaic or raw images into multispectral images according to 
filter number in the MSFA. Before the demosaicking, a strip 
extraction was done. It consists of multiplying the mosaic 
image by different binary masks Mk(x,y), k ϵ {1,2, …K} 
[24](pp. 31-34). 

These masks have the value 1 at the positions where the 
component is available, and 0 at the other positions. Each plane 
component is obtained after multiplying the mosaic image by 
the corresponding mask Mk. 

 𝑀(𝑥,𝑦)
𝑘 = �1 𝑠𝑖 �𝑥 𝑚𝑜𝑑 √𝐾 � + � 𝑦 𝑚𝑜𝑑 √𝐾�  ×  √𝐾 = 𝑘

0 𝑠𝑖𝑛𝑜𝑛
   (1) 

In this case, the multiplication of the mosaic image by each 
mask allows us to obtain 8 planes of shifted images in which 
only one component is available at each pixel. Each mask 
corresponds to an image plane 𝐼′𝑘. 

 𝐼′𝑘 = 𝐼 ⊙𝑀𝑘              (2) 

Where ⊙ denotes the element-wise product and 𝑀𝑘  is a 
binary mask defined at each pixel p. 

Bilinear interpolation method is used for multispectral 
demosaicking. This method enables to estimate the missing in 
each pixel. Bilinear interpolation can be expressed as a 
resampling technique based on distance weighted average of 
the four nearest pixel values to evaluate each missing pixel 
value. Bilinear interpolation is a succession of two linear 
interpolations, each in one direction. The linear interpolations 
can be performed in multiple directions. For a missing pixel 
P(i,j) at position (i,j) , the linear interpolation is defined as 
follows: 

• Diagonally 

𝑃(𝑖, 𝑗) = 1
4

 ∑ 𝑝(𝑖 + 𝑚, 𝑗 + 𝑛)(𝑚,𝑛)=(−1,−1),(−1,1),(1,−1),(1,1)     (3) 

• Vertically 

𝑃(𝑖, 𝑗) = 1
2

 ∑ 𝑝(𝑖 + 𝑚, 𝑗 + 𝑛),(𝑚,𝑛)=(−1,0),(1,0)           (4) 

• Horizontally 

𝑃(𝑖, 𝑗) = 1
2

 ∑ 𝑝(𝑖 + 𝑚, 𝑗 + 𝑛) (𝑚,𝑛)=(0,−1),(0,1)           (5) 

The multispectral image demosaicking using bilinear 
interpolation also consists in convolving each component plane 
obtained by an H filter. This filter is determined as a function 
of the spatial distance between the neighbors from the central 
pixel. 

Two filters H1 and H2 (Fig. 7) were used to do the 
convolution. The interpolated image band is defined by 

 𝐼𝑘 =  𝐼′𝑘 ⊙ 𝐻               (6) 

With H=H1 or H=H2 
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Fig. 7. Filter H1 and H2. 

To estimate the missing pixel value P(i,j), the image 𝐼′𝑘 is 
convolved with each of the H1 and H2 filters. If V1 and V2 are 
convolution results then the missing pixel value is defined by 
average of V1 and V2. This process is used to estimate each 
missing pixel in 𝐼′𝑘. The figure (Fig. 8) shows the missing pixel 
value estimation in demosaicing process. 

 
Fig. 8. Missing Pixel Estimation for Demosaicing Process. 

The image demosaicing generates 8 images belonging to 
the wavelengths {685, 720,770, 810, 835, 870, 895, and 930} 
(in nm). The figure (Fig. 9) illustrates the demosaicking images 
process. 

 
Fig. 9. The Process of Multispectrals Images Demosaicking. 

D. Methodology 
This section describes the algorithms used for facial 

recognition with the Multi-Spectral Filters Array camera 
described above. Fast Discrete Curvelet Transform (FDCT) 
and Convolutional Neural Networks are used to implement the 
facial recognition system. In order to exploit the important 
information contained in each spectral band we first use a 

fusion at the image level with the FDCT. First, the image-level 
fusion method is implemented with FDCT. Then, VGG19 and 
ResNet 101 neural networks are used to perform the 
recognition. The following figure (Fig. 10) illustrates the 
proposed method: 

 
Fig. 10. Bloc Diagram of the Proposed Face Recognition Method using MSFA 

One-shot Camera. 

The Fast Discrete Curvelet Transform (FDCT) is a wavelet 
transform that decomposes an image in low and high 
frequency. FDCT adopts local Fourier transform for the 
frequency domain decomposition. First, each of the eight 
demosaic image was decomposed with the FDCT. Then the 
low frequency coefficients are merged together and so for the 
high frequency coefficients. Inverse Fast Discrete Curvelet 
Transform was applied to obtain a merged image containing 
the information of all bands. Finally transfer learning for 
VGG19 and ResNet 101 are used to classify the images fused 
with FDCT method. 

IV. EXPERIMENTS AND RESULTS 
EXIST is the image database acquired with the described 

acquisition system and the one used evaluation purpose. 

All the images are acquired from 20 different positions per 
person; in total 2000 images in the multi-spectral images 
database are taken. 

Experimentations are carried out on Microsoft System 
windows, version 2010, with two computers. The first one was 
equipped with an Intel (R) Core (TM) i7-8565U CPU, 8 GB of 
RAM memory. The second has a graphical processing unit 
(GPU) NVIDIA Quadro P400 with 32GB of Random Access 
Memory (RAM). All the code are developed in the 
programming language of Matlab 2020 and Python 3.7. 

Table I describes the training parameters for VGG19 and 
ResNet101. 

To analyse the results, the following performance 
evaluation metrics have been calculated: accuracy, precision, 
recall, F1 score, Matthews Correlation Coefficient (MCC) and 
Means Square Error (MSE). 

An accuracy indicates the percentage of correct predictions. 

 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

            (7) 
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TABLE I. PARAMETERS USED IN THE TRAINING PROCEDURE 

Parameters 
CNN 

VGG19 ResNet101 

Batch size 32 16 

Optimization algorithm SGDa ADAM 

Learning rate  0.0001 0.0001 

Epoch number 20 20 
a. Stochastic Gradient Descent 

Where TP (True Positive), TN (True Negative), FP (False 
Positive), FN (False Negative). 

The precision is the proportion of true positives out of all 
detected positives. 

 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃
𝑇𝑃+𝐹𝑃

             (8) 

The recall is the number of true positives that are correctly 
classified. 

 𝑟𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃
𝑇𝑃+𝐹𝑁

              (9) 

Component F1 score includes recall and precision and is 
calculated as 

 𝐹1𝑠𝑐𝑜𝑟𝑒 =  2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙

)          (10) 

The Matthews Correlation Coefficient (MCC) is the 
method of calculating correlation coefficient between real and 
predicted values. MCC is more informative score and give best 
result in binary classification assessment [25]. The range of 
values of MCC is between -1 and 1. A model with a score of 1 
is a perfect model and -1 is a poor model. 

𝑀𝐶𝐶 =  (𝑇𝑃∗𝑇𝑁)−(𝐹𝑃∗𝐹𝑁)
�(𝑇𝑃+𝐹𝑃)∗(𝑇𝑃+𝐹𝑁)∗(𝑇𝑁+𝐹𝑃)∗(𝑇𝑁+𝐹𝑁)

         (11) 

The Mean Squared Error (MSE) allows to calculate error 
between predict values 𝓎�  and reals value 𝓎. 

 𝑀𝑆𝐸 =  1
𝑁
∑ (𝓎𝒾 −  𝓎�𝒾)2𝑁
𝒾=1            (12) 

Where N is the number of samples we are testing against. 

The different metrics calculated allow for a better 
interpretation of the results. The accuracy of a model predicts 
the percentage of all persons that can be recognized by the 
model. The recall indicates the number of correct predictions 
that were actually recognized. 

The fusion rules such as min, max and average are used to 
obtain the images. Three types of experiments were done: a 
first one with the images obtained with FDCT and the min 
fusion rule, a second one with the images obtained with FDCT 
and the max fusion rule and a third one with the average fusion 
rule. 

In Table II and Table III, the performance of the VGG19 
and ResNet101 model for min, max and average fusion are 
listed respectively. 

TABLE II. VGG19 RESULTS 

Fusion 
Metrics 

Precision MSE F-score Recall MCC 

average 1.0 2.80e-07 1.0 1.0 1.0 

min 0.9849 7.96e-07 0.98 0.98 0.98 

max 0.9870 6.76e-07 0.98 0.98 0.98 

TABLE III. RESNET101 RESULTS 

Database 
Metrics 

Precision MSE F-score Recall MCC 

average 0.99 4.91e-10 0.99 0.99 0.99 

min 0.97 7.98e-10 0.97 0.97 0.97 

max 0,96 91e-10 0,96 0,96 0,96 

Note that the two models VGG19 and ResNet101 have 
been trained with the images of the databases, taking into 
account different batches size 8, 16 and 32. 

By comparing the different metrics calculated on the two 
neural networks, the results show that the performance of 
average fusion rule method are superior to those of min and 
max fusion rule. 

Table IV describes the recognition rate of stat of art 
recognition and the proposed system. 

TABLE IV. THE RECOGNITION RATES 

Acquisition system Recognition methods Recognition 
Rate 

Visible camera + 
NIR camera + 
thermal camera 

Gabor wavelet transform and 
Support Vector Machine (SVM)  
[12] 

96.4% 

Visible camera and 
NIR camera 

Local Ternary Patterns and cosine 
metrics [13] 90% 

Visible camera and 
NIR camera LightCNN-29 [14] 98.6% to 

99.6% a 
Visible camera and 
NIR camera LightCNN-29 [15] 94.94% to 

97.91%. 

Visible camera and 
NIR camera ResNet and LightCNN-29[16] 

98.15%, 
95.2% and 
95.5% b 

Visible camera and 
NIR camera 

ligthCNN and two encoder 
networks[17] 99.9% 

Visible camera and 
NIR camera 

Neural Network and cosine 
distance[20] 

99.89% and 
99.56% 

Visible camera and 
NIR camera CNN[21] 

98.5% to 
98.8% and 
98.5% to 
99.3% 

Hyper-spectral 
camera 

deep convolutional neural 
networks[22] 

99.76%, 
100% and 
99.85 

EXIST camera FDCT and VGG19 100% 

EXIST camera FDCT and ResNet 101 99% 
a. Results achieved between two values 

 b. Results achieved on different databases 
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Table IV indicates that most facial recognition systems in 
the visible and NIR range use multiple cameras. Depending to 
the image database used, the recognition rate range 95.3% to 
100%. The rate of 100% was reached with the deep 
convolutional neural network algorithm. In general systems 
using neural networks algorithm have a rate close to 100%. In 
this case, depending to the recognition algorithm, the rate is 
range 90% to 100%. The face recognition systems that use an 
acquisition system integrating Multispectral Filters Arrays 
(MSFA) achieve perform as well as those using several 
cameras. 

V. DISCUSSION 
 In this article, face recognition based on MSFA oneshot 

camera were demonstrated. Most previous studies in the 
literature used multiple cameras and Convolutional neural to 
extract features for face identification. Y.Jin et al. in [13] used 
multiple cameras with Local Ternary patterns, cosine metrics 
and achieve recognition rate of 90%. The recognition systems 
presented in the literature that are based on Gabor wavelet 
Transform and Support Machine Vector (SVM) achieve a 
recognition rate of 96.4% [12]. The recognition systems based 
on Convolutional Neural Network [14],[15],[16],[18],[22] 
achieve respectively accuracy in [98.6% - 99.6%], [94.94% - 
97.91%] and [98.15%, 95.2%,95.5%], [99.89%, 
99.56%],[98.5%-98.8%, 98.5%-99.3%] depending on database. 
Also [23] used hyperspectrals camera with neural networks and 
get [99.76%, 100%, 99.6%] accuracies on three different 
databases. Results and experiments of the facial recognition 
using MSFA oneshot camera achieve accuracies of 99% and 
100% with respectively Resnet101 and VGG19. 

The comparison of the results shows that the different facial 
recognition algorithms implemented give good performance 
depending on the images and methods used. The proposed 
system reaches one of the best performances. But also because 
of its camera and its algorithms, it is the only system which 
proposes a real time acquisition of images. 

VI. CONCLUSION 
This paper presents a new multispectral facial recognition 

system using one shot multispectral imaging systems integrated 
Multispectral Filters Array for acquisition. It is a one-shot 
acquisition system that operates in real time on the visible and 
NIR spectra. A multispectral database containing images with 
spectral information has been created for this end. This 
recognition system is based on the Fast Discret Curvelet 
Transform, ResNet 1O1 and VGG19 Convolutional Neural 
Network. Experimental results show that face recognition 
systems using MSFA cameras perform as well as those using 
multiple cameras. This system is however more interesting as it 
is more economical, technically reliable and especially 
equipped with a real time acquisition system. 

In future work, the image database will be extended; other 
multispectral demosaicing and recognition algorithms will be 
implemented. 
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Abstract—COVID-19 has altered the way businesses 
throughout the world perceive cyber security. It resulted in a 
series of unique cyber-crime-related conditions that impacted 
society and business. Distributed Denial of Service (DDoS) has 
dramatically increased in recent year. Automated detection of 
this type of attack is essential to protect business assets. In this 
research, we demonstrate the use of different deep learning 
algorithms to accurately detect DDoS attacks. We show the 
effectiveness of Long Short-Term Memory (LSTM) algorithms to 
detect DDoS attacks in computer networks with high accuracy. 
The LSTM algorithms have been trained and tested on the 
widely used NSL-KDD dataset. We empirically demonstrate our 
proposed model achieving high accuracy (~97.37%). We also 
show the effectiveness of our model in detecting 22 different types 
of attacks. 

Keywords—Cybersecurity; Cyber-attack; DDoS attack; 
machine learning; deep learning; recurrent neural networks; long 
short-term memory 

I. INTRODUCTION 
COVID-19 pandemic has caused a great deal of fear, 

worry, and a significant shift in our way of life. Organizations 
have had to adapt to the requirement for remote working on a 
large scale and rapidly. Because COVID19 has produced or 
expanded applications and use cases of digital technologies, 
this pandemic is proven to be a motivator for digital 
transformation. Despite the pandemic, the world can still 
interconnect with each other through a network with rapid 
development in IoT4.0 technologies. This involves millions of 
data bytes being produced, processed, converted, exchanged, or 
shared and utilized to produce an outcome in specific 
applications. This involves the security elements to protect 
sensitive data and the privacy of each individual user of 
cyberspace or network. Distributed Denial of service (DDoS) is 
a type of attack in which the victim's resources are depleted, 
rendering them unable to handle valid requests. Nonetheless, 
the number of DDoS attacks and the amount of DDoS traffic 
are increasing, requiring more research into the detection of 
such security risks. Therefore, the use of machine learning to 
ensure the intensity of this data is very important. In this study, 
we examine network traffic behaviors for cyber detection by 
the application of various machine learning algorithms to 
improve the accuracy of DDoS attack detection. 

DDoS attacks are common network exploitation type of 
cyber-attack. The attacker creates network exhaustion to 
legitimate users by causing a computer or network system to 

crash, stopping them from accessing server or the Internet, 
either temporarily or continuously. According to Singh et al. 
[1], the DDoS attack is one of the most common and major 
cyber-attacks. Ray et al. [2] also states that more advanced 
technology is needed to improve DDoS attack detection in 
computer networks. Since detecting DDoS attacks is a difficult 
task before any mitigation measures can be performed, 
cybersecurity fundamentals are required to design a system that 
can detect threats. DDoS attacks were initially detected by 
traffic engineers using rule-based approach. This strategy have 
fallen behind the dynamic and evolving nature of DDoS 
attacks. Academics and industry are researching the prospect of 
integrating machine learning into DDoS detection process 
because of their immense potential and success in various 
Computing domains. Threats can be recorded more rapidly and 
correctly with machine learning algorithms, such as Naïve 
Baysian, K-Nearest Neighbor, Random Forest and Recurrent 
Neural Network. 

In this study, we focus on exploring the effectiveness of 
deep learning algorithms to improve the accuracy of DDoS 
attack detection in order to better analyze network traffic 
activities for cyber threat detection.; Also, we aim to discover a 
feature selection strategy that, when combined with a machine 
learning system, can improve DDoS detection accuracy rates. 
Our selected deep learning algorithm is based on a Recurrent 
Neural Network (RNN) classifier to distinguish between 
normal and attack traffic. 

The remaining of this paper is organized as follow: 
Section II describes the literature review; Section III describes 
our methodology. The results from our experiments are 
presented in Section IV and we discuss our finding in 
Section V. We compare our results with previous research in 
Section VI. In Sections VII and VIII we conclude the paper 
and outline our future work, respectively. 

II. LITERATURE REVIEW 
Recent research has demonstrated the effectiveness of 

machine learning application in detecting DDoS attacks. In this 
section, Sambangi et al. [3] developed a machine learning 
model to predict DDoS and botnet attacks by using machine 
learning algorithm with multiple linear regression. They used 
the most widely used CICIDS 2017 benchmark dataset with 
entire packet payloads in pcap format, which is extensively 
used in labeled network flows. They also demonstrated that 
their machine learning model could detect DDoS attacks using 
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the regression analysis technique. Yuan et al. [4] showed that 
Recurrent Neural Network surpasses Random Forest in terms 
of generalization. the effectiveness of deep learning, where 
reduced the error rate from 7.517% to 2.103% using an 
ISCX2012 dataset, compared to traditional machine learning 
methods. They experiment uses the ISCX2012 dataset, made 
available by the University of New Brunswick in 2012. 
Guerre- Manzanares et al. [5] proposed the concept of 
employing hybrid feature selection models to lower the size of 
the feature to achieve more accurate results. The dataset 
contained 115 features. To limit the number of features, the 
filter; wrapper; and hybrid models were used for choosing the 
potential feature. These features were then loaded into a K-
Nearest Neighbor (KNN) and Random Forest model, both of 
which had a high accuracy of 99%. 

Sabeel et al. [6] presented the idea of using two deep 
learning models (deep neural network and long short-term 
memory) for binary prediction of unknown Denial of Service 
(DoS) and DDoS attacks. The models were evaluated on the 
benchmark CICIDS2017 dataset. According to Sabeel et al. 
[6], the models fail to detect unknown threats accurately. 
However, after retraining the deep learning models by merging 
newly synthesized datasets with the old ones, the True Positive 
Rate (TPR) achieved was 99.8% and 99.9% for DNN and 
LSTM, respectively. Rusyaidi et al. [7] demonstrated deep 
learning effectiveness in DDoS detection. Elsayed et al. [8] 
demonstrate that combining RNN with an autoencoder allows 
input traffic to be classified into two categories: normal and 
malicious. Elsayed et al. [8] and Catak et al. [9] have used 
Deep learning to deal with a high degree of complex nonlinear 
interactions. They were making it a possible tool for 
identifying network attacks. By using 70% of the input data for 
training, Elsayed et al [8]. model showed the best results when 
compared to existing traditional machine learning techniques, 
resulting in 99% accuracy in their proposed method. 

The experiment conducted by Gadze et al. [10], they used 
RNN and LSTM in the software-defined networking (SDN) 
controller to identify and mitigate DDoS attacks. It was 
gathering certain network parameters when operating in a 
normal and also when subjected to DDoS attack. The number 
of packets received and transferred at each switch, the packet 
count (number of packets per flow), the protocol type (TCP, 
UDP, or ICMP), the Source IP, and the Destination IP were 
some of the main features. They looked at three different 
possibilities. In the first case, 80% of the data was used for 
training, while 20% was used for testing. In the second 
instance, 70% of the data was used for training and 30% for 
testing. In the third situation, 60% of the data was used for 
training and 40% for testing. RNN and were used for detecting 
and mitigating DDoS attacks. The 70/30 (train–test ratio) split 
yields improved model accuracy compared to the 80/20 and 
60/40 split ratios. 

Ugwu et. al. [11] compared the results of traditional 
machine learning algorithms such as Naive Bayes (NB), 
Decision Tree (DT), and Support Vector Machine (SVM). The 
suggested LSTM and Singular Value Decomposition (SVD): 
deep learning algorithms demonstrate a significant 
improvement. Data pre- processing is performed on the 
network data, which includes data normalization and feature 

conversion methods. The normalization method requires 
limiting network feature values to a narrow range of values and 
feature conversion method requires transforming non-numeric 
feature values to numeric. Kasim [12] used dimensional 
reduction features in the autoencoder (AE) model and Support 
Vector Machine (SVM) classifier to classify encoded data as 
DDoS or normal. AE-SVM successfully distinguishes between 
normal and DDoS attack traffic. The min-max method was 
used to normalize their data between 0 and 1, and the training 
vectors for the AE model were created. With the encoding 
process, the trained model delivered feature learning and 
feature reduction. The results showed that the AE-SVM 
method performed well in terms of low false-positive DDoS 
detection rates and fast anomaly detection. 

Gormez et al. [13] demonstrate that by using traditional 
machine learning algorithms, ensemble, and deep feature 
extraction methods, Bayesian optimization is faster than 
traditional grid search optimization. However, it requires more 
computing resources than the train-test step. The scikit-library 
of Python is used to implement the experiment classification 
methods. Network traffic packet data was captured and 
converted into connection records. They used three types of 
features: basic features, time-based features, and connection- 
based features. Basic features are characteristics that can be 
easily derived from packet headers by counting specific packet 
properties for the connection. Before evaluating a model's 
performance, hyper-parameter optimization allows researchers 
to fine-tune its hyper-parameters. The Bayesian optimization 
process is used to create samples of hyper-parameter values to 
locate the optimums. 

Hossain et al. [14] highlighted that one of the most 
important criteria in evaluating the performance of network 
attack detection systems is the availability of labeled dataset. 
According to their experimental data, the optimal hyper-
parameter combinations were used for constructing their robust 
intrusion detection system. LSTM multiclass classification was 
used in the experiment, with 80% of the dataset used for 
training and 20% for testing. Hyper-parameter adjustment was 
also used to investigate the performance. The experiment 
results demonstrated that deep learning models (LSTM) have 
become emerging technology for network attack detection 
systems. 

III. METHODOLOGY 

A. Dataset Preparation and Pre-Processing 
The NSL-KDD dataset from the University of New 

Brunswick Lab, which includes 125,973 network packets with 
22 different types of attacks, as shown in Table I. 

According to Tang et al. [15], one of the most up-to-date 
datasets for Intrusion Detection System (IDS) evaluation is the 
NSL-KDD dataset. There are 41 features in this dataset, 
divided into three categories: fundamental, content-based, and 
traffic- based features. DoS, probe, U2R, and R2L are the four 
types of attacks. We use the NSL-KDDTrain+ dataset train our 
DDoS detection system, while the NSL-KDDTest+ dataset is 
used to test it. As a result, the NSL-KDDTest+ dataset is a 
useful indicator of a model's zero-day attack resistance. To 
distinguish between genuine and malicious traffic, the use of 
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DoS as a basis is utilized. Table II summarizes the dataset's 
features. These features are not ordered on a scale. These 
attributes are further passing to the next phase for 
normalization. 

A dataset may have missing values, irrelevant features, 
categorical data, or other flaws that prevent a machine learning 
algorithm from analyzing it. In some cases, standardization, 
data normalization, and other issues might prevail in some 
circumstances. The NSL-KDDTrain+ customized datasets have 
missing values, irrelevant features, and an issue with the 
categorical column. The following data cleaning and 
preparation processes were included in this project and will be 
discussed in the paragraph below. The selected dataset contains 
4,898,431 data records. 

There are a few rows/columns in the customized dataset 
that do not have a number (NaN) or have infinite values. In the 
NSL-KDD dataset, not all values are filled, and some have 
strings. Research made by Nimbalkar et al. [17] shows that the 
captured network traffic is unsuitable for machine learning 
models due to noise, which includes NaN and missing data. 
These settings must be fixed before any further operations can 
be performed. To address the problem of NaN values, a variety 
of approaches can be used, as stated in Nimbalkar et al. [17]. 
One method involves removing rows or columns with a 
particular number of NaN values, while the other approaches 
involve replacing a missing value with another value, such as 
the mean, median, mode, or other statistical measures of a 
column, a row, or a group of data. The selection must be made 
wisely based on the information available about the dataset. 
We are replacing the NaN values with mean and median at the 
features in this project since there are some features that have 
missing values. Some columns do not include the information 
needed to classify traffic as normal or malicious. As a result, 
constant columns are useless for any detection process. In the 
dataset, there is one attribute, num_outbound_cmds, which is 
always 0 for all rows in the training and test data. We remove this 
attribute because it could otherwise result in performance 
degradation and unnecessary complications. Therefore, for 
algorithms that demand numerous samples of one or more-time 
steps and features, we reshaped two-dimensional data where 
each row represents a sequence of three-dimensional array. 

TABLE I. 22 DIFFERENT TYPES OF ATTACKS ALZAHRANI ET AL. [16] 

Attack 
Categories 

Training Set Attack 
Names Test Set Attack Names 

DoS Back, land, Neptune, 
pod, smurf, teardrop 

Back, land, Neptune, pod, smurf, 
teardrop, (mailbomb), process table, 
udpstorm, apache2, worm 

Probe Ipsweep, nmap, 
portsweep, satan 

Ipsweep, nmap, portsweep, satan, 
mscan, saint 

U2R Buffer overflow, load 
module, perl, rootkit 

Buffer overflow, load module, perl, 
rootkit, sqlattack, xterm, pst 

R2L 

ftp-write, guess- 
passwd, imap, 
multihop, phd, spy, 
warezmaster 

ftp-write, guess-passwd, imap, 
multihop, phf, spy, warezmaster, 
xlock, xsnoop, snmpguess, 
snmpgetattack, HTTP tunnel, send-
mail, named, warez client 

TABLE II. FEATURE OF NSL-KDD DATASET 

1 Duration 
2 Protocol_type 
3 Service 
4 Flag 
5 Src_bytes 
6 Dst_bytes 
7 Land 
8 Wrong_fragment 
9 urgent 

10 Hot 
11 Num_failed_logins 
12 Logged_in 
13 Num_compromised 
14 Root_shell 
15 Su_attempted 
16 Num_root 
17 Num_file_creations 
18 Num_shells 
19 Num_access_files 
20 Num_oubound_cmds 
21 Is_host_login 
22 Is_guest_login 
23 Count 
24 Srv_count 
25 Serror_rate 
26 Srv_serror_rate 
27 Rerror_rate 
28 Srv_rerror_rate 
29 Same_srv_rate 
30 Diff_srv_rate 
31 Srv_diff_host_rate 
32 Dst_host_count 
33 Dst_host_srv_counts 
34 Dst_host_same_srv_rate 
35 Dst_host_diff_srv_rate 
36 Dst_host_same_src_port_rate 
37 Dst_host_srv_diff_host_rate 
38 Dst_ host_serror_rate 
39 Dst_host_srv_serror_rate 
40 Dst_host_rerror_rate 
41 Dst_ host_srv_rerror_rate 

 

Each sequence has several time steps, each with one 
observation which is a feature. There are enough data records 
in the NSL-KDD dataset for training and testing. The availability 
of data records and the lack of redundant records, which can 
prevent false detection of DDoS attack, help in improved 
learning accuracy. After the dataset had been cleaned and pre-
processed, we trained and tested LSTM and RNN algorithms. 
The dataset is split to train and test sets. These sets are 
necessary for training the estimator and subsequently 
evaluating the performance of the associated model. In this 
project, we use NSL-KDDTrain+ for training and NLS-
KDDTest+ for testing. However, a common practice is to split 
for training and testing machine learning algorithms, as has 
been done by Rusyaidi et al. [7] and Gadze et al. [10]. 
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Creating a model for classification or other similar tasks is at 
the basis of machine learning-based work. This is what the 
training phase accomplishes. The training dataset, produced 
before in the data split phase, is used to train a machine 
learning algorithm on a section of the whole dataset. An 
algorithm that has been trained produces a model that has learned 
from the data. There are a variety of classification estimators 
available. In this work, RNN and LSTM algorithms were used. 
These estimators were chosen for their ease of use, widespread 
use in the literature, and solid performance in related work by 
Yuan et al. [4], Elsayed et al. [8] and Gadze et al. [10]. 

B. Deep Learning Model Development 
Traditional feedforward neural networks have the problem 

of assuming data to be unrelated. The feedback loops of the 
hidden units are the major difference between a RNN and a 
feedforward neural network. RNNs can process a sequence of 
inputs and save their state while processing the next sequence of 
inputs in deep learning. The essential information is stored in 
the node's memory and will be used for learning in future time 
steps as shown in Nazih et al. [18]. However, RNN has some 
issues remembering long-term memories as stated in 
Staudemeyer et al. [19]. Thus, it does not work well with long 
sequences. As a result, problems with RNNs such as vanishing 
gradient and short-term memory, can be solved using a type of 
RNN known as Long Short-Term Memory Networks (LSTM). 

According to Laghrissi et al. [20], LSTM is a Recurrent 
Neural Network that can recall more context information than 
RNN and select what information is significant and not 
important by using distinct cell states. Different gates and a cell 
state are included in the LSTM. Althubiti et al. [21] explain that 
LSTM has a sigmoid function that produces numbers between 0 
and 1. If the activation function’s value is 0, the information is 
lost; if the value is 1, the information is saved. The input gate 
changes the state of the cell. The previous hidden state and the 
current input are sent into the input gate. The tan and sigmoid 
activation functions are included, as well as their multiplied 
values. The cell state is now computed by adding the output of 
the input gate point by point. Finally, the output gates determine 
the value of the next concealed state. 

The LSTM algorithm overcomes the limitation of RNNs by 
learning long-term dependencies. Another distinction is that, 
whereas RNNs have only one neural network layer. 

LSTM has four neural network layers that interact with each 
other. In this project, the input and embedding layers are used 
first, followed by one LSTM layer with dense layers as 
depicted in Fig. 1. Note that mean absolute error is used as loss 
function, Adam as optimizer function, Accuracy as 
performance metrics. 

LSTM is particularly suited for data sequence applications 
because of its unique design. Fig. 1 shows the model looks up 
the embedding for each character, converts two-dimensional 
data into a three-dimensional array, executes the LSTM batch 
size, timestep, and LSTM units with the embedding as input, 
then applies the dense layer to generate result accuracy 
prediction results. Many previous research Laghrissi et al. [20], 
Althubiti et al. [21], Gadze et al. [10], and Sabeel et al. [6] 

indicated that LSTM is an effective approach for learning long- 
term dependencies and efficiently representing the relationship 
between current occurrences and historical events. In this 
paper, we adopted LSTM for the design of our deep learning 
architecture. 

C. Training and Testing Proposed LSTM – RNN Model 
Feature selection is a key issue in machine learning 

projects. Guerra-Manzanares et al. [5] highlighted that one 
aspect of dimensionality reduction is feature selection. Not all 
the features in a dataset are equally essential for detecting the 
attack. In many cases, increasing the number of characteristics 
above a particular threshold has no discernible effect on 
classification performance. It simply adds to the complexity 
and delays in performance. Not only that, but it may also lead 
to overfitting and a decline in classification performance. As a 
result, we look for a minimal number of features that can 
appropriately identify the traffic in a dataset wherever possible. 
For this, we use the wrapper technique, namely correlation 
feature selection, which is supported in Scikit-learn. 

The easiest strategy to train a model is to train the specific 
attack types to avoid being attacked by the same sort of attack. 
The 22 various forms of attacks (as shown in Table I) were 
utilized for training the model to reinforce it. The attributes of 
each attack have distinct values. These features and attack 
types were part of the training set, which was 80% of the full 
NSL- KDDTrain+ dataset. We use 20% of the NSL-KDDTest+ 
database for testing our model. The test set is separate from the 
training set. 

D. Proposed Model Architecture 
Fig. 2 shows the main components of the proposed system: 

the pre-processing, adaptive attribute selection, and 
classification of DDoS attack type. The procedure of 
subsystems is divided into three stages: 

 
Fig. 1. The Proposed System Architecture representing each Layer. 
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Fig. 2. The Main Components of the Proposed System Architecture with 

Representing the Processing Stage. 

Stage 1: The Pre-processing stage involves collecting and 
normalizing attributes from network traffic. Data is separated 
into subgroups for training and testing. 80% of the data in 
NSL-KDDTrain+ is set as a training dataset for use in attribute 
selector (Stages 2), while the remaining 20% of the data in 
NSL-KDDTest+ is set to test dataset for use in Stage 3. 

Stage 2: Various automatic threshold procedures are used 
in the Attribute Selection Subsystem to determine the 
minimum number of attributes. 

Stage 3: classification and detection of DDoS attacks. 

In order to have a more practical structure of the results, all 
of the experiments were organized into three stages, as shown 
in Fig. 2. Two experiments were carried out in Stage 1. These 
tests were conducted using estimators set to their default 
settings. No extra parameter tuning or feature selection work 
was done here; instead, a basic percent split technique was 
applied. A series of feature selection experiments were carried 
out in Stage 2. Once again, a percent split technique was 
applied without taking cross-validation into account. In Stage 
2, multiple experiments comprising a feature selection 
operation were carried out. 

Finally, the classification is in charge of detecting traffic 
data as DDoS in Stage 3. The results of stages 1, 2, and 3 were 
successfully achieved. The proposed machine learning model 
improved the DDOS attack detection approaches and increased 
the DDOS detection accuracy with a combination of features 
selection, adam optimizer, mean absolute error, 
oneHotEncoder strategy. Hence, there are test accuracy results 
after being implemented in the module. In the sections below, 
discussions are included that go along with it. 

IV. EXPERIMENTAL RESULTS 
We have implemented our deep learning architecture in 

TensorFlow with Keras backend. We used the mean absolute 
error approach to verify the model's loss while learning the 
deep neural network, which comprises two hidden layers. The 
"Adam" optimization function was used. "one-hot encoder" 
and "Ordinal Encoder" libraries from the "Sklearn" library also 
have been used to convert order-like values to numeric 
numbers. We trained the model with 150 epochs with a batch 
size of 44. 

The training accuracy of the model used the sample loss 
and accuracy using a batch size of 44, as shown in Fig. 5. We 
have experimented with varying learning rates, but the 
selective learning rate of 0.013 produced the best result in our 
experiment. After 150 epochs, where the training and 
validation performance converged, the model achieved the 
highest training accuracy of 98.21% and 0.0211 error rate. 
Fig. 3 shows the training and validation loss, and Fig. 4 shows 
the training validation accuracy. 

Fig. 5 illustrates training accuracy and loss value of the 
model during train phrase. We have tested the model on test 
data, the model performance tested on the test set produced 
97.37% accuracy as shown in Fig. 6. 

 
Fig. 3. Training and Validation Loss over 150 epochs. 

 
Fig. 4. Training and Validation Accuracy Graph over 150 epochs. 

 
Fig. 5. Training Performance of our Model. 

 
Fig. 6. Test Performance of our Model. 
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V. RESULT 
The NSL-KDD dataset, on the other hand, was utilized to 

test this approach. The proposed machine learning-based 
categorization solution for DDoS attacks has high accuracy in 
testing. From the results of the trained model, it was observed 
the proposed model's accuracy is 98.21%, which is almost a 
perfect method to prevent and protect the 22 different types of 
attacks, including DDoS attacks. Moreover, the LSTM 
evaluation model generates a 97.37% accuracy in the test set, 
the algorithm fits the patterns of the dataset with a 97.37% 
accuracy. 

VI. COMPARISON OF RELATED WORK 
Table III illustrates the comparison results of the accuracy 

between the proposed LSTM model with various deep learning 
methods using the same NSL-KDD dataset. Alkahtani et al. 
[22] conducted an experiment in which they chose the essential 
network features. To detect the anomaly in cybersecurity 
threats, these features were analyzed by classifying algorithms. 
SVM and KNN algorithms and deep learning based on the 
LSTM-RNN model were used to develop machine learning 
models. When compared to the KNN and LSTM, the SVM 
method produces better results. In the KDD Cup '99 and NSL-
KDD datasets, the SVM method performed better than the 
LSTM-RNN and KNN methods. Their deep learning 
technique, based on the LSTM-RNN algorithm, had a high 
accuracy of 93.55%, but it couldn't surpass SVM's 
performance. Furthermore, they split the data into 70/30 train- 
test ratios in their experiment, while the proposed model utilized 
an 80/20 train-test ratio. As a result, the 80/20 split ratio 
produces better model accuracy than the 70/30 split ratio used in 
the LSTM-RNN algorithms. 

TABLE III. ACCURACY COMPARISON FOR VARIOUS DEEP LEARNING 
TECHNIQUE WITH PROPOSED MODEL USING NSL-KDD DATASET 

Authors Technique Accuracy testing 
model (%) 

Alkahtani et. al. [22] 

LSTM-RNN. 
Support Vector 
Machine (SVM). 
K-Nearest Neighbor 
(K-NN). 

93.55 (LSTM  
RNN) 

96.53 (SVM) 
87.65 (KNN) 

Tang et. al. [15] 
Gated Recurrent Unit 
Recurrent Neural 
Network (GRU-RNN)  

89.00 

Niyaz et. al. [23] 

Self-taught Learning 
(STL), a deep 
learning-based 
technique 

88.39 

Ugwu et. al. [11] LSTM + SVD 90.59 

Proposed model LSTM-RNN 97.37 
 

The "Adam" optimizer for DNN optimization was utilized 
in our study, which reduces the loss and optimizes the model. 
To transform order-like values to numeric numbers, the 
researcher uses the "OneHotEncoder" and "OrdinalEncoder" 
libraries. Despite their excellent performance, our proposed 
model has achieved better outcomes with a testing accuracy 
model of 97.37% and a loss value of 0.0287 from 52977 
sample test packets. This evaluation reveals that the LSTM is 

an effective solution for preventing and protecting against 22 
different sorts of attacks. 

The accuracy of our proposed method against the other 
approaches is significantly different in these comparisons. In 
the NSL-KDD dataset, our LSTM-RNN beats models that 
utilize all 41 features for training and testing. When compared 
to previously implemented deep learning methods in Alkahtani 
et al. [22], Tang et al. [15], Niyaz et al. [23], Ugwu et al. [11], 
the proposed model of LSTM-RNN did very well on the 
evaluation of the test data. This comparison demonstrates how 
our method's clear phases are predictable, accurate, effective, 
and authoritative. 

Tang et al. [15] claim that when using a GRU-RNN 
method, their Deep Recurrent Neural Network (DNN) 
methodology obtained an accuracy of 88.39%. They use a 
Nadam optimizer and a mean squared error (MSE) model in 
their experiment. Our proposed model was developed using the 
Adam optimizer, which is the best optimizer. According to 
Kandel et al. [24], each optimizer is compared differently 
depending on the architecture, and the Adam optimizer has the 
best performance on the dataset in evaluation. They also used 
the mean square error (MSE) method to remove and appreciate 
the average error. Mean absolute error (MAE) was utilized in 
the proposed model. As a consequence, MSE outperformed the 
MSE technique in terms of interpretation. 

Niyaz et al. [23] use NIDS based on sparse autoencoder 
and soft-max regression. As a result, they claim that the NSL-
KDD dataset's Normal and anomaly (2-class) classification 
yielded an accuracy of 88.39%. By monitoring their method, 
autoencoder trains to effectively represent a manifold on which 
the training data resides. It was done by utilizing the mean 
square error (MSE) approach, which does not show an average 
error. 

Ugwu et al. [11] designed the LSTM and SVD deep 
learning methods to show considerable improvement. They 
pre- processed the network data by converting features and 
normalizing the data. Non-numeric feature values were 
converted to numeric values using the feature conversion 
method. Their feature conversion method is nearly identical to 
the feature selection technique employed in our proposed 
model. However, our proposed model outperformed theirs. 

VII. DISCUSSION 
The machine learning detection approach was proposed and 

addressed in identifying a DDoS attack in this research study. 
This research has led to the understanding that many traditional 
machines learning, and deep learning methods can be used to 
detect a DDoS attack. However, when deciding whether to use 
traditional machine learning or deep learning with a large 
dataset, deep learning was considered due to its ability to solve 
difficult issues involving finding hidden patterns in data. It has 
a deep understanding of the complex relationships among a 
huge number of interdependent variables. Deep learning 
algorithms can create far more efficient decision rules. Deep 
learning is particularly effective in this study because the NSL-
KDD dataset frequently requires dealing with unstructured 
data. Our findings reveal that LSTM is a nearly ideal strategy 
for preventing and protecting against 22 different types of 
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attacks. Classical machine learning, on the other hand, can be a 
preferable solution for smaller jobs that require less complex 
feature engineering and do not require the analysis of 
unstructured data. 

VIII. CONCLUSION 
The study has focused on presenting and demonstrating the 

design, implementation, and testing of a Detecting DDoS by 
Machine Learning solution to provide end-users with machine 
learning-based detection of DDoS attacks. End-users can re- 
route all traffic to an external server with DDoS mitigation 
capabilities hosted. The designed model solution allows 
researchers to build network-based detection models for 
network attacks using multiple machine learning methods, 
primarily classification. This result concludes that the objective 
to explore the type and study the characteristics of a DDoS 
attack from the viewpoint of machine learning was successfully 
achieved. 

From the observation of the results for the proposed machine 
learning method, the LSTM RNN-based classification 
algorithm enhanced the detection of DDoS attacks. Pre- 
processing, attribute selection, and a detection and prevention 
system are the three components that the researcher proposes. 
The LSTM evaluation model fitting with the LSTM algorithm 
is demonstrated in the final phase. Significant testing was carried 
out, and the findings reveal that LSTM-RNN greatly surpasses 
existing DDoS attack detection systems. The algorithm learns 
the dataset's patterns with a 97.37% accuracy with a 0.0309 
value loss. It was considerably easier to train numerous models 
in a short amount of time with TensorFlow, Google's second- 
generation machine learning framework. The LSTM recurrent 
neural network algorithm has been shown to have higher 
accuracy in detecting DDoS attacks in this study. These results 
covered achieving the objectives to improve DDoS attack 
detection approaches using a machine learning model to analyze 
network traffic activities for cyber threat detection; and to 
discover a feature selection strategy that, when combined with a 
machine learning system, can improve DDoS detection rates. 

In a comparison of related work, the accuracy of our 
proposed method against all the other methods is significantly 
different. Our LSTM-RNN outperforms models that use all 41 
features for training and testing in the NSL-KDD dataset. The 
proposed LSTM-RNN performed very well on the evaluation of 
the test data when compared to previously applied deep learning 
methods in Alkahtani et al. [22], Tang et al. [15], Niyaz et al. 
[23], Ugwu et al. [11]. This demonstrates how our method's 
phases are predictable, accurate, effective, and authoritative. 

IX. FUTURE WORK 
 Even though DDoS packets or attacking packets are known, 

DDoS detection is not perfect. In the future, there will always be 
diverse approaches. However, this scope is not defined as one of 
the projects ' objectives that should be achieved. A solution for 
improvement could be to add more datasets to the proposed 
system; another feature Selection technique that can be used; 
And other classifiers could be added to improve attack detection; 
Use of confusion matrix to show the mistaken type of attacks. In 
the future direction of this research, I suggest using advanced 
deep learning algorithms to build a predictive analytics model to 

develop an automated system that can react based on current 
situations to analyze incoming data in networks. It could decide 
on defense mechanisms, evaluation and provide safety data on 
what is going on in a network. 
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Abstract—In order to solve the problems of the existing 
broadband power line carrier communication standard 
IEEE1901.1 data link layer protocol network, multiple primary 
nodes receiving the beacon will send connotation entreaty 
message, and CCO will send an association sanction message 
proximately after receiving the message to confirm their 
character the central coordinator CCO association confirmation 
message reply is not timely to reduce the success rate of network 
access, high network access delay and control overhead. Based on 
the characteristics of BPLC carrier network, Proficient 
networking instrument of broadband PLC built on adaptive 
multicast PNP-BPLC is proposed in this paper. The simulation 
results show that adaptive multicast is used when CCO replies to 
the primary station, which can excellently recover the success 
rate of low-voltage PLB carrier communication nodes, decrease 
the network access delay and cut the network control overhead. 
Finally we used to OPNET simulation software to prove 
simulation result. 

Keywords—Powerline communication; network delay; control 
overhead; central coordinator 

I. INTRODUCTION 
Low voltage broadband powerline carrier communication 

(BPLC) [1, 2, 3] is a communication mode that uses low-
voltage power distribution line (380/220V subscriber line) as 
information transmission medium for voice or data 
transmission. It has the natural advantage that there is no need 
to reset up the network. The BPL carrier communication has 
wide bandwidth, and the basic frequency band is 1MHz ~ 
20MHZ Compared with the traditional NBPLC carrier 
communication, Broadband PLC has higher transmission rate, 
stronger anti-interference performance and better performance. 
At present, the international standard for broadband power line 
carrier communication is IEEE 1901.1 [4-5]. This standard is 
created on Q/GDW 11612 technical description for 
interconnection and interworking of low voltage PLB carrier 
communication [5] of the state grid corporation of china, and 
grasps the operative tender of internet of things expertise based 
on power line carrier communication in energy internet [6]. 
BPLC has been widely used in automatic meter reading [7 8 9], 
intelligent power consumption system [8], street lamp control 
[8], charging pile construction [10 11], etc. At present, there 
are a lot of research in the field of BPLC technology. For 
example, literature [10, 11, 12] explores the features of low-
voltage BPL carrier communication channel. For the input 
impedance features, signal noise and interloping 
characteristics, phase shift characteristics, the actual 
communication area of PLC is hundreds of meters. In order to 

confirm link stability and long distance transmission, literature 
[13-14] offers that tree networking and multi hop transmission 
similar to wireless sensor networks are assumed in the network 
management sublayer. Many people have planned the BPLC 
networking algorithm Literature [14-15] proposed an improved 
Q-learning algorithm suitable for multi restraints of PLC, LAN 
through incessant collaboration with the unknown situation. 
Although this kind of ant colony algorithm has certain adaptive 
ability, it needs to send a large number of control messages to 
interact with neighbor nodes, which has the problems of 
excessive control overhead and waste of resources. Reference 
[16-17] provides a tree based networking method for low 
voltage BPL carrier communication network, which uses 
topology assessment frame to travel the network topology, 
upholds and updates the sub node set according to the lowest 
energy value required for normal [18,19,20] communication, 
picks candidate routing nodes in turn according to the energy 
value, and then assigns [24-25] network address to each sub 
node in the sub node set, Although this technique is simple and 
easy, it does not give the vigorous rebuilding and optimization 
manner of routing, and the network constancy is poor. 
IEEE1901.1 [21, 22, 23,] standard also espouses impart 
networking. The CCO elicits the network access appeal of STA 
level by level by sending the central beacon, placing the 
sending of discovery beacon and sending of proxy beacon to 
ample the entire networking procedure. 

Rest of the paper we have described simulation results of 
the paper. In the Section of III(B)(1) we described, Network 
Access success rate, in Section III(B)(2) Average network 
access delay and in Section III(B)(3) Network control 
overhead, proposed PNP-BPLC Protocol is better than the 
other two protocols. 

II. SYSTEM MODEL AND PROBLEM DESCRIPTIONS 

A. Network Scenario 
The broadband carrier communication network will 

normally form a multi-layer tree network with the central 
coordinator CCO as the center and the proxy coordinator PCO 
as the relay agent to connect all stations STA. As shown in 
Fig. 1, the topology of a typical BPL carrier communication 
network is shown. 

B. Protocol Stack Structure of BPLC  
Based on the standard open system interconnection (OSI) 

seven layer model, the Broadband carrier communication 
network protocol stack defines three layers, physical layer, data 
link layer and application layer. 
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Fig. 1. Topology of BPL Carrier Communication Network. 
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Fig. 2. BPLC Communication Network Protocol Stack. 

The basic structure is shown in Fig. 2. The data link layer is 
divided into network management sublayer and media access 
control sublayer MAC sublayer. The data link layer directly 
provides transmission services for the application layer and can 
also be prolonged to edge with standard TCP / IP to grasp 
standard IP network communication. 

C. The BPLC Networking 
In order to certify the consistency of BPLC network routing 

and data spread, BPLC network will be networked. The 
procedure is as follows. 

1) After CCO is powered on, coordinate the time slot and 
network documentation among networks. After effective 
organization, demeanor solitary network networking. 

2) CCO starts to send the central beacon in the beacon 
slot, and the station receiving the central beacon wants to enter 
by sending the association appeal message in the CSMA slot 
access. 

3) CCO verifies the site requesting network access 
through the white list. After positive confirmation, CCO sends 
the dispensation result to the STA site requesting network 
entree through the connotation sanction message, expressive 
the effective network access of the node. 

4) After the primary node effectively arrives the network, 
CCO will arrange beacon time slot for it to send discovery 
beacon. The sending of discovery beacon can elicit the 
secondary site around the new site to recruit the request for 
related network access. 

5) This rotation allows the main level STA site utmost 
from CCO to connection the network. 

D. Problem Description 
It is found that there are two problems in the BPLC 

networking progression. 

1) In BPLC networking, after CCO sends the central 
beacon in the beacon slot, multiple primary nodes receiving 
the beacon will send connotation entreaty message, and CCO 
will send an association sanction message proximately after 
receiving the message to confirm their character. With the 
STA node layer by layer forwarding the association request 
message network entire tender through PCO, the number of 
STA nodes increases, and the association authorization 
message is likely to be hugged in the CCO queue, ensuing in 
the CCO inept to apportion TEI, time slot and other evidence 
to the nodes to be edited in time, and the network access 
solicitation node cannot access the network normally, 
resulting in the reduction of the network access attainment rate 
of BPLC network nodes. 

2) STA sends a huge number of connotation entreaty 
messages, and CCO needs to send Association validation 
messages of the similar scale for retort. However, distinct 
beacon time slots, CSMA time slots assign superior time slots 
for separately node, so encounters must be dodged, ensuing in 
CCO's fiasco to reply relationship validation messages to 
overtone request messages sent by some nodes smearing for 
network access in time, then these STA,s will prompt the 
instrument of resending connotation request message because 
they cannot collect overtone sanction message within the 
waiting time edge Tmax , consequent in the rise of control 
overhead and network access delay. 

E. PNP-BPLC Mechanism 
In order to solve the problems described in the previous 

section, this paper offers a BPLC proficient Networking (PNP) 
mechanism built on adaptive multicast, including two new 
mechanisms adaptive multicast reply Association confirmation 
message and association reply based on retransmission 
message. The specific ideas are as follows. 

F. Adaptive Multicast Reply Connotation Confirmation 
Message Mechanism 
For the problem a) declared in the previous section, seeing 

that the BPLC is a tree topology, some STA sub sites will be 
equestrian under PCO, which means that the higher the level is, 
the more stations are likely to be. Then it is likely that the 
association confirmation messages sent by multiple websites to 
be accessed will be put into the cache queue by CCO and not 
replied in time. Therefore, this paper propositions CCO 
adaptive multicast replies Association sanction message 
apparatus. 

The core idea is CCO queries the number of association 
confirmation messages in its queue. When the number is1, 
unicast Association confirmation messages. When the number 
is greater than1, multicast association instant warning 
messages are sent to send association reply messages more 
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rationally, which increases the network access success rate of 
nodes and condenses the network access delay and control 
overhead. Since multilevel nodes will also onward the 
association request message to the prime node, which is 
principally the same as that of the prime node, this paper 
mainly discusses the association retort of CCO to the principal 
node. The basic process is as follows. 

Step 1: Start the neighbor network observing timer when 
CCO is drove on. If the inter network direction frame is 
received within the listening time t, coordinate the inter 
network identification NID and time slot. If the inter network 
direction frame is not received within the listening time t, 
single network networking is carried out. CCO recordings the 
central beacon in the beacon slot. 

Step 2: The neighbor node receives the central beacon, 
forms whether the "start association flag bit" of the beacon is 1, 
and is ready to send the association entreaty message, before 
the station is ready to send, listen for data being transmitted on 
the bus whether the line is busy or not. If the line is found to be 
busy during listening, wait for a delay and listen again. If it is 
still busy, continue to delay the wait. If the waiting times n 
exceed the threshold 16, STA retransmits the association 
entreaty message and marks the message. If the time of each 
delay is erratic, it is resolute by the reduced two the M-ray 
exponential bakeoff algorithm fixes the delay value. 

Step 3: CCO receives the association request message sent 
by the node relating for network access, inquiries the STA site 
information consistent to the association request message, and 
completes white list confirmation. CCO queries the number of 
layers of the site and regulates the terminal address of the next 
hop. If it is a first class site, the destination address is the node. 
If it is a multi-layer site, the destination address is the PCO of 
the lowest level agreeing to the inviting site. CCO allocates 
TEI and time slot to the node and keeps them in the reminder 
reply message. CCO makes association reply to the principal 
site. If the channel is busy when sending Association reply, 
CCO will put the association reply message into a distinct 
association reply backlog. 

Step 4: Check the number of association retorts in the 
queue. If it is 1, wait for the channel idle unicast to send the 
association sanction message. If it is greater than 1, all 
overtone messages in the queue are taken out, the address 
evidence of each node is found, and the association rapid hint 
message is formed. When the channel is idle, multicast is sent 
to the crucial node. 

Step 5: The primary node limits whether it is the node 
applying for network access. If so, the network entree is 
effective. If not, the node is the lowest level PCO of the node 
applying for network access. The node forms an association 
endorsement message through the association reply message 
sent by CCO to itself and sends it to the next level node. The 
next level node also benches whether it is the node applying for 
network access first. If not, the node is the lowest level PCO of 
the node applying for network entree. 

Then the node is the secondary PCO of the network access 
node. The node installs the address evidence and remains to 
send the association sanction message to its subsidiary nodes, 

and so on until the association request node is found and the 
network entrée is effective. 

G. Association Reply Apparatus Based on Retransmission 
Message 
In order to solve the problem b), this paper propositions an 

association reply apparatus based on retransmission message. 
Its core idea is perceptive. 

CCO adaptively sends the first level reply message by 
arbitrating whether the retransmitted association request 
message has been received around. If CCO receives the 
association request message retransmitted from STA node, it 
specifies that the association request message formerly sent by 
STA node has not received Association confirmation, which 
tortuously indicates that the BPLC network channel is busy. 

If CCO remains to unicast Association credit messages in 
CSMA time slots, the channel cramming will be impaired. 
CCO stops generating association confirmation message 
unicast transmission and selects to verify the received 
association request message, and generates association rapid 
hint message, so that there is no large number of association 
confirmation messages competing with association request 
messages in CSMA time slot, so as to slow down the message 
load of the channel and reduce the control overhead. 

Fig. 4 is 1 graphic diagram of association reply apparatus 
built on retransmission message. Fig. 4(1) shows the uplink 
association request message sent by STA and the association 
sanction message sent by CCO under normal conditions. 
Fig. 4(2) shows the graphic diagram of more network access 
nodes. As can be seen from the figure, due to the large number 
of nodes, both uplink and downlink messages need to compete 
for channels, resulting in the STA sending the uplink 
Association reply message represented by the blue arrow not 
receiving the agreeing association confirmation message and 
not being able to access the network normally. After a waiting 
time, the association request message with the green arrow is 
sent again. Fig. 3 is the graphic diagram of the new apparatus, 
and the red arrow represents the association instant indication 
message sent by CCO multicast. In Fig. 3, after CCO senses 
that some STA resend association request messages, it uses the 
method of ending sending Overtone sanction messages and 
multicast Overtone instant indication messages, which almost 
reduces the control overhead by 50% and importantly cuts the 
drain of the channel. 
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Fig. 3. Message Interaction of Associated Network for BPLC. 
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Fig. 4. Association Reply Apparatus based on Retransmission Message. 

The Basic Operation Process is as follows: 

Step 1: CCO performs network organization, which is 
reliable with CCO in the adaptive multicast reply association 
confirmation message device. 

Step 2: STA makes association request, which is consistent 
with the association request made by STA in the adaptive 
multicast reply Connotation confirmation message apparatus. 

Step 3: CCO receives the association request message sent 
by STA and benches whether there is a retransmission flag. If 
so, it stops sending the connotation confirmation message. In 
this time slot, it only accepts the association request message, 
takes out the node ID, original address and other information, 
and forms an association instant hint message. Multicast sends 
Association instant indication message at Tmax  time. The 
algorithm of multicast sending association rapid hint message 
is consistent with that of adaptive multicast reply connotation 
confirmation message apparatus. 

Step 4: The main node regulates whether it is the node 
smearing for network access. If so, the network access is 
effective. If not, the node is the lowest level PCO of the node 
smearing for network access, forming an association 
confirmation message. This procedure is constant with the 
progression in which the node judges whether it is the node 
smearing for network access in the adaptive multicast reply 
association confirmation message apparatus. 

H. PNP-BPLC Apparatus Progression 
The flow chart of BPLC proficient networking apparatus 

based on adaptive multicast is shown in Fig. 5, which includes 
two new mechanisms adaptive multicast reply association 
confirmation message and association reply built on 
retransmission message. 
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Does CCO detect inter network 
coordination frame
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CCO broadcasts the central beacon, and the primary 
station detects the beacon "start Association flag bit" 

after receiving it
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Fig. 5. Adaptive Multicast Access Protocol Process. 

III. SIMULATION ANALYSIS 

A. Simulation Parameter Setting 
This paper uses OPNET 14.5 simulation tools to simulate 

IEEE1901.1 technical standard and Literature [15], PNP-BPLC 
apparatus are used to simulate the network access success rate, 
average network access delay and control overhead. The main 
simulation parameters are shown in Table I. 

TABLE I. MAIN PARAMETER SETTING 

Simulation Parameter Value 

Simulation scene /m*m 3000*1000 

Simulation running times/s 100 

 Number of nodes/Pc [4,9,14,19,24] 

Transmission rate /Mbps 10 

Single level network access time/s 20 

Single hope effective transmission distance /M 500 
Number of CCO  
Maximum hops/hop 

 1 
 3 

45 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

B. Performance Index 
1) Network access success rate: Indicates the network 

access success rate of each STA site of BPL carrier 
communication network. The network access success rate P is 
calculated as Formula 1. 

%100
11

×÷= ∑∑
=

=

=

=

ni

i

ni

i
YiXip

              (1) 

Where n represents the simulation scenario with n nodes, 
Xi represents the number of association request messages sent 
by the ith  node, and Yi represents the number of association 
confirmation messages received by the ith  node. 

2) Average network access delay: The average network 
access delay represents the generation time TpK  from the 
creation of the central beacon frame the average time of 
Tsim  when the association reply message sent by the create 
to the CCO is received by the node applying for network 
access. With transmission delay, spread delay, inter layer 
processing delay and MAC layer queuing delay. The average 
network access delay is calculated according to formula 2. 

)i)Tpk_creat(-(Tsim(i)1
1
∑
=

=

=
ni

in
T

             (2) 

3) Network control overhead: Network Control 
overhead refers to the sum of bits of control message required 
in the whole networking process of BPLC network. In BPLC 
network, there are four types of control messages inter 
network coordination message, beacon message, association 
request message and association reply message. Because the 
simulation is in a single network environment, the overhead 
message in this paper does not include inter network 
coordination message. Among them, the beacon message is 
divided into central beacon, proxy beacon and discovery 
beacon. The association reply message also includes 
association validation message and association summary 
indication message. The calculation of BPLC control cost C is 
shown in Formula 3. 

))()(**)(*(*8 32312131211 cPcOcNcccMC +++++=                (3) 

Among them, C11, C12, C13, C2, C31 and C32 are the 
number of central beacon, proxy beacon, discovery beacon, 
overtone request message, association confirmation message 
and association rapid indication message singly, which can be 
counted by simulation. M. N, O and P, are beacon frames, 
association request message, association validation message 
and association instant indication message, respectively. 
According to IEEE 1901.1 standard, MAC frame is the basic 
transmission unit for transmission between MAC layers of 
different stations. A MAC frame consists of MAC frame 
header, MAC service data unit MSDU and integrity check 
value. In this paper, the size of long frame header is h = 26 
bytes and the size of integrity check value is w = 4 bytes. 

The beacon frame size M is calculated according to 
formula 4. 

wmhM ++=                (4) 

M is beacon frame MSDU size = MPDU frame control size 
16 bytes + frame load 520 bytes = 536 bytes. Thus, M = 576 
bytes can be obtained. 

The calculation of association request message n is shown 
in formula 5. 

wnhN ++=                 (5) 

N is the MSDU size of association request message = 4 
bytes of Association message header + 64 bytes of association 
request message format = 68 bytes. It can be concluded that n = 
98 bytes. 

The calculation of association confirmation message O is 
shown in formula 6. 

wohO ++=                 (6) 

O is the MSDU size of association confirmation message = 
4 bytes of association message header + 64 bytes of association 
confirmation message format = 68 bytes. It can be concluded 
that o = 98 bytes. 

The calculation of association request message P is shown 
in formula 7. 

wphP ++=                 (7) 

P is the size of MSDU of association instant hint message = 
4 bytes of header of association message + format of 
association summary indication message q, q = basic length of 
association instant indication message + extended variable 
length. 

It is assumed that the maximum threshold of association 
confirmation messages queued in CCO queue at the same time 
is 10. Therefore, q is the maximum number of fills 10 * each 
site information field, as shown in Table II, the size is 8 bytes = 
80 bytes. Therefore, P = 84 + 30 = 114 bytes. 

TABLE II. SITE INFORMATION FIELD 

Field Byte number  Bits Field size Definition 

Site address 
1 0-5  0-7 6 bytes MAC 

address 

Site ETI 1 6 0-7 12 bits TEI assigned 
to site 

Site ETI 1 7  0-3 Site TEI 1 TEI assigned 
to site 

Retain 7 4-7 4bits Retain 

……… ……… ……….. ……… ……….. 
Site n 
address …….... ……….. ………. Site n 

address 

Site TEI n ……… ………. ……….. 
TEI n=Total 
number of 
stations 
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It can be proved theoretically that the message overhead 
using PNP apparatus is less than that of the original BPLC 
network access apparatus. 

Condition (1): Except for the associated reply message, the 
overhead of other control messages is equal and is not counted 

Condition (2): Number of messages in CCO Association 
confirmation queue m > = 1. 

Prove: The message overhead of PNP apparatus is less than 
that of the original BPLC network access apparatus. 

Multicast association summary indication message 
overhead C2 = 8 * (H + 8 * m + W) = (b4m + 240) bit using 
the PNP mechanism; because m > = 1; Therefore, C1-C2 = 
784m - (64M + 240) = 720m-240 > = 480bit > 0; Get a 
certificate. 

Using the original PLC networking apparatus, unicast 
association confirmation message overhead C1 = 8 * (m * (H + 
O + W)) = 784mbit; 

C. Analysis of Simulation Results 
1) Network access success rate: As shown in Fig. 6, the 

PNP-BPLC contrivance and IEEE1901.1, Literature [15] 
simulation comparison diagram of data link layer protocol 
data network access success rate. It can be seen that with the 
increase of the number of stations and network level, the 
network access success rate of the two mechanisms gradually 
decreases, which is due to the increase of channel load and the 
repeated retransmission of association request message 
through the comparison of the two figures. 

It can be seen that when there are few nodes, the network 
access success rates of the two mechanisms are basically the 
same. With the increase of the number of nodes, the network 
access success rate of PNP device is higher than that of 
IEEE190.11 and Literature [15] network access appliance of 1 
MAC protocol. Because the BPLC network is a multi-level and 
multisite network, the two improved methods proposed by 
PNP-BPLC contrivance successfully improve the network 
access success rate of BPLC network. 

2) Average network access delay: As shown in Fig. 7, the 
PNP-BPLC device and IEEE1901.1, Literature [15] 
comparison diagram of network access delay of different node 
scenarios in 100s simulation time of 1 MAC layer protocol 
network access mechanism. Through comparison, it can be 
seen that with the increase of the number of nodes, the amount 
of data in the network gradually increases, resulting in the 
gradual increase of the average network access delay of nodes. 
The network access delay of PNP-BPLC appliance is lower 
than IEEE1901.1, Literature [15] the network access delay of 
1 MAC layer protocol network access mechanism, and the 
advantages become more obvious with the number of nodes. 
Description in IEEE1901.1, Literature [15] under the standard, 
with the increase of the number of nodes, many association 
confirmation messages are not sent in time in the CCO queue. 
It increases the network access delay. The PNP-BPLC 

contrivance reduces the transmission of control messages, 
reduces the congestion of the channel almost. 

3) Network control overhead: As shown in Fig. 8, control 
overhead comparison diagram shows the PNP-BPLC and the 
original PLC network access mechanism IEEE1901.1, 
Literature [15] the comparison diagram of the control 
overhead of the standard network access mechanism can 
clearly see that the control overhead of the two apparatuses 
increases steadily when the BPLC enters the network step by 
step, because with the increase of nodes, more nodes need to 
send control messages, which upsurges the control overhead. 
Through comparison, it is obvious that the control overhead of 
PNP-BPLC appliance is basically the same as that of the 
original PLC network access mechanism when the number of 
nodes is small. This shows that when the number of nodes is 
small and the channel is idle, the reply of CCO to the network 
access node is mainly association confirmation message. 
However, in the multi-layer PLC network environment with a 
large number of nodes, the control overhead of the original 
PLC network access mechanism increases almost 
exponentially, while the control overhead of PNP-BPLC 
mechanism increases only linearly. 

Depiction in IEEE 901.1, Literature [15] standard, with the 
growth of the number of nodes, many association confirmation 
messages are not sent in time in the CCO queue, resulting in 
retransmitted association request messages, which greatly 
increases the control overhead of the network. The PNP-BPLC 
mechanism can adaptively send the association reply message, 
which greatly reduces the overhead of the association 
confirmation message sent by the original CCO. At the same 
time, it also reduces the retransmission of the association 
request message by the network access application node, and 
reduces a large number of message overhead. 
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Fig. 6. Comparison of Success Rate of Network Access. 
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Fig. 7. Comparison of Average Network Access Delay. 
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Fig. 8. Comparison of Network Control Overhead. 

IV. CONCLUSION 
The low voltage PLC communication network is affected 

by robust interference, which requires the networking process 
to have high adaptive ability. Aiming at the two problems of 
BPLC data link layer networking, combined with the BPLC 
network scenario, this paper propositions proficient BPLC 
networking apparatus built on adaptive multicast. It includes 
two new mechanisms adaptive multicast reply association 
confirmation message and association reply based on 
retransmission message. By sending the primary association 
reply message more reasonably, the channel resources are more 
reasonably utilized, and the BPLC networking efficiency is 
higher. The experimental results show that the above 
mechanism can improve the data access success rate of BPLC 
network, reduce the access delay, and greatly reduce the 
control overhead of multi-layer BPLC network, which verifies 
the effectiveness of PNP-BPLC mechanism. 
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Abstract—A method for improvement of ocean wind speed 
estimation accuracy by taking into account the relation between 
wind speed and wind direction is proposed. Brightness 
temperature observed with microwave radiometer onboard 
satellite is modified with microwave radiometer derived wind 
direction proposed by Frank Wentz. Using the modified 
brightness temperature, more precise wind speed is estimated. 
Experiments with AMSR-E and NCEP GDAS data show 
improvements of wind speed estimation in comparison to the 
existing method based on the geophysical model of Frank Wentz 
together with the retrieval algorithm of Akira Shibata. 

Keywords—Sea surface wind speed (WS); advanced microwave 
scanning radiometer for erath observing system (AMSR-E); NCEP 
Global Data Assimilation System (GDAS); relative wind direction 
(RWD) 

I. INTRODUCTION 
The physical quantity can be estimated. This is called 

remote sensing. Remote sensing generally has visible, near-
infrared, thermal-infrared, and microwave observation 
wavelengths, and sensors are used [1]. Compared to other 
wavelengths, remote sensing that measures microwaves has 
poor resolution and can only make rough measurements [2]. 
However, it has the advantage of being observable even if it is 
affected by clouds, regardless of day or night. Furthermore, at 
present, the wind speed on the ocean surface can be remotely 
sensed only by sensors in the microwave wavelength range 
[3]. 

However, it is known that the estimation accuracy of the 
wind speed changes due to the influence of the relative wind 
direction in the marine physical quantity cage determination 
using microwaves. Frank. Wentz (2002) [4] describes the 
microwave radiation transfer equation and the marine physical 
quantity using the microwave radiation transfer equation when 
using the Top of Atmosphere (TOA) obtained from the 
microwave radiometer AMSR. We created an equation to 
estimate. Observation of atmosphere, ocean, and land with 
multi-wavelength microwave radiometer is introduced [5]. At 
this time, the influence of the relative wind direction was also 
taken into consideration. However, this effect was used in the 
microwave radiometer SSM / I and cannot be expected in 
AMSR. This is because AMSR and ASMR / I have different 
observation frequency bands. 

Arai and Sakakibara proposed a method using the Wentz 
algorithm using improved simulated annealing for the 
radiometer ASMR-E [6]. This made it possible to 
simultaneously estimate various marine physical quantities, 
which led to an improvement in the estimation structure. On 
the other hand, Konda, Shibata, Ebuchi, and Arai (2006) used 
the estimated wind speed obtained from the AMSR product 
mounted on the observation satellite ADEOS-II and the wind 
direction obtained from the microwave scatterometer, 
SeaWinds onboard on the satellite [7]. 

One of the important issues of the improvement of ocean 
wind speed estimation accuracy is how to take into account 
the influence due to wind direction dependency from the wind 
speed estimation. This is the issue of this paper. The influence 
of the relative wind direction on the wind speed estimation 
was investigated, and the index of the influence of the relative 
wind direction under various situations was derived. They 
confirmed that the estimation accuracy was improved by 
performing the estimation using the derived index in the wind 
speed cage determination of ASMR and ASMR-E. However, 
in the case of simultaneous estimation of physical quantities, a 
method of modifying only the wind speed after estimation 
causes a contradiction in terms of estimation means. 
Therefore, it is desirable to influence the relative wind 
direction on the brightness temperature for simultaneous 
estimation. Therefore, in this study, the effect of relative wind 
direction is used using the global meteorological data (GDAS) 
obtained from the US National Environmental Forecast Center 
NCEP and the observed brightness temperature of the 
microwave radiometer AMSR-E mounted on the 
meteorological satellite aqua [8]. By analyzing the above, we 
analyzed how the relative wind direction affects the brightness 
temperature. Furthermore, by approximating the influence of 
the relative wind direction with several equations, we created 
a model that can derive the influence due to wind direction by 
linear calculation. By modifying Wentz's algorithm for 
estimating marine physical quantities with the model, the 
accuracy of marine wind speed estimation was improved. 
Experiments with AMSR-E and NCEP GDAS data show 
improvements of wind speed estimation in comparison to the 
existing method based on the geophysical model of Frank 
Wentz together with the retrieval algorithm of Akira Shibata. 
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The following section describes related research works 
followed by theoretical background. Some experiments are 
described. After that conclusion is described together with 
some discussions. 

II. RELATED RESEARCH WORK 
Simplified expression of the radiative transfer equation in 

thermal infrared window spectrum is proposed [9]. Evaluation 
of vector winds observed by NSCAT in the seas around Japan 
is conducted [10]. Polarization sensitivity of the ocean surface 
together with wind vector derived from POLDER and NSCAT 
on ADEOS is also evaluated [11]. 

Estimation of SST, wind speed and water vapor with 
microwave radiometer data based on simulated annealing is 
conducted and validated with the truth data [12] together with 
simultaneous estimation of sea surface temperature, wind 
speed and water vapor with AMSR-E data based on improved 
simulated annealing [13]. 

Space and time retrieval of tide wind speed and wave 
height with altimeters onboard satellites based on PostGIS 
system is conducted [14]. Estimation of SST, wind speed and 
water vapor with microwave radiometer data based on 
simulated annealing is also conducted [15]. 

Correction of the effect of relative wind direction on wind 
speed derived by AMSR is conducted [16]. Data fusion 
between microwave and thermal infrared radiometer data and 
its application to skin sea surface temperature, wind speed and 
salinity retrievals are proposed [17]. 

Comparative study of optimization methods for estimation 
of Sea Surface Temperature: SST and Ocean Wind: OW with 
microwave radiometer data is conducted [18]. 

III. THEORETICAL BACKGROUND 
Effect of relative wind direction is considered based on the 

physical background. It is known that the brightness 
temperature of the upper atmosphere of microwaves largely 
depends on the gradient distribution of the sea surface and the 
state of the sea surface. 

When the wind blows on the sea surface, the gradient 
distribution of the sea surface changes, and the brightness 
temperature at the upper end of the atmosphere fluctuates 
greatly. By utilizing this action, the sea wind speed can be 
estimated from the observed brightness temperature of a 
microwave radiometer or a microwave scatterometer. It is also 
known that the gradient distribution is distorted in the wind 
direction due to the wind. 

It is considered that the upper-atmospheric brightness 
temperature changes further due to the distortion of the 
gradient distribution, that is, the upper-atmospheric brightness 
temperature also depends on the difference between the wind 
direction and the observation direction. The difference 
between the azimuth of the wind and the azimuth of the 
observation is called "Relative Wind Direction (RWD)". In 
other words, the upper atmosphere brightness temperature is 
considered to depend on the relative wind direction. The 
microwaves observed by the microwave radiometer mounted 

on the satellite can be roughly divided into three elements as 
shown in Fig. 1. 

TBair emission is microwaves emitted by the atmosphere, and 
TBref is microwaves emitted by the atmosphere scattered on 
the surface of the sea. TB sea emission is a microwave emitted 
from the sea surface. 

The sum of each is the observed brightness temperature of 
the radiometer, which can be expressed by Eq. (1). 

TB= TBair emission + TBref + TB sea emission           (1) 

First, consider T. If the sea level is a calm mirror surface, T 
is expressed by Eq. (2). 

TB0ref=R0pTB|air              (2) 

R0p is the reflectance, the subscript 0 is the mirror surface, 
and the subscript p is the polarization. Also, TB|air means 
downward atmospheric radiation. R0p is expressed by Eq. (3) 
from Fresnel's reflection law. 

𝑅0𝑝 = |𝜌𝑝|2, 𝜌𝑝 = �𝜌𝑣2 + 𝜌ℎ2            (3) 

𝜌𝑣 = 𝜀 𝑐𝑜𝑠𝜃𝑖−�𝜀−𝑠𝑖𝑛2𝜃𝑖
𝜀 𝑐𝑜𝑠𝜃𝑖+�𝜀−𝑠𝑖𝑛2𝜃𝑖

             (4) 

𝜌ℎ = 𝜀 𝑐𝑜𝑠𝜃𝑖−�𝜀−𝑠𝑖𝑛2𝜃𝑖
𝜀 𝑐𝑜𝑠𝜃𝑖+�𝜀−𝑠𝑖𝑛2𝜃𝑖

             (5) 

where ρ  is the reflectance coefficient of Fresnel, the 
subscripts v and h are vertically polarized waves and 
horizontally polarized waves, and ε is the complex 
permittivity, and θ i is the angle of incidence. Also, as shown 
in Fig. 2, the angle of incidence and the angle of reflection are 
equal. Furthermore, since the emissivity of the sea surface is 
obtained by subtracting the reflectance from 1, TB sea emission 
can be formulated in the same manner. 

The sum of these and the radiation from the atmosphere is 
the brightness temperature of the satellite-mounted microwave 
radiometer. Assuming that the observation dip of the 
microwave radiometer is the observation azimuth, this 
microwave radiometer can detect microwave radiation 
traveling in the direction of the zenith and azimuth. Although 
it is necessary to consider the beam width when actually 
calculating, the beam width is not considered because this 
chapter only explains the concept. 

 
Fig. 1. Observed Brightness Temperature. 
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Fig. 2. Relative Wind Direction. 

The observed brightness temperature TBref value of the 
microwave radiometer is the component of the zenith angle 
that scatters on the sea surface at the azimuth angle. Therefore, 
only the components of the zenith angle scattered in the 
azimuth angle are considered. In this paper, the angle of 
incidence in this case is called the observed angle of 
incidence. The actual sea level creates a complex gradient 
distribution due to various causes such as wind waves and 
swells. 

Due to such sea level gradients, downward atmospheric 
radiation is scattered in all directions. It is said that the 
gradient distribution of the sea surface can be approximated 
by the Gaussian distribution, but strictly speaking, it is 
considered that the gradient distribution is distorted in the 
wind direction by the wind. That is, the wave created by the 
wind becomes a wave that travels in parallel with the wind 
direction, and the gradient distribution is biased. Although it is 
difficult to know the specific degree of bias, it is easy to 
imagine that winds and wind waves have characteristics that 
depend on the observation azimuth and the angle of the wind 
direction, as shown in Fig. 2. That is, the variance of the 
gradient distribution parallel to the wind direction is large, and 
the variance of the gradient distribution perpendicular to the 
wind direction is small. Therefore, the average observer firing 
angle differs between the case where the observation azimuth 
is parallel to the wind direction and the case where the 
observation azimuth is perpendicular to the wind direction. 

When considering the local wave gradient, it is common to 
divide the wave into the smallest surfaces. By doing so, the 
reflection of the rough sea surface can be thought of as a 
specular reflection as shown in Fig. 3. In this paper, the 
average observation angle of the observation area at this time 
is set to the wind direction with the azimuth angle (RWD=0 
deg. and / or 180 deg.), as shown in Fig. 4. 

Temporarily, θ i1=xo, then, θ i2>xo, θ i3<xo, θ i4=xo. 
That is, θm=xo. In this case, there is also the influence of the 
rotation of the plane of polarization. Therefore, the following 
discussion advances to the front bank that the influence of the 

rotation of the plane of polarization is small. Next, when the 
observation azimuth is perpendicular to the wind direction 
(RWD = 90 deg.), the observation incident angle changes as 
shown in Fig. 5. 

Therefore, it is considered that the average incident angle 
increases as the relative wind direction approaches the 
vertical. As can be seen from equations (3) to (5), the 
reflectance changes as the incident angle changes. In addition, 
the state of change in reflectance differs between vertically 
polarized waves and horizontally polarized waves. Fig. 6 
shows an example of the change in reflectance when the angle 
of incidence changes. 

 
Fig. 3. Specular Reflection. 

 
Fig. 4. Incidence Angle when Microwave Radiometer Observes in Parallel 

with Wind Direction. 

 
Fig. 5. Incidence Angle when Microwave Radiometer Observes in 

Perpendicular with Wind Direction. 

 
Fig. 6. Relation between Reflectivity and Relative Wind Direction. 
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First, in the case of horizontally polarized waves, the 
incident angle of ASMR-E is 55 deg. In the vicinity, the 
reflectance increases as the incident angle increases. On the 
contrary, reflectance becomes greater in accordance with the 
incident angle becomes smaller. 

A similar relationship can be seen at 10GHz, 18GHz and 
23GHz. Therefore, RWD = 90 deg., which increases the 
average observation angle of incidence. Then, the horizontal 
polarization component of the upper atmosphere brightness 
temperature becomes large, and the vertical polarization 
becomes small. In addition, RWD−�0°𝑎𝑛𝑑/𝑜𝑟 180° , which 
has a relatively small average observation angle. Then, it can 
be expected that the horizontal polarization of the upper 
atmosphere brightness temperature becomes smaller, and the 
vertical polarization becomes larger. However, since the exact 
gradient distribution is unknown, it is not known how much 
the relative wind direction affects the brightness temperature. 
In this study, the effect was analytically derived. 

IV. PROPOSED METHOD 
In this study, the effect of the relative wind direction on 

the brightness temperature was analyzed by comparing the 
brightness temperature affected by the relative wind direction 
with the brightness temperature not affected. In this case, the 
brightness temperature includes not only the downward 
component of atmospheric radiation, but also the upward 
component of atmospheric radiation and radiation from the sea 
surface. 

As the brightness temperature affected by the relative wind 
direction, the brightness temperature data (TB: Brightness 
Temperature) of Level 1B of the microwave radiometer 
AMSR-E mounted on the AQUA was used. AMSR-E Leve1 
1B products have polarization types of horizontal polarization 
and vertical polarization, and the center frequencies of the 
frequency bands are 6.9, 10.7, 18.7, 23.8, 36.5, 89.0GHz, 
respectively. In this study, we used horizontal and vertical 
polarization in the frequency band below 23.8 GHz and used 
winter data that can be expected to have relatively strong 
winds and summer data that can be expected to have relatively 
weak winds. 

Table I shows the time zones of the observation data. In 
the table, start time and end time indicate the observation start 
and end times in GMT, respectively. The observation 
positions are shown in Fig. 7. ASMR-E data for half a lap is 
196 columns x about 2000 rows. It is the brightness 
temperature data of about 3920 opening points. Furthermore, 
the latitude range is relatively strong at latitude 60 north, from 
latitude 60 south. Therefore, we targeted about 261333 
predictable data. Estimates at all points are shown in Table I. 

TABLE I. TIME ZONES OF THE OBSERVATION DATA 

No Date Start End 

1 Aug.11 23:21 00:11 

2 Aug.12 11.43 12:33 

3 Dec.8 23:27 00:18 

4 Dec.9 11:49 12:39 

 
Fig. 7. Observation Positions. 

Since it takes too much time, we used one-thousandth of 
the data and the data for GMT at random sampling. Therefore, 
the amount of data of the observed positions used is 261. We 
prepared representative summer / winter and day / night 
datasets and used them for the experiment. Wentz's 
microwave radiation transfer model based on global 
meteorological data (GTAD83.2: Global Tropospheric 
Analyses dS083.2) provided by the National Centers for 
Environmental Prediction (NCEP) as a brightness temperature 
that is not affected by the wind direction. 

The brightness temperature derived using the above was 
used. The global meteorological data used at this time is the 
data at the same position and time as the ASMR-E data to be 
compared. The variables given as the input value of the 
microwave radiation transmission model are the absolute 
azimuth of the wind (WD: Wind Direction), the sea surface 
temperature (SST: Sea Surface Temperature), Precipitable 
water (PW), cloud water amount (CW: Cloud Liquid water). 
The output value is represented by the brightness temperature 
TB of the microwave. All these variables are obtained from 
GTAD83.2. GTAD83.2 has a mesh size of 1 by 1 degrees and 
is updated every 6 hours for ASMR-E data and GTAD. 

Since the data of GTAD83.2 has a difference in the 
observation position, the data of GTAD83.2 was linearly 
interpolated to correspond to the data position of ASMR-E. 
The relative wind direction was defined by equations (6) to 
(8). 

𝜃𝑎𝑚𝑠𝑟 = �cos (𝜃𝑎𝑚𝑠𝑟)
sin (𝜃𝑎𝑚𝑠𝑟)�             (6) 

𝜃𝑤𝑖𝑛𝑑 = �cos (𝜃𝑤𝑖𝑛𝑑)
sin (𝜃𝑤𝑖𝑛𝑑)�             (7) 

𝑅𝑊𝐷 = 𝑐𝑜𝑠−1 � 𝜃𝑎𝑚𝑠𝑟𝜃𝑤𝑖𝑛𝑑
|𝜃𝑎𝑚𝑠𝑟||𝜃𝑤𝑖𝑛𝑑|

�            (8) 
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RWD represents the relative wind direction, 𝜃𝑎𝑚𝑠𝑟  is the 
ASMR-E observation azimuth, and 𝜃𝑤𝑖𝑛𝑑 is the wind azimuth. 

The calculation result of the radiation transfer model is 
used as the data that is not affected by the relative wind 
direction, and it is defined by the following formula. 

𝑇𝐵𝑠𝑖𝑚𝑢 = 𝑆𝐼𝑀𝑈(𝑠𝑠𝑡,𝑤𝑠,𝑝𝑤, 𝑐𝑤)            (9) 

where TB is the brightness temperature that is not affected 
by the relative wind direction, SIMU() is the microwave 
radiation transmission model, and the arguments are the sea 
surface temperature, sea wind speed, precipitable water, and 
cloud water obtained from GTAD083.2, respectively. 
Furthermore, the brightness temperature affected by the 
relative wind direction is represented by 𝑇𝐵𝑎𝑚𝑠𝑟 , and the 
relative influence of the wind direction is defined by the 
following formula. 

∆𝑇𝐵 = 𝑇𝐵𝑎𝑚𝑠𝑟 − 𝑇𝐵𝑠𝑖𝑚𝑢           (10) 

Furthermore, since it is considered that the influence of the 
wind direction depends on the wind speed, the ΔTB call at a 
certain wind speed is represented by ΔTB|ws. This relationship 
was approximated by Eq. (11). 

∆𝑇𝐵|𝑤𝑠 ≅ 𝐴 𝑅𝑊𝐷2 + 𝐵 𝑅𝑊𝐷 + 𝐶          (11) 

Fig. 8 to 11 show examples of horizontal polarization in 
the 10 GHz band. Examples of band vertical polarization are 
shown in Fig. 12 to 13. From Fig. 8 to Fig. 13, it can be seen 
that the coefficients a1 and c3 in Eq. (11) change depending on 
the wind speed. The relationship was approximated by 
equations (12), (13), and (14). 

𝐴 ≅ 𝑎1 𝑊𝑆2 + 𝑎2𝑊𝑆 + 𝑎3          (12) 

𝐵 ≅ 𝑏1 𝑊𝑆2 + 𝑏2𝑊𝑆 + 𝑏3          (13) 

𝐶 ≅ 𝑐1 𝑊𝑆2 + 𝑐2𝑊𝑆 + 𝑐3           (14) 

Equations (11) to (14) and nine approximation coefficients 
from a1 to c3 can be used to add the RWD effect to the 
physical model. As a result, the coefficients in Table II were 
derived. 

Examples of horizontal polarization in the 10 GHz band 
are shown in Fig. 14, 15, and 16. 

From Fig. 8 to Fig. 10, the characteristics of the relative 
wind direction dependence become clear as the wind speed 
increases. That is, the observed brightness temperature 
increases as the relative wind direction approaches 90 degrees. 
This feature is prominent in horizontal polarization. 

 
Fig. 8. Relation between Relative Wind Direction and Delta Brightness 

Temperature (10GHz H-pol 1.26 m/s). 

 
Fig. 9. Relation between Relative Wind Direction and Delta Brightness 

Temperature (10GHz H-pol 7 m/s). 

TABLE II. COEFFICIENTS FOR EQUATIONS (11) TO (14) 

    a1 a2 a3 b1 b2 b3 c1 c2 c3 

6GHz V-pol 0.011 -0.202 0.839 0.001 0.033 -0.702 0.007 -0.264 3.502 

  H-pol -0.003 -0.085 0.488 0.038 -0.251 0.42 -0.041 0.231 3.134 

10GHz V-pol 0.003 -0.071 0.0327 -0.002 0.033 -0.462 0.011 -0.253 3.518 

  H-pol -0.006 -0.036 0.303 0 0.448 -2.22 -0.027 0.115 3.26 

18GHz V-pol 0.005 -0.107 0.547 -0.003 0.0023 -0.684 0.014 -0.182 4.688 

  H-pol -0.006 -0.056 0.274 0.023 0.056 -0.383 -0.011 -0.049 6.286 

23GHz V-pol 0.01 -0.18 0.739 0.002 -0.187 0.719 0.025 -0.178 4.209 

  H-pol -0.004 -0.03 0.093 0.016 -0.097 0.761 -0.024 0.477 4.392 
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Fig. 10. Relation between Relative Wind Direction and Delta Brightness 

Temperature (10GHz H-pol 12.93 m/s). 

 
Fig. 11. Relation between Relative Wind Direction and Delta Brightness 

Temperature (10GHz H-pol 19.09 m/s). 

 
Fig. 12. Relation between Relative Wind Direction and Delta Brightness 

Temperature (10GHz V-pol 12/93 m/s). 

 
Fig. 13. Relation between Relative Wind Direction and Delta Brightness 

Temperature (10GHz V-pol 19.09 m/s). 

 
Fig. 14. Relation between Coefficient A and Wind Speed (10GHz H-pol). 

 
Fig. 15. Relation between Coefficient B and Wind Speed (10GHz H-pol). 
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Fig. 16. Relation between Coefficient C and Wind Speed (10GHz H-pol). 

As shown in Fig. 14 to Fig. 16, the change in ΔTB when 
the wind speed exceeds about 15 m / s is clearly different from 
that when the wind speed exceeds about 15 m / s. It is known 
that wind waves grow when the wind speed increases and 
collapse when the wind speed exceeds a certain level. From 
this, it is considered that the feature of about 15 m / s is due to 
the collapsing waves. Another possible cause is the white 
waves that occur when the wind speed is strong. In addition, 
Fig. 12 and Fig. 14 clearly show the difference of △TB when 
observed from the front and the rear of the collapsing wave. 

When the RWD is 90 degrees, that is, when observing 
from behind the collapsing wave, the observed TB becomes 
large; when RWD> 90 degrees, that is, when observing from 
the front of the collapsing wave, the observation becomes 
small. 

V. EXPERIMENT 
Sea wind direction, wind speed, sea surface temperature, 

precipitable water, cloud water estimations are conducted. 
Using Equations (11) to (14) and Table II described in the 
previous chapter, the effect of the relative wind direction on 
the brightness temperature can be understood. Therefore, by 
adding the brightness temperature derived using this equation 
and the coefficient to the microwave radiation transfer 
equation of Wentz, the radiation transfer equation considering 
the relative wind direction can be obtained. 

This function is non-linear. Therefore, to determine the 
physical quantity at sea from the brightness temperature at the 
upper end of the atmosphere, the inverse problem must be 
solved. To solve this reverse problem, we used Simulated 
Annealing, which was proposed by Arai. The luminance 
temperature used for the estimation was ASMR-E Level 1B 
(horizontal and vertical polarization 6,10,18,23 GHz band), 
which was the same as the data used in the previous chapter. 
The estimated physical quantities are sea surface temperature 
SST, sea surface temperature WS, relative wind direction 
RWD, precipitable water PW, and cloud water volume CW, 
and the estimated location is over the Pacific Ocean (20-60 
north latitude, 180-230 east longitude). 

The correct answer data used to compare the estimation 
results is the global meteorological data GTAD83.2 provided 
by UCEP, which is also the same as the one used in the 
previous chapter. As in the previous chapter, linear 
interpolation was performed to positionally correspond to the 
ASMR-E data. The standard deviation between the value 
estimated from the luminance temperature of AMSR-E and 
the correct answer value obtained from GTAD83.2 was used 
as the standard deviation. The standard difference was derived 
by Equation 15. 

𝐴𝑐𝑢 = �∑ (𝐴𝑛𝑠𝑖−𝑋𝑖)2𝑛
𝑖=1

𝑛
           (15) 

where Acu is the estimation accuracy, Ansi is the correct 
value obtained from GTAD83.2, Xi is the estimated physical 
quantity, n is the data number, and d is the total number of 
estimated data. In addition, when calculating this estimation 
accuracy, the estimation point where the error (energy E) due 
to simulated annealing was clearly large was rejected because 
the estimation result is clearly wrong. Table III summarizes 
the estimation accuracy of each estimated physical quantity. In 
addition, Table III also summarizes the estimation accuracy 
when estimating with the conventional model as a target for 
comparison. The data numbers are shown in Table I. 

The conventional model is a method using Wentz's 
microwave radiation transfer equation and improved simulated 
annealing by Arai and Sakakibara. Hereafter, the algorithm 
when considering the influence of the relative wind direction 
derived in this study is called the modified model and is 
distinguished from the conventional model. The modified 
model is Wentz's microwave radiation transfer equation 
modified by the influence of the relative wind direction shown 
in the previous chapter. Regarding the wind speed, the 
estimation accuracy improved except for data 1. The reason 
why the estimation accuracy of data 1 deteriorated is that it is 
estimated at the same time. 

It is probable that the estimation accuracy of the relative 
wind direction was poor. On the contrary, the data 3 in which 
the estimation accuracy of the relative wind direction is 
greatly improved also greatly improves the estimation 
accuracy of the wind speed. It can be seen that to improve the 
accuracy of wind speed estimation in consideration of the 
relative wind direction, it is necessary to improve the 
estimation accuracy of the relative wind direction. However, 
the effect of the relative wind direction on the observed 
luminance temperature is small compared to other physical 
quantities estimated at the same time. Therefore, in the 
estimation method used in this study, it is considered that the 
estimation accuracy of the relative wind direction deteriorated 
due to the error that occurred when calculating other physical 
quantities. 

Compared to data 1 and data 2 observed in summer, the 
estimation accuracy of wind speeds in data 3 and data 4 
observed in winter has improved significantly. This is thought 
to be because the relative wind direction has a stronger effect 
in winter when the wind is strong than in summer when the 
wind is weak. 
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TABLE III. SUMMARY OF THE ESTIMATION ACCURACY WHEN 
ESTIMATING WITH THE CONVENTIONAL MODEL AS A TARGET FOR 

COMPARISON 

Model No
. 

SST[K
] 

WS[m/s
] 

RWD[deg
] 

PW[kg/m2

] 
CW[kg/m2
] 

Existing 1 2.63 2.13 86.92 2.45 0.004 

  2 1.26 2.39 67.69 1.28 0.08 

  3 1.53 2.01 62.65 2.92 0.08 

  4 1.32 2.52 52.64 2.75 0.07 
Propose
d 1 0.96 2.15 99.76 2.25 0.04 

  2 1.19 1.91 56.53 1.83 0.1 

  3 1.71 0.78 18.12 1.3 0.01 

  4 1.37 1.76 68.02 1.29 0.05 

Since the estimation method used in this study is a method 
of estimating physical quantities at the same time, the 
estimation accuracy of other physical quantities is affected as 
well as the change in the estimation accuracy of the wind 
speed, as shown in Tab1e III. The accuracy of sea surface 
temperature estimation has improved in summer, and the 
accuracy of precipitable water estimation has improved in 
winter. 

VI. CONCLUSION 
By comparing the observed brightness temperature 

affected by the relative wind direction with the observed 
brightness temperature not affected, the effect of the relative 
wind direction on the observed brightness temperature was 
found. In particular, we were able to extract clear features in 
horizontally polarized waves. In addition, these features could 
be expressed by equations and coefficients. In the case of the 
data used in this study, it was found that the estimation 
accuracy of the wind speed changed by using the model in 
which the proposed relative winds direction affects the 
luminance temperature. 

When the estimation accuracy of the relative wind 
direction estimated at the same time was relatively good, the 
estimation accuracy of the wind speed was also improved. 
However, if the estimation accuracy of the relative wind 
direction estimated at the same time is poor, the estimation 
accuracy of the wind speed may also deteriorate. Therefore, it 
was also found that it is necessary to improve the estimation 
accuracy of the relative wind direction in order to improve the 
estimation accuracy of the wind speed by the proposed model. 
In addition, the proposed model is a symmetric function with 
the observed brightness temperature deviation as the peak 
when the relative wind direction is 90 degrees, and it is 
considered that the deviation becomes smaller when the 
relative wind direction is smaller or larger than this. 

Considering that the quadratic function approximation is 
the first-order approximation, the relationship between the 
relative wind direction and the observed brightness 
temperature was approximated by a quadratic equation. 
However, it is necessary to consider a more appropriate 
approximation function in consideration of physical grounds. 

In this study, the effect of the relative wind direction on 
the luminance temperature was attributed to changes in 
reflectance. Especially when the wind speed exceeds about 15 
m, the optimum approximation formula can be obtained by 
understanding the physical phenomena related to the relative 
wind direction, such as the change in brightness temperature 
due to the collapsing waves that occur when the wind speed is 
strong, it is conceivable then. 

In this study, the proposed method was evaluated by 
comparing it with the conventional method using NCEP 
GDAS as the correct answer, but the errors included in NCEP 
GDAS will be examined in the future. The error analysis and 
sensitivity solution in the simultaneous estimation of multiple 
physical parameters and the simultaneous estimation for 
improving the accuracy of wind direction determination are 
left to the references. 

VII. FUTURE RESEARCH WORK 
In this paper, we have shown a method for classifying each 

pixel for a certain image, but the proposed method can be 
applied not only to images but also to various sets with values 
for each element, such as remote sensing, GIS, and it is 
considered that it can be widely applied to other data mining. 
Further research works are required for the other applications 
not only rice paddy field detection with SAR imagery data. 
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Abstract—e-Learning has transposed the perception of 
teaching and learning considering knowledge delivery and 
knowledge acquirement. Today, e-learning participants access 
and upload their materials at any time and at any place since e-
learning technologies are typically hosted on the cloud. Cloud 
computing has embellished the base platform for the future of e-
learning, however, security and privacy remains a major 
concern. Cloud-hosted e-learning technologies as they are 
accessed over the internet suffer from the same risks to 
information security aspects namely availability, confidentiality, 
and integrity. In such a context, data authenticity, privacy, access 
rights and digital footprints are vulnerable in the cloud. Research 
in this domain focuses on specific components of cloud and e-
learning without covering a holistic view of applied 
cryptographic techniques and practical implementation. Hence, 
aiming at the various security aspects and impacts of cloud-based 
e-learning technologies, this paper puts forward reviewing the 
various cryptographic techniques used to secure data across the 
whole end-to-end cloud-based e-learning service spectrum using 
systematic review and exploratory method. The results obtained 
define several sets of criteria to evaluate the requirements of 
cryptographic techniques and propose an implementation 
framework across an end-to-end cloud-based e-learning 
architecture using multi-agent software. 

Keywords—e-Learning; cloud computing; data management; 
pseudonymization; data deduplication 

I. INTRODUCTION 
In a world where the internet is the most potent 

communications enabler, humanity has transcended orthodox 
teaching and learning ways and made them global with e-
learning where information, communication and digital 
technologies are utilized to ease the learning process. The e-
learning concept has offered an effective educational tool that 
is accessible from anywhere to anyone encompassing 
professionals, scholars, teachers, and students by combining 
the virtues of the internet and the wisdom of knowledge. The 
efficacy of e-learning is improvised by enhancing the training 
of teachers, curriculum developments, assessments reforms and 
infrastructure optimization in a holistic manner. e-Learning has 
enriched the economic growth in various countries and has 
reduced the digital divide between countries, societies, and 
communities. The introduction of e-learning technologies in 
patriarchal or male-supremacist communities allows the 
emancipation of girls without bypassing societal norms. 
Underserved students can make use of this method to study at 
their own pace and improve their participation abilities and 
cognitive growth. Hence, through the dissemination of 
programs, gender gaps can be narrowed across the whole 
human diaspora. The recent COVID-19 pandemic has 

increased the demand for e-learning platforms since traveling 
has been inhibited owing to recurrent lockdowns. Thus, to be 
fully transformative, e-learning should be integrated formally 
into curriculum creation and teacher training and informally 
into the habits of students [1]. Cloud computing platforms have 
diversified the conceptualisation of delivering education using 
modern e-learning methods. However, this base platform for 
the future of e-learning is vulnerable to security threats and 
privacy issues. 

A. Modern e-Learning Technologies 
Modern e-learning involves the delivery of courses to 

people in an automated or virtualized form such as videos and 
interactive methods or via formal teaching from teachers in a 
personal form via the internet using digital technologies [1, 2]. 
Virtual learning leans on the visual acumen of protagonists to 
help the users present and understand topics, study at any time 
anywhere without teacher intervention, the ability to edit, 
update and share materials without prior notification and 
synchronization between teachers and students. Moreover, it 
can provide an increased number of courses without logistical 
investment; increase the number of students owing to the 
flexibility, and cost-effectiveness of such learning. Using the 
virtualized form, or virtual learning, students and teachers can 
share a variety of resources, topics and materials and present 
them in a customizable and personalized format to ease 
teaching and comprehension. Whereas in a personal form or 
personal learning, students and teachers have a personal space 
on a single-use instance or continuous use instance and use 
their materials to learn and improve skills and teach 
respectively. Features of personal learning are the ability of 
users to manage teaching sessions and learning materials in 
learning platforms, multi-user interaction during e-learning 
sessions and performance and goal setting per user profile. 

Modern e-learning is cloud-based whereby the e-learning 
platforms are hosted on the cloud instead of hardware and 
software being installed, run, and administered on the learning 
provider’s premises. The educational materials in today’s e-
learning are virtualized in cloud infrastructures and it is up to 
the cloud service providers to guarantee the uptime of the 
services available to e-learning protagonists. Cloud-based e-
learning platform has triumphed due to the abilities of remote 
access, cost efficiency, open research-oriented environments, 
ability to analyze and provide insights about the behaviors of 
protagonists, the disintegration of geographical barriers and 
time constraints. 

However, where information is present, dangers to 
information are omnipresent and information traveling on the 

58 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

internet is constantly exposed to security threats. Since e-
learning systems are diversified, there is a variety of resources 
and consumers of those online resources. Collaboration, 
interconnectivity, and information sharing are the pillars of e-
learning systems so that data and the information it induces 
must be protected to maintain confidentiality, integrity, and 
availability. Information security issues in e-learning include 
data manipulation, confidentiality compromises and fraudulent 
authentications as e-learning developments always lean 
towards interoperability between learning environments, 
heterogeneous devices, multi-technology applications, and 
academic discoveries. Cloud computing readily provides this 
unified interconnected requirement for successful e-learning 
technologies. 

B. Cloud-Computing and e-Learning 
One exclusively pays the cloud services to fit and enhance 

business needs, administer infrastructure optimally and reduce 
operational costs. A wide-scale pooling of computing and 
networking resources such as processing, memory, storage, and 
bandwidth, all available on-demand, achieves this. Accessing 
those resources requires flexibility because resource 
distribution needs to be precise and fast to cater to rapid 
fluctuations in demand without service disruption or quality 
deterioration [2, 3]. Cloud-based e-learning platforms use 
cloud computing service models such as Infrastructure as a 
Service (IaaS), Platform as a Service (PaaS) and Software as a 
Service (SaaS) that are deployed in three deployment models 
named public cloud, private cloud and hybrid cloud. IaaS 
provides the physical IT infrastructure and architecture of the 
system that the clients will use and allows the clients to control 
only the infrastructure resources provided to them, not the 
underlying cloud infrastructure hosting the IaaS. 

PaaS provides services in terms of the operating system, 
hosting software and application development lifecycle-
software using which the customers can develop their 
applications that are run on virtual machines, which abstracts 
the platform from the underlying physical infrastructure. SaaS 
offers software applications as services over the internet as 
compared to usual software packages bought by individual 
clients [4]. The end-user can hence use the cloud service 
provider’s applications hosted on the cloud from anywhere at 
any time without catering for the management and control on 
the underlying platform or infrastructure. The public cloud 
deployment model delivers the cloud services readily available 
to the public while private cloud services by an organization 
are made available only to that organization and selected 
protagonists. Hybrid cloud computing is a mix of public and 
private cloud deployments to create an automated, unified, and 
fault-tolerant environment that offers modulated services based 
on user usage and requirements. 

Accordingly, cloud-hosted e-learning technologies depend 
on the internet-connected cloud resources to function. 
However, both the cloud-based e-learning technology and e-
learner are under constant threats by being connected with the 
internet. The COVID-19 pandemic has induced a rapid growth 
in cloud-based e-learning usage but this has also amplified 
attacks on such technologies. The main security concerns to 
cloud computing are browser security, authentication, privacy, 
duplication, and availability while those of e-learning are user 

authentication and authorization, data confidentiality and 
blocking, denial of service and flooding attacks. Thus, the 
similitude between security concerns of cloud computing and 
e-learning can be easily observed [2, 3]. 

This study aims to conceptualize how e-learning services 
are provided by cloud technologies, discover the various cyber 
security issues that impact cloud-based e-learning technologies, 
study the state of art cryptographic techniques used to address 
the issues in several aspects of cloud-based e-learning 
technologies, find discrepancies in application and 
implementation of such cryptographic techniques and finally 
propose solutions to those problems. The proposed approach 
will be beneficial for the research community to identify the set 
of criterias to evaluate different cryptographic techniques. 

This paper is structured as follows: Section 2 relates the 
literature review on the security impacts upon the usage of e-
learning and cloud computing technologies. Section 3 
describes the research methodology used to perform the study. 
Section 4 analyses the findings and provides results and 
Section 5 concludes the paper. 

II. LITERATURE REVIEW 
In this section, a detailed review is provided on the security 

impacts on the usage of e-learning and cloud computing 
technologies and the different cryptographic techniques applied 
along with the entire end-to-end cloud-based e-learning service 
architecture. 

A. e-Learning Technologies Security Aspects, Impacts and 
Threats 
Security threats on e-learning are the problems that can 

adversely influence the safety of e-learning end users and their 
data and also apply to user authentication, authorization, and 
confidentiality. If the usernames and passwords given to users 
to log onto the e-learning platforms are compromised, users 
may lose the ability to use the e-learning platforms and may 
risk their personal, professional, and confidential transaction 
information being accessed and misused by unauthorized 
parties. Compromised systems may be vulnerable to blocking 
attacks whereby an attacker attacks a user’s e-learning content 
and access e-learning material and flooding attacks whereby an 
attacker bombards the e-learning platform with bogus requests 
using an account so that the user loses access time [2]. In 
addition to user authentication, concerns are raised for user 
operation process tampering to damage data patterns and social 
behavior deduction through patterns to impede user privacy. 

According to the study in [2, 5], Short Message Service 
texts (SMS) can be used as two-factor authentication to 
complement usernames and passwords and prevent 
unauthorized access; biometrics such as fingerprints, iris 
recognition, or voice recognition can be used with attribute-
based cryptography; digital signatures can be used to 
authenticate identity and integrity of data and also non-
repudiation of transactions; access control lists and processes 
can be applied to the server and user resources access to 
customize access mechanisms. SaaS security by default is used 
to secure e-learning applications. Hence, the whole system 
infrastructure of servers and storage must be considered in 
terms of security impacts. To reduce threats, the authors 
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recommended including server, disaster recovery, and safety 
and management aspects. 

Aside from user authentication and authorization, private 
information protection, and data integrity protection; raising 
awareness, learning resources authenticity, seamless access, 
location privacy, digital rights, and usage anonymity should 
also be catered for e-learning security. Doing so will fulfill 
basic security criteria such as availability, integrity, 
confidentiality, authenticity, non-repudiation, and accuracy. 
Maitra and Bhatia [6] used vulnerability scanners such as 
Netsparker and N-Stalker to test e-learning platform 
vulnerabilities and proposed methodologies to ensure security. 
Both scanners identified the following vulnerabilities: SQL 
injection, cross-site scripting, directory traversal, BREACH 
attack, JavaScript library vulnerabilities, CRIME SSL/TLS 
attack, HTTP response splitting/CRLF injection, file inclusion, 
HTTP parameter pollution, HTTP authentication, and insecure 
cookies. According to Maitra and Bhatia [6], e-learning 
platform security can be accomplished in two proposed 
approaches: hierarchical and distributed. The hierarchical 
approach involves applying security in a top-down centralized 
manner across components while distributed approach applies 
different security models for every different component in the 
e-learning system while allowing interaction. 

Although e-assessment, the use of integrated information 
technologies to support assessment processes across all stages 
in its life cycle in e-learning [7] has proliferated, it has faced 
three main threats: identity misuse, disclosure of information, 
and fraudulent alteration. During an e-assessment session, 
identity misuse may happen if an attacker uses the identity of 
the real e-learning user being assessed; sensitive and private 
data transmitted may lead to the disclosure of confidential 
information Since e-assessment and e-learning data are stored 
in databases, they can be subject to alteration which is 
problematic to students and teachers in terms of data integrity. 
Those issues can be analyzed and tackled in two perspectives 
namely the educational perspective by considering learners and 
teachers scenarios and problems and using the technical 
architectural perspective to secure the information system 
running the e-assessment solutions [7]. According to [8], the e-
learning system, as well as the underlying infrastructure, 
should be evaluated for threats and risks to secure the 
subsequent technological solutions analysis and security policy 
audits by financial institutions and payments. 

Cloud-based m-learning extends the e-learning by 
expediting the delivery of educational activities, materials, and 
contents that can be readily performed and accessed at any 
time at any place via the internet using mobile devices. Since 
mobile devices are exposed to operating system vulnerabilities, 
mobile web browser vulnerabilities, untrusted applications, 
application collusion, spyware, malware attacks, data leaks, 
jailbreaks, and personal user malpractices; cloud-based m-
learning is posed to vulnerabilities. These vulnerabilities can be 
analyzed in a three-tiered architecture comprising of mobile 
device tier, network platform/provider tier, and cloud tier. 
Malicious push advertisements and SMS’s can be sent using 
mobile devices to perform distributed attacks. Vulnerabilities 
due to network tier threats are inherent to the service provider 
such as internet protocol vulnerabilities, Man-In-The-Middle 

(MITM) attacks, and malicious server agents. Generally, the 
cloud platforms are vulnerable to DNS/web spoofing, in-house 
unauthorized access, malware injection attack, authentication, 
and MITM attack, side-channel attack, virtual machine escape, 
and Denial of Service (DoS) attacks [9]. Conventionally, 
cloud-hosted applications are affected via attacks like cross-site 
forgeries and SQL injections; viruses and e-learning modules 
from session hijackings and riding affect Learning 
Management Systems (LMS). Besides, cloud data storage is 
susceptible to obsolete and insecure cryptographic storage and 
data duplication. 

B. Cloud Computing Security Aspects, Impacts and Threat 
Security concerns related to cloud computing are associated 

with basic security on aspects of data such as transmission, 
storage, and recovery, availability of applications, services, and 
data authentication demands, and browser security [2]. From a 
customer perspective and owing to the abstract nature of cloud 
and lost physical control, the following five main security 
threats have been obtained: data exposure to unauthorized 
antagonists, unauthorized access, data loss, manipulation and 
induction, Service Level Agreement (SLA) violation and 
privacy breaches. Data exposure and unauthorized access 
affect the data confidentiality requirement; data loss and data 
manipulation breaches data integrity requirement; privacy 
breaches antagonizes privacy preservation requirement while 
SLA violation goes against both data confidentiality and 
integrity. 

Threats faced by e-learning users and providers are mostly 
internet-based where the Denial-of-Service (DoS) and 
Distributed DoS (DDoS) are omnipresent threats to the 
availability of such services. Rahman et al. [5] subsequently 
explored the different attacks on cloud-based e-learning 
platforms. Firstly, the web browser, which is the user’s 
gateway to the e-learning platform exposed an ideal target for 
an attack. Phishing attacks eventuate when during the 
authentication process the user access has not been verified and 
certified. However, backdoor channel attacks negate 
authentication to prevent trusted users from accessing their 
confidential data, and virtual machine attacks involve seizing 
vulnerabilities in virtualization platforms to detach the physical 
resources to the virtual resources and reroute data access 
towards hackers. Nevertheless, insider attacks involve people 
familiar with the e-learning service provider getting access to 
the system through knowledge of system policies and 
architectures. Third-party cloud providers outsource cloud 
resources among themselves to provide high availability; 
however, this can be detrimental to user data privacy if 
policies, procedures, and contracts are not clearly defined. To 
prevent theft, unauthorized induction, and dissemination, they 
suggest disposing of the imperfect and redundant data from the 
cloud and physically. 

Since cloud computing is provided in three distinctively 
different service models, each of them has its own security 
requirements which should be analyzed. In SaaS, security 
impacts are about data security, network security, data 
integrity, data segregation, and data breaches. Security issues 
regarding PaaS affect data location, and privileged access 
while those in IaaS are web service attacks, SLA attacks, 
DDoS, MITM attacks, and DNS security. Data location 

60 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

vulnerabilities arise because it is unknown where data is stored 
and processed physically when users are accessing the 
applications on the platform [10]. Whereas privileged access 
vulnerabilities occur as a consequence of cloud providers 
potentially having all possible access rights to data residing on 
their platforms and any breach on the cloud provider side 
cascades onto the data. 

To use a cloud service over the internet, the cloud provider 
runs web service protocols that are exposed to attack using 
XML signatures breaking security between a user’s browser 
and the cloud service. Since SLAs are the legal bindings to 
service delivery between providers and users, attacks are 
possible against SLAs to exploit undefined metrics and hence 
defy quality, availability, performance, and reliability of 
resources. DDoS attacks deny important services from running 
by unleashing a tremendous number of requests, which are 
difficult to be handled by the attacked service. Usually, a 
Master controls several Slave bots to launch a DDoS on the 
Target cloud IaaS server. MITM attacks, a subcomponent of 
eavesdropping, happen when the attacker positions itself 
between the cloud user and the cloud IaaS server to hear and 
retrieve communication and even falsify the connection [10]. 
Besides, DNS attacks occur when vulnerabilities in domain 
name services are exploited to prevent the resolution of the 
IaaS cloud environment’s domain names to the correct IP 
addresses. Both the cloud users’ and the providers’ packets can 
then get rerouted to prevent access, provoke a DoS, 
compromise credentials, falsify connections or clone queries 
and requests. 

C. Cryptographic Techniques in e-Learning Technologies 
To secure e-assessment in terms of personal data protection 

and hosts and network protection, the TeSLA system proposed 
transport layer security (TLS) using authorization certificates, 
public key infrastructure, and pseudonymization. TLS allows 
every entity to mutually authenticate with its peers and create 
tunnels secured with data encryption and integrity checks using 
X.509 certificates instead of passwords. TeSLA’s PKI manages 
certificates employing different certificate authorities (CA), 
revocation lists, three-layered security procedures, and 4096 
bits RSA (Rivest–Shamir–Adleman) keys for Certification 
Authority (CA) certificates [7]. Identity management and data 
protection are achieved with pseudonymous credentials 
adapted from attribute-based signatures utilizing randomized 
TeSLA IDs generated per user so that the full identity of a user 
remains anonymous. 

In contemplation of securing cloud-based m-learning 
architecture, each tier is secured in a top-down hierarchical 
manner starting with mobile devices with multi-client 
authentication, multiple firewalls, and network and exchange 
servers. Authentication and authorization protection, identity 
and key management, backup and disaster recovery, anti-replay 
techniques, state-of-the-art encryption, and protection as a 
service are solutions to protect the cloud infrastructure tier. 
Lastly, the network tier is protected using next-generation 
firewalls and application access authorization [9]. 

To secure and authenticate data storage in e-learning 
systems, hash tables and hash trees have been proposed to 
ensure data integrity for the transmission, storage, and 

processing of authentication data between a user and the e-
learning system. Encryption is performed on authentication 
information before transmission and a linear dimensional 
reduction transformation projects user data and verification 
data into lower dimensions to preserve relative vector distances 
and authentication correctness. To secure authentication data 
integrity, InterPlanetary File System (IPFS) is proposed to 
store data on a Merkle Directed Acyclic Graph (DAG) file 
structure, which combines a Merkle tree and a Guided Ring 
graph. IPFS uses SHA-1, SHA-256, and BLAKE2 
cryptographic hash functions to guarantee immutability and 
immunity to DDoS attacks on the authentication process [11]. 

To protect multi-agent e-learning platforms’ access control 
and ensure trust and reputation, a combination of Role-Based 
Access Control (RBAC) inspired models called Trust-Based 
Access Control (TrustBAC) and Trust Satisfaction and 
Reputation (T-SR) have been proposed by Asmaa and Najib 
[12]. Trust levels between users/actors/agents can usually be 
generated by using user credentials, results of past user 
interactions, user characteristics, and the context in which those 
actions occurred [12]. This allows conditions to be created to 
define safety rules to be applied in access control processes, 
simplify the generation of trust value, and trust establishment. 

Cyber-trust provides legal significance to a public exchange 
of documents over the network in e-learning environments and 
hence helps counteract cyber-attacks and cyber-espionage. 
Network Time Synchronization (NTS) provides standardized 
cyber-trust assurance for e-learning systems by using three 
layers of trust criteria expanded to the public internet 
cyberspace together with an independent Network Time 
Synchronization source. The three layers of trust criteria are the 
basic factors that combine to granularly model what a legal 
user should be and are based on five trust characteristics 
targeted, subjective, measurable, dynamics, and conditionally 
passed [13]. Independent Network Time Synchronization 
source is used because in-built time synchronization modules 
and synchronization subnets based on network time protocol 
can be compromised which can threaten end-user and e-
learning platform private keys and digital signatures while also 
endangering the whole public key infrastructure used to secure 
the communication. 

Ali and Zafar [14] recommended that, for e-learning 
security, DoS attacks and unauthorized logins can be handled 
by single sign-on authentication. Data evaluation issues at 
login and on course contents are solved using trust certificates 
and biometrics. Architecture challenges concerning data 
transmission channels and access controls are catered for using 
virtualization technologies and encrypted SSL/TLS channels 
via the web administration console. 

D. Cryptographic Techniques in Cloud Computing 
Challenges to data exposure are intercepted with the use of 

convergent encryption, homomorphic encryption, and proxy-
re-encryption. Identity-Based Cryptography (IBC) and 
Attribute-Based Cryptography (ABC) serve as potential 
cryptographic solutions for unauthorized access [3]. However, 
data loss and manipulation are mitigated using Proof of Data 
Possession (PDP) and Proof of Retrievability (POR) while 
Privacy breaches’ cryptographic solutions are searchable 

61 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

encryption and are achieved using Private Information 
Retrieval (PIR). PDP checks if remote cloud servers have 
outsourced data using a challenge-response protocol. A client 
using PDP can check if a file is stored and is available on a 
cloud server in its original form using a four-step procedure: 
pre-process, challenge, proof, and verification. POR verifies 
data integrity and data recoverability in case of failure by 
adding sentinels in data. The data owner can send a challenge 
to the cloud server using randomly selected sentinel positions 
in the data and as a response, the corresponding sentinels must 
be sent back. If it is not the case, the data are suspected to be 
modified or deleted. 

Searchable Encryption allows a cloud server to search 
encrypted data using information that the data owner or client 
has previously provided. This is called a trapdoor [3]. The 
cloud host hence does not know the exact query nor the data 
that matches the query thus providing confidentiality with 
searching ability. The data owner or a cloud client can receive 
the data locally and decrypt it while saving bandwidth. There 
are two types of searchable encryptions: symmetric and public 
keys. PIR schemes provide clients with the ability to request 
data from cloud servers without revealing which item is being 
retrieved to the storage itself hence protecting curious cloud 
providers. PIR is available in two schemes: computation PIR 
(cPIR) which provides privacy from computationally linked 
servers and information theoretic PIR (itPIR) which provides 
privacy for computationally independent servers. 

 Convergent encryption, a content hash keying 
cryptosystem, both protects data outsourced to the cloud and 
ensures client-side data duplication so that the storage can host 
only one copy of a file regardless of the number of users 
accessing it. In client-side deduplication, convergent 
encryption provides two levels of encryption, symmetric data 
encryption level, and asymmetric key encryption level. At the 
data encryption level, an enciphering key, K, is derived from 
the data itself using a one-way hash function and used to 
encrypt the data so that the same data encrypted by several 
users will produce the same encrypted data, which will be 
stored only once [3]. At the asymmetric key encryption level, 
the depositor uses the recipient’s public key and asymmetric 
encryption to encrypt the key K, to be shared alongside user 
metadata. 

Homomorphic encryption algorithms allow third parties to 
perform deterministic computations on encrypted data to 
ensure privacy preservation [3]. Homomorphic mechanisms 
also allow private queries whereby the client sends an 
encrypted query and the cloud server replies with an encrypted 
response without looking at the query itself. A user can also 
save encrypted data on the cloud and then have the cloud 
server retrieve only some files that when decrypted satisfy 
some conditions without the server having decrypted the data. 
To provide data secrecy against cloud providers, proxy re-
encryption algorithms usage has officiated the cloud storage 
outsourcing storage clouds use proxy re-encryption algorithms 
to provide data secrecy against cloud providers [3]. If a cloud 
entity wants to access cloud data from a depositor, the cloud 
server must first re-encrypt the data using the cloud entity’s 
public key and the server’s public master key while 
considering privileges granted. 

To secure user data storage and access on the cloud, Pavani 
et al. [15] performed a comprehensive review of several types 
of Attribute-Based Encryption (ABE) where each user is 
identified by a set of attributes. For key policing, by assigning 
a range of attributes to each user within a control tree, 
Encryption Key Policing attributes (KP-ABE) are used in 
general. En route towards the use of non-monotonic access 
structures, that used control doors such as NOT operations in 
the control framework, the Expressive Main Regulation ABE 
(EKP-ABE) which is an expanded version of Key-Policy ABE 
(KP-ABE) has been proposed. To protect the user’s privacy, 
Ciphertext-Policy ABE (CP-ABE), an inverse iteration of KP-
ABE uses a series of attributes for the user’s private key to feed 
the cyphertext to an access framework. To integrate multiple 
data domains and associated processes, Hierarchical Attribute 
Dependent Encryption (HABE) ensured data consistency and 
accuracy throughout the system. 

To protect user revocation, Multi-Authority ABE (MA-
ABE) uses secured encryption that processes encryption using 
global public parameters. Additionally, for file protection, File 
Hierarchy ABE (FH-ABE) encryption scheme is used where 
files are protected based on the layered entry layout. Pertaining 
to encryption where users encrypt data based on attributes 
induced by measuring user’s characteristics and corresponding 
assigned weights, Ciphertext-Policy Weighted ABE (CPW-
ABE) was suggested as an efficient ABE. Moreover, to prevent 
the disclosure of data owners’ and data users’ sensitive data, 
Policy Hidden ABE (PH-ABE) has been used [16]. Multi-level 
ABE (ML-ABE) allows data to be encrypted through multi-
level access control schemes whereby users can access only 
parts of data. Partially hidden access policies are maneuvered 
to hide the private information attributes and fully hidden ABE 
policies are used to hide private information and their values. 

Policy Hidden Outsourced ABE (PHO-ABE) allows a user 
to delegate the decryption process execution to a semi-trusted 
server but keeps the ability to verify decrypted data 
correctness. To perform user authentication, Attribute-Based 
Signatures (ABS) have been proposed whereby the user must 
hold a set of attributes satisfying an access policy to sign a 
message. An attribute authority generates user attributes and 
private keys, and a verification entity verifies generated 
signatures [16]. Multiple Authority ABS (MA-ABS) allows 
multiple authorities to manage attributes and private keys. 
Attribute-Based SignCryption (ABSC) logically combines 
ABE and ABS in one-step to provide fine-grained and granular 
access control, authentication of data origin, and data 
confidentiality. 

There is a certain cryptographic method, the location-based 
encryption method, which allows encryption and decryption to 
be possible only at a specific location using location details to 
generate cryptographic keys. Relatively, a hybrid algorithm, 
comprising of both the symmetric Advanced Encryption 
Standard (AES) algorithm to encrypt data and the asymmetric 
Rivest-Shamir-Adleman (RSA) algorithm to encrypt the AES 
private key for key exchange are used to protect data [17]. The 
fast computation of symmetric algorithms and the high security 
of asymmetric key pairs prevent HTTP-centric brute force 
attacks while guaranteeing secure key exchange. 
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Cognitive cryptography is used for intelligent data 
management which involves managing strategic, confidential, 
and secret data, following protocols to verify every information 
holder, managing semantic information that data contains, and 
managing data at all the operational levels of the organization 
entity. In cognitive cryptography, data are secured using 
unique personal information from biometrics and using 
semantic information that distinctly identifies individual 
features of a participant [18]. The cognitive cryptographic 
protocol involves concealing and encrypting data by splitting 
and distributing it among a selected group of secret and trusted 
entities that are identified and verified using their biometric 
characteristic information and their selected personal features’ 
semantic description. 

The review indicates that there are significant research gaps 
given the security impacts and issues on cloud-based e-learning 
platforms. e-Learning technologies deal with end-user data 
such as personal information, location, behavioral patterns, 
digital footprints, and intellectual properties such as 
applications, notes, videos, and research. Since cloud 
computing deals with the transmission, storage, processing, 
and access of this e-learning data, the analysis and 
recommendations cover a broad view and multiple aspects of 
the entire cloud-based e-learning service. 

III. METHODOLOGY 
This section demonstrates the methodology used for 

reviewing the literature of e-learning and cloud computing 
security and also on the analysis of the identified concerns. An 
empirical study was performed using qualitative techniques 
and systematic review as the research instruments for the 
technical analysis of documents. A systematic review was 
employed in selecting and critically appraising research 
relevant to the domain. The documents focus on e-learning 
technologies, cloud computing, information security, security 
impacts, and cryptographic techniques on e-learning and cloud 
computing. These technical documents have been reviewed to 
learn about how cloud-based e-learning technologies work and 
about the latest advancements in security aspects and 
cryptographic techniques in cloud computing and e-learning. 
The development of cryptography in the recent years related to 
the theme of cloud-based e-learning is evaluated from the 
literature using chronological and thematic methods. The 
results are categorised thematically based on functionalities, 
security aspects and different cryptographic techniques. Based 
on the evaluation, several criterias have been thematised to 
propose an implementation framework in which a critical 
appraisal has been performed on these findings in order to 
formulate recommendations based on different scenarios. 

IV. RESULTS AND DISCUSSION 
Following the study of the state of art in cryptographic 

techniques applied to cloud-based e-learning systems, the 
following observations have been made: 

1) The entire end-to-end high-level architecture of the 
cloud-based e-learning service that includes the end-user, the 
administrators, the internetwork, and the cloud service 
including servers and storage must be considered when 

analyzing the cyber security threats faced and the 
cryptographic techniques used to protect the various aspects of 
information. 

2) The aspects that require protection are Confidentiality, 
Integrity, Availability, Authenticity, Accuracy, and Non-
Repudiation. 

3) We propose to use a hybrid form of hierarchical and 
distributed approaches to break down each component of the 
end-to-end cloud-based e-learning system in a top-down 
manner and analyze each component separately. 

4) The end-to-end cloud-based e-learning system can be 
broken down into three tiers, namely, User Tier, Network Tier, 
and Cloud Tier. 

5) The user tier consists of the end-user devices and 
services accessed by a web browser or an e-learning 
application. End users can be students, teachers, or 
administrators. 

6) The network tier consists of the internetwork services 
provided by a network provider or an internet service provider. 
Usually, TLS/SSL and IPSec VPN technologies are used to 
secure the connection. 

7) The Cloud tier embodies the server and storage 
infrastructure that is broken down based on IaaS, PaaS, and 
SaaS service models. The cryptographic techniques specifically 
used in the Storage component of the Cloud Tier are also 
analyzed as an independent entity aside from service models. 

8) Each tier has its functionality and security aspect 
requirements, which are fulfilled by cryptographic techniques. 

9) Several criteria have been extrapolated from 
information gathered and are considered when using 
cryptographic techniques to fulfill the requirements. 

10) While the use of cryptographic techniques has been 
theorized and implemented in some capacity, no explicit 
method or framework has been defined for their 
implementation across the whole cloud-based e-learning 
spectrum. 

A. Cryptographic Techniques Tabulation 
These ten observations exhibit several inferred criteria, and 

the different cryptographic techniques used in the User Tier 
and the Cloud Tier as tabularized below. The Cloud Tier 
includes the Storage, IaaS, PaaS, and SaaS cloud computing 
services. Table I depicts the functionality of end-user devices 
and security aspect requirements when accessing a web 
browser or an e-learning platform that uses cryptographic 
techniques. 

Table II represents the Storage Cloud Tier to analyze the 
storage component of cloud-based services to protect the 
various aspects of information. 

Table III depicts the IaaS Cloud Tier that explores the 
security aspects of the running applications and different 
workloads in the cloud. 

Table IV illustrates the PaaS Cloud Tier to analyze the 
security aspects of developing and managing application 
functionalities and the corresponding cryptographic techniques. 
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TABLE I. USER TIER 

Functionality Cryptographic Technique Security Aspect 

1. Access Control 
and Trust 
Establishment 

• TrustBAC model 
• TSR Model 
• PKI 

Confidentiality 
Integrity 
Availability 
Authenticity 
Non-Repudiation 

2. Authentication • Biometrics driven ABC 
Confidentiality 
Integrity 
Authenticity 

3. Course Content 
Security • Trust Certificates 

Confidentiality 
Integrity 
Authenticity 
Non-Repudiation 

4. E-Assessment 
• Location-Based 

Cryptography 
• Pseudonymization 

Confidentiality 
Integrity 
Availability 
Authenticity 
Accuracy 

5. Usage Anonymity 

• Pseudonymous 
credentials (ABC) 

• Location-Based 
Cryptography 

Confidentiality 
Accuracy 

6. Anonymous 
Search • Searchable Encryption Confidentiality 

Accuracy 

7. Anonymous 
Retrieval • PIR 

Confidentiality 
Availability 
Accuracy 

8. Client-Side 
Deduplication • Convergent Encryption 

Confidentiality 
Integrity 
Availability 
Accuracy 

9. Client-Side 
Availability 
Check 

• PDP 
Confidentiality 
Availability 
Accuracy 

10. Client-Side 
Integrity and 
Recoverability 
Check 

• POR 
Confidentiality 
Integrity 
Availability 

TABLE II. STORAGE TIER 

Functionality Cryptographic 
Technique Security Aspect 

1. File System 
Security 

• IPFS hash functions 
(SHA-1, SHA-256, 
and BLAKE2) 

Confidentiality 
Integrity 
Availability 
Accuracy 

2. Data Deduplication • Convergent 
Encryption 

Confidentiality 
Integrity 
Availability 

3. Data Privacy 
Preservation 

• Homomorphic 
Encryption Confidentiality 

4. Data Secrecy • Proxy Re-encryption Confidentiality 

5. Data Availability 
Check • PDP 

Confidentiality 
Availability 
Accuracy 

6. Data Integrity and 
Availability Check • POR 

Confidentiality 
Integrity 
Availability 
Accuracy 

7. Anonymous 
Search 

• Searchable 
Encryption 

Confidentiality 
Accuracy 

8. Anonymous 
Retrieval • PIR Confidentiality 

Accuracy 

9. Data Signing  • ABSC 
Integrity 
Authenticity 
Non-Repudiation 

10. Intelligent Data 
Management 

• Cognitive 
Cryptography 

Confidentiality 
Integrity 
Availability 
Authenticity 
Non-Repudiation 
Accuracy 

TABLE III. IAAS TIER 

Functionality Cryptographic 
Technique Security Aspect 

1. Access Control and 
Trust Establishment 

• NTS-based Cyber 
Trust 

Confidentiality 
Availability 
Authenticity 
Non-Repudiation 
Accuracy 

2. Virtual Machine 
and Block Data 
Deduplication 

• Convergent 
Encryption 

Confidentiality 
Availability 
Authenticity 

3. Storage Replication 
for Disaster 
Recovery 

• PHO-ABE 
Confidentiality 
Availability 
Accuracy 

4. Virtual Machine 
Encryption • MA-ABE 

Confidentiality 
Availability 
Accuracy 

TABLE IV. PAAS TIER 

Functionality Cryptographic 
Technique Security Aspect 

1. Authentication of 
different types of 
users 

• HABE 
Confidentiality 
Availability 
Authenticity 

2. User-based 
Encryption • CPW-ABE 

Confidentiality 
Availability 
Accuracy 

3. Data Replication 
between Cloud 
Providers for High 
Availability 

• PHO-ABE Availability 
Accuracy 

Table V describes the SaaS Cloud Tier to inspect the 
security aspects of ready-to-use cloud-hosted application 
functionalities and the corresponding cryptographic techniques. 

TABLE V. SAAS TIER 

Functionality Cryptographic 
Technique Security Aspect 

1. Authentication, 
Authorization, and 
Access Control 

• RBAC 
• KP-ABE 
• CP-ABE 

Confidentiality 
Availability 
Authenticity 

2. File Storage 
Encryption • FH-ABE Confidentiality 

Accuracy 
3. Policy-Based 

Encryption • PH-ABE Confidentiality 
Accuracy 

4. Object Storage 
Encryption • ML-ABE Confidentiality 

Accuracy 

5. File Level Replication • PHO-ABE 
Confidentiality 
Availability 
Accuracy 

6. File Signing • ABSC 

Integrity 
Authenticity 
Non-Repudiation 
Accuracy 
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B. Criteria Definition 
The criteria below define what cryptographic techniques 

need to provide and what can be used to measure and evaluate 
the application of cryptography in fulfilling the requirements 
previously mentioned. The criteria consider the security needs 
of end-users of cloud-based e-learning technologies while 
entirely leaving the implementation specifics upon the cloud-
based e-learning provider. 

1) Authentication Criteria: The authentication mechanism 
should use cryptographic personalized based on the attributes 
of the users so that third-party attributes do not define the key 
generated per user. 

2) Access Control Criteria: Access control and trust 
establishment cryptographic techniques should be used 
granularly based on user identity and attributes following the 
principles of least privilege and separation of privileges 
principle. 

3) Pseudonymisation Criteria: Cryptographic techniques 
should ensure that a user’s e-learning activity and data cannot 
be used for traceability and inference basis. 

4) Anonymous Searching Criteria: Cryptographic 
techniques should ensure that any e-learning user can perform 
searches on encrypted data stored on the cloud without 
revealing what the original data is, to protect intellectual 
property and integrity. 

5) Anonymous Retrieval Criteria: Cryptographic 
techniques should ensure that any e-learning user can retrieve 
encrypted data and part of encrypted data on the cloud without 
revealing what the original data is, to protect intellectual 
property and integrity. 

6) Anonymous Storage Criteria: Cryptographic techniques 
should ensure that any e-learning user can store encrypted data 
stored on the cloud without revealing what the original data is. 

7) Deduplication Criteria: Cryptographic techniques 
should ensure that data is not duplicated when stored on the 
cloud, whether at the source client-side or the destination cloud 
side. 

8) Replication Criteria: Cryptographic techniques should 
ensure the high availability of data stored on the cloud through 
replication without revealing what the original data is. 

C. Proposed Implementation Framework 
The application and implementation of the above 

cryptographic techniques along the end-to-end cloud-based e-
learning architecture can be done in a holistic and guided 
software framework as follows: 

1) A multi-agent system consisting of software agents 
could be installed on all users’ devices including computers, 
smartphones, and tablets to perform various activities based on 
each user’s roles and attributes. 

2) Administrators could manage cryptography applied to 
cloud storage and each of the cloud service models of IaaS, 
PaaS, and SaaS. 

3) Students could encrypt, decrypt, sign, authenticate, 
manage keys, choose ciphers, verify certificates and signatures 
and check e-assessment cryptography features based on the 
roles, privileges, and attributes they have been assigned. 

4) Since high-end and computationally intensive 
cryptographic techniques have been proposed, the underlying 
cloud infrastructure could be provisioned with adequate 
resources such as Graphical Processing Units (GPU), virtual 
GPUs (vGPU), and memory, to handle both Cloud Tier 
cryptographic processes and to sustain client-side ones that 
could be outsourced to them via the agents. 

5) The locally installed software agents could use the 
available end-user device resources to perform calculations if 
the device can support such activities using inbuilt technology 
such as trusted platform modules in the case of computers and 
laptops or encryption chips for smartphones. 

6) The local agents could interface with web browsers 
installed on the end-user devices and provide access to the e-
learning services through a web portal without affecting user 
experience or adding ambiguity. 

7) If the e-learning platform being accessed provides a 
VPN to the end-user to access its services, the software agent 
could be the local endpoint of the VPN to the user, providing 
both token generation and authentication interface and web 
access to the service via web browser integration. 

8) The software agent could also automatically or 
interactively install security certificates in the web browsers to 
which it is integrated. 

9) The software agent could be integrated into the cloud 
service management console provided to the administrators by 
cloud providers via their application programming interfaces. 

10)  Finally, the administrators could implement and 
administer the PKI that governs the certificates being used 
using the software agent. 

V. CONCLUSION 
The use of cloud computing and its service models to 

deliver e-learning technologies, followed by the impact on 
cyber security aspects and threats was reviewed systematically. 
The innovative cryptographic techniques used in cloud 
computing and e-learning have been presented in terms of 
authentication, access control, pseudonymization, data storage, 
and access. It was observed that instead of a holistic approach 
to cryptography, only specific aspects of cloud-based e-
learning were focused on and that no explicit implementation 
guidelines nor framework currently exist. As a result, this 
comprehensive review provides a holistic tabulation of 
cryptographic techniques for cloud-based e-learning. It also 
defines a set of criteria that can be used to evaluate whether the 
existing cryptographic techniques are fulfilling the 
requirements as needed. Finally, a framework is proposed to 
implement cryptographic techniques in a unified way across an 
end-to-end cloud-based e-learning architecture using multi-
agent software. The empirical results are considered in the light 
of some limitations to the existing literature in cryptography 
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for cloud-based e-learning technologies. For future work, a 
theoretical framework will be implemented via a holistic 
approach using different cryptographic techniques. This will 
lead the pathway to practical implementations of the 
framework. 
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Abstract—The antenna is a critical component of the 

communication system. The antenna is used in wireless 

communication for signal transmission and reception over long 

distances. There are numerous sorts of antennas, such as wire 

antennas, traveling wave antennas, reflector antennas, microstrip 

antennas, and so on. The application of antennas is determined 

by the antenna's attributes as well as the frequency range of 

operation. As a result, it is vital to understand the behavior of 

antennas over a wide range of operations and select the optimum 

antenna for the application. The performance parameters of the 

antenna determines its efficiency. VSWR, Return Loss, 

Directivity, Bandwidth, and more parameters are available. As a 

result, one of the primary areas of focus is antenna analysis. In 

this study, we simulate various antenna types and derive 

performance parameters such as return loss, directivity, and so 

on. MATLAB will be used to simulate the antenna at various 

frequencies. When all of the parameters are taken into account, 

the analysis becomes quite tough. In this case of ambiguity, we 

use fuzzy logic to calculate the antenna's performance index. A 

variety of antenna parameters will be fed into the fuzzy inference 

system, which will make a judgment based on a set of rules. The 

crisp numbers are turned into fuzzy values using the fuzzification 

process, then evaluated and defuzzied to obtain the antenna's 

performance index. The fuzzy inference system will be developed 
in MATLAB, and the overall system will be modeled in Simulink. 

Keywords—Antenna; antenna element; function; fuzzy logic 

function; fuzzy inference system; Matlab; Simulink 

I. INTRODUCTION 

A radiated element is a type of electrical equipment that 
converts electric power into radio waves, allowing the signal to 
be transmitted over open space. It also converts incoming radio 
signals to electrical impulses. As a result, in the field of 
wireless communication systems, the antenna is extremely 
significant. Several things influence antenna selection. The 
frequency of operation [1], as well as the application, are two 
of these criteria. The antenna's performance is determined by 
numerous criteria such as return loss, reflection coefficient, and 
voltage standing wave ratio. In this research, multiple antenna 
topologies are modeled for performance characteristics for 
different frequencies using MATLAB's antenna [2] toolbox. 
These parameters are fed into the fuzzy inference system, 
which analyzes the antenna's performance while taking all of 
the parameters into account. The fuzzy inference system is 
created using a rule set drawn from antenna experts' 

knowledge. Using fuzzy rules, the crisp values are fuzzified [3] 
and assessed for performance, while the linguistic values are 
defuzzified to crisp values. The proposed fuzzy inference 
method is used to analyze the antenna's performance. Simulink 
is used to model the system, and the performance of the 
antennas at various frequencies is assessed, as well as the 
performance variation of the antennas regarding frequency, is 
plotted. This study addresses the construction of a system that 
uses fuzzy logic to examine the performance of antenna 
configurations. The antenna structures are simulated in this 
step using the MATLAB antenna design toolkit, and the 
performance parameters are extracted. These collected 
parameters are fed into the analyzer, which determines the 
antenna's performance. Lotfi A. Zadeh published a study on 
fuzzy logic in 1964. Zadeh continued to develop the fuzzy set 
theory between 1965 and 1975. Fuzzy logic arose as a result of 
the challenges experienced by standard mathematical 
techniques in constructing and evaluating complicated systems. 
The performance study of the antenna structure is particularly 
complex because the parameters that determine performance 
must be considered and studied at the same time. The fuzzy 
inference system described in this paper was designed to avoid 
this complexity [4]. The first research team considers the use of 
fuzzy logic in educational institutions. It discusses how fuzzy 
logic can be used to analyze student performance. The marks 
earned by pupils are fed into the fuzzy inference system, which 
evaluates the student's performance. The rectangular microstrip 
antenna [5] was modeled and simulated. It also provided a 
method for integrating Matlab into Visual Basic. Matlab is a 
great tool for designing and simulating antenna structures of all 
types. The tool provides a detailed explanation of the 
performance parameters of the designed antenna. [6] Proposes 
utilizing Matlab to construct and analyze a parabolic reflector. 
[7] examines the analysis of E-plane and H-plane normalized 
patterns. Analysis of the parabolic reflector, such as f/D, gain, 
and radiation patterns, was performed, and the appropriate 
results were provided. A second study team considers faculty 
performance evaluation in educational institutions. In this 
research, we propose the creation of a fuzzy inference system 
to evaluate the antenna's performance. MATLAB is used to 
simulate the many types of antennas [8] describes the modeling 
of a rectangular microstrip antenna using Matlab and Visual 
Basic. [9]. Shows a Matlab simulation of an NxN antenna 
array, with the antenna array factor indicated for each person. It 
demonstrates the effect of increasing the directivity of the 
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beam array factor of the antenna array with an increase in 
antenna elements, as well as analyzing the effect of increasing 
the antenna elements on the array factor.[10]-[11]-[12]-[13] 
cover the design and improvement of antenna element 
performance. The design of many antennas is known in the 
literature. [14] describes the design of a square patch antenna. 
A stacked square patch slotted broadband microstrip antenna is 
described in another paper [15]. 

II. FUZZY LOGIC 

Nowadays, fuzzy control is considered an important tool 
for control, in addition, it is used for helping developers to 
solve several problems such as designing switched dynamic 
output for continuous-time. A new type of dynamic output 
feedback controllers, namely, switched dynamic parallel 
distributed compensation controllers, is proposed, which are 
switched by basing on the values of membership functions. For 
guaranteeing stabilities, and maintaining parameters values, we 
propose, for the various antenna structures, abased fuzzy logic 
functions solution to be used for performance analysis. In 
practice, type-2 fuzzy logic was initially introduced by Zadeh 
[16]. The presented technique has been proved to be very 
interesting especially in complex problems which are treating 
real-world noisy applications [17]. We know that during 
system development steps, Type-2 Fuzzy Logic (T2FL) defines 
the same lexicon of the classical type-1 FL as membership 
functions, rules, norms operations, fuzzification, inference, and 
defuzzification [18], but those terms have unlike definitions to 
picture them. The big differentiation between Type-1 and 
Type-2 FL consists essentially in kind of fuzzy sets and in the 
output processor step which precedes the defuzzification bloc; 
the type-1 MFs are certain and crisp, whereas these type-2 are 
themselves fuzzy; they are represented by a bounded region 
limited by two MFs, were corresponding to each primary MF 
(which is in [0, 1]), a secondary MF is used to the primary one. 
With regard to the output processor, in type1 FLSs it is 
represented just by the known defuzzification process (center 
of sets…), however, in type-2 FLSs it consists of two 
components: Type reduction and defuzzification; type 
reduction makes a reduction from a type-2 fuzzy output sets to 
type-1 sets and then these reduced sets will be defuzzified to 
obtain the final crisp outputs. Zadeh pioneered fuzzy logic in 
the 1960s and 1970s. Fuzzy logic incorporates human 
knowledge with operational algorithms. The computer may be 
programmed to work in the same way that the human mind 
does. Traditional logic and set theory are all about whether 
something is true or false, white or black, zero or one. Fuzzy 
logic, on the other hand, accepts all conceivable values. 

A. Fuzzy Sets 

The fuzzy set notion is simply an extension of the classical 
set concept. When compared to the classical set, the fuzzy set 
is substantially larger. The classical set has only a few 
membership options, such as true or false, '0' or '1'. 

B. Fuzzification and Defuzzification 

The values must be linguistic in order to be applied to the 
fuzzy inference system. The degree of membership in the fuzzy 
set is used to represent these linguistic values. Fuzzification 
refers to the process of transforming these crisp linguistic 
values into fuzzy linguistic values. The technique of producing 

quantitative outcomes is known as defuzzification. The fuzzy 
inference system will generate a fuzzy result that will be 
represented in terms of the degree of membership of fuzzy sets. 
Defuzzification assigns explicit real values to the membership 
degrees of fuzzy sets. 

III. IMPLEMENTATION 

In this article, several antenna topologies are simulated for 
different frequency ranges using the MATLAB antenna 
processing tool. With this collection of characteristics, 
analyzing the performance of the antenna becomes a tiresome 
task. At this point of uncertainty, the fuzzy logic idea [19] is 
used to examine the performance of the antennas while taking 
into account all of the characteristics. The antennas [20] are 
simulated for frequency ranges ranging from 1MHz to 10MHz, 
and the performance characteristics are assessed with a fuzzy 
inference algorithm to provide a performance index. The 
derived performance index is displayed versus frequency 

IV. SIMULATION RESULTS AND DISCUSSIONS 

A. Antenna Design and Simulation 

Antennas are constructed and simulated in Matlab using the 
antenna design toolbox. We primarily built and simulated five 
antenna structures: a bow-tie antenna, a monopole antenna, a 
dipole antenna, an inverted f antenna, and a helix antenna. The 
simulation yields parameters such as directivity, VSWR, and 
reflection coefficients, which determine the antenna's 
performance. The concentration of radiation in a specific 
direction is measured by directivity. It specifies the antenna's 
directionality. Efficiency affects both directivity and gain. 
Patterns can be used to simply determine directivity. The ratio 
of maximal radiation intensity to average radiation intensity is 
defined as directivity. The return loss is another key aspect that 
influences performance. It is a parameter that reflects how 
much power is lost. As a result, it is a critical element in 
determining antenna performance. The simulation's VSWR and 
reflection coefficients are retrieved and used for further 
processing. 

B. Development of Fuzzy Inference System 

 The If and Then set of rules is used to create a fuzzy 
inference system. The regulations are determined based 
on professional guidance, taking into account all factors 
of antenna performance. 

 The fuzzy system's output is the linguistic value, which 
must be translated back to crisp value. Defuzzification 
is the name given to this type of conversion. 
Defuzzification strategies include the max membership 
concept, the centroid method, the weighted average 
method, the mean max method, the center of sum, the 
center of the biggest area, and the first (or last) of 
maxima. The centroid approach is utilized for 
defuzzification in this article. The centroid approach is 
also known as the center of gravity method. 

 The fuzzy logic toolbox is used to create the fuzzy 
decision system. Performance characteristics such as 
VSWR, reflection coefficient, return loss, and 
directivity is fed into the system. Fuzzification is a 
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process that converts crisp input values to fuzzy 
language variables. 

 The core of the membership function for the given 
fuzzy set A is defined as that region of the universe 
characterized by complete and full membership in A. 
This means that the core consists of those universe 
elements x such that A (x) = 1. The set of fuzzy 
linguistic variables is referred to as the fuzzy set A. 
Triangular membership functions are studied in this 
study. 

C. Parameters of Performance 

During the simulation step performance parameters of the 
antenna are determined and the performance variation value 
parameters are presented in Table (I) to the Table (V), for bow-
tie antenna, a dipole antenna Table (II), inverted f antenna 
Table (III), a monopole antenna Table (IV), and helix antenna 
respectively. We simulated the antennas in the frequencies 
range from 1 Mhz to 10 Mhz. 

We presented values in Table (I). In practice, the obtained 
performance index parameters are optimized due to the fuzzy 
inference system, we analyze d using the fuzzy rules and the 
performance index is obtained. Table VI gives the variation of 
the performance index of various antennas at different 
frequencies. 

These performance parameters are input to the fuzzy 
inference system and analyzed efficiently by using the fuzzy 
rules. We storge, at a different frequency, performance index 
variation of various antennas in the Table (VI). We present a 
plot of performance index variation in Fig. 7. We need a 
reasonable separation range than a semantic obfuscation 
technique. At level 3, semantic obfuscation technique 
separation range came to 40.6 km, which is a high 
accomplishment regarding area protection, yet utility of 
administration is debased, while at that level enhanced 
semantic obfuscation technique accomplished balance between 
area protection and administration utility, see Table I. 

TABLE I. PERFORMANCE PARAMETERS OF BOW TIE ANTENNA 

Reflection Coefficient  0  0  0  -9e-9  -2.2e-8  -4.7e-8 - 8.8e-8  -1.5e-7  -2.4e-7  -3.6e-7  

Return Loss  0 0 3e-9 9.4e-9 2.3e-8  4.8e-8  8.8e-8  1.5e-7  2.4e-7  3.7e-7 

Directivity  18.7 -24.7  -28.2  -30.7  -32.7  -34.2  -35.6  -36.7   -37.8  -38.7 

VSWR  4.7e11  3e10  5.8e9  1.85e9  7.55e8  3.64e8  1.97e8  1.15e8  7.19e7  4.7e7  

TABLE II. PERFORMANCE PARAMETERS OF DIPOLE ANTENNA 

Reflection Coefficient  -4.5e-8  -7.2e-7  -3.7e-6 - -1.2e-5  -2.8e-5  -5.9e-5  -1.1e-4 -1.8e-4 -3e-4  -4.6e-4 

Return Loss  4.5e-8 7.2e-7 3.7e-6 1.2e-5 2.8e-5 5.9e-5 1.1e-4 1.8e-4 3e-4  4.6e-4 

Directivity  -18.2 -22.9 -24.9 -26  -26.5  -26.9  -27.2  -31.4  -31.7 -31.9 

VSWR  3.6e8  2.4e7  4.75e6  1.5e6  9.1e4 2.9e5 1.5e5 9.1e4 5.7e4  3.7e4 

TABLE III. PERFORMANCE PARAMETERS OF INVERTED F ANTENNA 

Reflection Coefficient  -1.9e-15   -6e-14 -  5e-13 - 1.7e-12  3.9e-12 - 8.34e-12  -1.5e-11  -2.6e-11  -4.2e-11 - -6.3e-11  

Return Loss  1.9e-15  6e-14  5e-13  1.7e-12  3.9e-12  8.34e-12  1.5e-11  2.6e-11  4.2e-11 6.3e-11 

Directivity  1.74  1.73  1.73  1.73  1.73  1.73  1.73  1.73  1.73  1.73  

VSWR  9e15  2.9e14  3.5e13  1.01e13  4.45e12  2e12  1.1e12  6.6e11  4.1e11  2.7e11 

TABLE IV. PERFORMANCE PARAMETERS OF MONOPOLE ANTENNA 

Reflection Coefficient  -1.37e-8  -2.2e-7  -1.1e-6  -3.5e-6  -8.6e-6  -1.8e-5  -3.36e-5  -5.8e-5  -9.3e-5  -1.4e-4 

Return Loss  1.37e-8  2.2e-7  1.1e-6  3.5e-6  8.6e-6  1.8e-5  3.36e-5  5.8e-5  9.3e-5  1.4e-4 

Directivity  -18.7  -24.7 -28.1  -30.6  -32.5  -34  -35.2  -36.3  -37.2  -38 

VSWR  1.26e9  7.88e7  1.53e7  4.9e6  2e6  9.6e5  5.1e5  3e5  1.8e5  1.2e5 

TABLE V. PERFORMANCE PARAMETERS OF HELIX ANTENNA 

Reflection Coefficient  -1e-11  -1.6e-10  -8.5e-10  -2.6e-9  -6.5e-9  -1.4e-8  -2.5e-8  -4.3e-8  -6.9e-8  -1.05e-7 

Return Loss  1e-11  1.6e-10  8.5e-10  2.6e-9  6.5e-9  1.4e-8  2.5e-8  4.3e-8  1.05e-7 1.05e-7 

Directivity  -18.4  -23.8  -26.4  -27.8  -28.7  -29.3  -29.7  -30   -30.2  -30.3 

VSWR  1.6e12  1e11  2e10  3.4e9  2.6e9  1.3e9  6.8e8  4e8   2.5e8   1.6e8 

TABLE VI. PERFORMANCE INDEXC OF VARIOUS ANTENNA AT DIFFERENT FREQUENCY 

Bow Tie  0.43032  0.430105  0.49982  0.4499817  0.4998660  0.499674  0.499878  0.49988  0.49988 0.49988  

Invertedf  0.500385  0.585188  0.585288 0.58529  0.585296  0.585295   0.585295   0.585295  0.585295 0  0.585295 

Helix  0.500856  0.4998837  0.499659  0.4996323  0.499804  0.4997788  0.49977 0.499792 0.499802 0.499804 

Monopole  0.500042  0.499877  0.499824 0.499814  0.499857  0.49987   0.499878  0.49988 0.49981  0.49969 
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Fig. 1 depicts the membership function for the input 
reflection coefficient. The fuzzy set includes the variables more 
negative(mn), negative(n), and zero(z), as indicated in the 
picture. Fig. 2 and 3 depict the rule viewer for the given set of 
inputs. Fig. 4 depicts a surface view of the variation of the 
performance index with regard to the input parameters. 

Fuzzy Surface Viewer Showing the Variation of 
Performance Index with Respect to Inputs: 

The generated fuzzy system is exported to Simulink, and 
fuzzy modeling is performed, as shown in Fig. 5. Fig. 6 depicts 
the suggested system's modeling. 

 

Fig. 1. Membership Function of the Input Variable. 

 

Fig. 2. Fuzzy Rule Viewer for Input VSWr and Directivity of the Input 

Variable. 

 

Fig. 3. Fuzzy Rule Viewer for Inputs Reflection Coefficient and Return Loss. 

 

Fig. 4. Fuzzy Surface Viewer showing the Variation of Performance Index 

with respect to Inputs. 

 

Fig. 5. Simulink Model for Fuzzy. 

 

Fig. 6. Proposed System Modeling based on Simulink. 
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Fig. 7. Performance Index Variation with to Frequency. 

Variation is evident when the performance index is plotted 
against the frequency. Fig. 7 depicts the frequency fluctuation 
of the performance index. 

V. CONCLUSION 

In this research, various antenna topologies are simulated 
using Matlab, and performance characteristics are retrieved 
from the simulation results. The antennas are simulated for 
frequency ranges ranging from 1MHz to 10MHz. Based on 
fuzzy logic, this research provides a new method for evaluating 
the performance of an antenna. The traditional mathematical 
paradigm for decision making cannot be applied to 
complicated systems such as antenna performance. As a result 
of this paper, this problem is alleviated, and an exact evaluation 
of the antenna's performance is possible. The fuzzy system is 
created, and the proposed system is modeled with Simulink. 
The constructed system is fed inputs, and the output is 
observed. The obtained performance index of the antennas is 
plotted. According to the results of the analysis, the inverted f 
antenna outperforms the other antennas studied in the 
frequency range 1MHz to 10MHz. 
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Abstract—Sorting is one of the most frequent concerns in 
Computer Science, various sorting algorithms were invented for 
specific requirements. As these requirements and capabilities 
grow, sequential processing becomes inefficient. Therefore, 
algorithms are being enhanced to run in parallel to achieve better 
performance. Performing algorithms in parallel differ depending 
on the degree of multi-threading. This study determines the 
optimal number of threads to use in parallel merge sort. 
Furthermore, it provides a comparative analysis of various 
degrees of multithreading. The implementation in this empirical 
experiment takes a group of devices with various specifications. 
For each device, it takes fixed-sized data set and executes merge 
sort for sequential and parallel algorithms. For each device, the 
lowest average runtime is used to measure the efficiency of the 
experiment. In all experiments, single-threaded is more efficient 
when the data size is less than 105 since it claimed 53% of the 
lowest runtime than the multithreaded executions. The overall 
average of the experiments shows either four or eight threads, 
with 72% and 28%, respectively, are most efficient when data 
sizes exceed 105. 

Keywords—Parallel merge sort; sort; multithread; degree of 
multithreading 

I. INTRODUCTION 
Merge sort is a divide and conquer algorithm that was 

invented by John von Neumann in 1945, it is an efficient, 
general-purpose, comparison-based sorting algorithm [1]. Most 
implementations produce a stable sort, which means that the 
implementation preserves the input order of equal elements in 
the sorted output. A detailed description and analysis of 
bottom-up merge sort appeared in a report by Goldstine and 
Neumann as early as 1948 [2]. Such divide and conquer 
algorithm recursively break down a problem into sub-
problems, making it simple to be solved easily, then combine 
the solutions of the sub-problems until the original problem is 
solved. In sorting n objects (list of array elements), merge sort 
is an efficient algorithm that has an average and worst-case 
performance of O(nlogn) [2]. 

If the running time of merge sort for a list of length n is 
T(n), then the recurrence T(n) = 2T(n/2) + n follows from the 
definition of the algorithm (apply the algorithm to two lists of 
half the size of the original list and add the n steps taken to 
merge the resulting two lists). In the worst case, the number of 
comparisons merge sort makes is equal to or slightly smaller 
than (nlogn − 2log n + 1), which is between (nlogn − n + 1) 
and (nlogn + n + O(logn)) [3]. In the section below, a pseudo-

code of merge sort is illustrated, followed by an example in 
Fig. 1, using a simple data set of {38,27,43,3,9,82,10} [4]. 

Fig. 1 illustrates how the algorithm divides all items one by 
one then combines them recursively. This approach indicates 
the possibility of applying the algorithm in parallel. Hence, 
parallel merge sort reduces the complexity to O(nlogn/t), where 
t is the number of threads, by using multi-threaded operations 
where the data is divided into equal portions and each portion 
is assigned to a specific thread. The complexity is reduced to 
O(n) but could vary according to the number of threads used 
[5]. 

Merge sort is suitable when the data structure is a linked list 
because it is a sequential access structure. Implementing a 
linked list hinders the performance of other algorithms such as 
quicksort and heapsort [6,7]. Moreover, parallel merge sort is 
frequently used in various domains, including; sorting NoSql 
databases [8], high-performance computing environments [9], 
and massively parallel architectures [10,11]. 

Algorithm 1 Merge Sort 
1: procedure Mergesort 
2: var list left ,right , result 
3: if length(m) ≤ 1 then return m 
4: else 
5: var middle = length(m) / 2 
6: for each x in m up to middle do 
7: add x to left 
8: end for 
9: for each x in m after middle do 

10: add x to right 
11: end for 
12: left ← mergesort(left) 
13: right ← mergesort(right) 
14: 
15: 

result ← merge(left, right) return result 

When it comes to executing algorithms in parallel, most 
studies show results of the performance on several processors 
[12-15]. These results will mainly rely on the specifications of 
the device and the behavior of the execution in terms of 
multithreading. The question that led to this research is, what is 
the suitable degree of multi-threading required for parallel 
merge sort? This study conducts an empirical experiment and 
highlights several factors that influence multithreading 
performance. First, the number of cores that affect 
multithreading performance and second, the given data size 
that demands multithreading when a single-threaded 
performance degrades. 
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Fig. 1. Merge Sort Algorithm. 

The contribution of this paper is to determine the optimal 
number of threads to use in parallel merge sort. Furthermore, it 
provides a comparative analysis of various degrees of 
multithreading. Each data size is examined among a 
determined number of threads, starting from one thread 
(sequential), two, four, eight, and sixteen threads (parallel). 

In Section 2, related studies were taken to see how parallel 
merge sort was implemented and what the results were. 
Section 3 explains and walks through how the experiment was 
conducted. The results are illustrated in Section 4 and 
elucidated in the discussion. Finally, Section 5 presents the 
conclusion of this study. 

II. RELATED WORK 
There have been several papers that conducted various 

researches on parallel merge sort, and they have come up with 
the following. 

Jeon [13] improved parallel merge sort by distributing and 
computing the approximately equal number of keys in all 
processors throughout the merging phases. Using the histogram 
information, keys can be divided equally regardless of their 
distribution, which evaluated the speedup showing a better 
performance by applying parallel merge sort on two different 
parallel machines: a Cray T3E and a Pentium III PC cluster on 
maximum data size of 106 × 4. 

The tested algorithm on loosely coupled parallel machines 
and the performance of the algorithm has been observed. It has 
been found that the computational time of the algorithm varies 
logarithmically for a varying number of processors scenario 
[14]. 

Uyar [5] experimented with applying parallel merge sort 
using multi-threads similar to this experiment. It stated that two 
threads could perform one merge operation simultaneously. 
One thread generates the first half of the sorted values that start 
from the minimums of the two sorted subsets. The other thread 
generates the second half of the sorted values starting from the 
maximums of the two sorted subsets. It also compared it with 
double merging by using four threads implementing it on Java. 
The comparison focused on array sizes from 10 million up to 

50 million. In this study, the array size starts from 5000 up to 
50 million to detect when executing in parallel is more efficient 
than sequential. 

A study was conducted on three parallel sorting algorithms 
(Odd-even transposition sort, Parallel rank sort, and Parallel 
merge sort) on a number of processors 2, 4, 6, 8, 10, and 12 on 
10000 integers [15]. The results proved that parallel merge sort 
was the fastest, yet the study was comparing only one input 
size and may differ when the data size increases. 

These previous studies show that merge sort could be 
conducted in parallel in several ways, giving better results than 
sequential as the array size increases [5,13-15]. Yet, these 
studies were concerned with enhancing the performance of 
merge sort without comparing the degree of multi-threading. 
Only [5] compared different array sizes that were only applied 
up to four threads on a specific range of sizes, from 106 to 106 
×5. This study experiments parallel merge sort on four 
different degrees of multi-threading in a broader range of array 
sizes from 105 to 107, which is explained in Section 3 
maintaining the integrity of the specifications. 

III. EXPERIMENT 

A. Requirements 
This experiment was implemented on Java SE8. It was 

conducted on five devices to ensure diversity in the 
environment of implementation. Moreover, to verify the results 
are not dependent on the specifications of a particular device. 
The specifications of the devices used in this experiment are 
shown in Table I. 

B. Implementation 
This experiment takes a specific data set and executes it in 

two approaches: 1) Sequential (one thread), 2) Parallel (two, 
four, eight, and sixteen threads). The source code is available 
on https://github.com/muhyidean/ParallelMergeSort.git. 

The implementation in this experiment takes a data set and 
applies merge sort for sequential and parallel algorithms. For 
sequential, it executes Algorithm 1. As for parallel, it executes 
Algorithm 2 based on the following: 

1) Data formation: The array sizes for the data sets begin 
from 103×5, 104, 104×5, 105, ... up to 107. Based on the array 
size, ten different random data sets are initiated to be 
implemented in both execution approaches. Each data set will 
be placed in a separate array and executed in each approach. 
The average runtime of ten executions for each array size is 
taken in milliseconds. 

TABLE I. DEVICE SPECIFICATIONS 

 OS Processor # Cores RAM 

Device 1 Windows Intel i5 4 16 

Device 2 Windows Intel i7 8 16 

Device 3 macOS Intel i5 4 8 

Device 4 macOS Intel i7 8 16 

Device 5 Ubuntu Intel i5 4 4 
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2) Partition process: The partitioning will be in five 
categories, one in sequential and four degrees of multi-
threading 2, 4, 8, 16. The original data set is considered the 
first partition, so it will be directly executed (sequentially). 
Then the same data set is taken and split in half making two 
data sets, each partition is assigned to a thread to run parallel. 
The process goes on for the other partitions with respect to the 
number of threads to be implemented which are two, four, 
eight, and sixteen. 

3) Thread management: The implementation for the 
parallel merge sort divides the array into sub-arrays to be 
sorted by the number of threads. The threads sort their 
assigned sub-arrays independently. Two consecutive sorted 
sub-arrays are combined by one thread. Each merging thread 
merges two sorted arrays. The merge operation follows this 
approach. Whenever the arrays are sorted, the number of 
arrays is decreased by half. During the last iteration, two 
sorted arrays are merged to produce a sorted array. This 
implementation did not use any third-party 
libraries/frameworks, it was implemented with the java thread 
package in JDK (Java Development Kit). 

Fig. 2 illustrates the partitioning process and the merging 
mechanism. Each elliptical shape is considered a thread; the 
shapes labeled with D represent the partition of the original 
array sorted by merge sort. The shapes labeled with M merge 
the results from the previous threads until it merges the whole 
array. To be better illustrated, sixteen threads are not shown 
Fig. 2 because it follows similar partitioning. 

C. Data Analysis 
Tables III to VII shows the average runtime for different 

array sizes on each. Furthermore, they also show how each 
device performs on different execution approaches (sequential 
and parallel). For example, the average execution time is 
calculated by running the algorithm ten times, then the average 
of times is taken. Table II is one of the execution results for 
device 4 on array size 105. For instance, the result shows that 
(Th-4) was the most efficient for this case. However, it may 
differ as the size increases and is subject to the device 
specifications. For each device, on each data size, it will have a 
table like Table II. 

 
Fig. 2. Parallel Merge Sort using Three Degrees of Multi-threading (2,4,8). 

 
Algorithm 2 Parallel Merge Sort 

 
1:  procedure PMergesort 
2:   var val ← (v)                                                                  // v: the number of values here 
3:                                                                                          // x: the number of threads 
4:   var list arr test 1[ ], arr test 2[ ], ...arr test x[ ]          // Defining main arrays 
5:   var list arr 2[ ] ... arr x[ ]            // Defining sub arrays  
6:        // Defining threads to execute merge sort for each array 
7:   threads t1(mergesort(arr 1)), t2(mergesort(arr 2))... t x(mergesort(arr x))  
8:    // Assign random integers to main arrays, to give each same set of random values 
9:   for i ← 0 to val do 
10: n ← random value in range of (1 − x) 
11: arr test1[ ],arr test 2[ ]...arr test x[ ] ← n 
12: end for 
13:      // Partition data set and add into x sub arrays for each set of threads  
14: var mid ← (length of arr test x/x)                    // Get mid points for each partition  
15: ∗ repeat code in line 14 for x partitions 
16:        // Calculate the time taken for each set of threads  
17: var ts ← take current time 
18: execute t1 , t2 ... tx                                                      // Execute threads 
19: var te ← take current time 
20: ∗ repeat codes in lines (17 − 19) for each set of threads (2,4, 8 ... x ) 
21: var tr ← ts − te                                                           // to calculate the time taken in parallel mergesort (x threads) 
22: file ← export results(tr1,tr2...trx)                             // to take results (time taken in milliseconds) 
23: end procedure=0  
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TABLE II. DEVICE 1 – RUNTIME ON SIZE 105 (MS) 

Execution # Th-16 Th-8 Th-4 Th-2 Th-1 

Execution 1 159 14 18 17 46 

Execution 2 33 21 37 50 27 

Execution 3 37 22 31 36 36 

Execution 4 23 26 30 24 44 

Execution 5 32 32 16 32 49 

Execution 6 38 48 38 32 32 

Execution 7 17 16 32 81 44 

Execution 8 31 48 32 33 32 

Execution 9 35 33 16 49 34 

Execution 10 14 16 25 97 16 

Average 41.9 27.6 27.5 45.1 36.0 

IV. RESULTS AND DISCUSSION 
This section highlights and points out the main findings of 

the empirical experiment. To measure the efficiency of the 
experiment, the lowest average execution time (ms) is taken for 
each data size on each device. 

A. Results 
In Tables III to VII, it shows the average of 10 executions 

for each degree of multi-threading. Each column is a different 
size starting from 103 × 5 up to 107. The rows show the 
performance of each thread for a specific data size. For 
example, (Th-1) is one thread, (Th-2) is two threads and goes 
on. As shown in Tables III to VII, for data size 103 × 5, all 
devices perform efficiently in terms of runtime in a single-
threaded execution. As for the sizes 104  and 104 × 5, it varies 
from one to eight threads depending on the number of cores in 
the device. With data sizes of 105 and larger, each device 
performs better with a certain number of threads, depending on 
the number of cores. All results are illustrated in Fig. 3 to 7. 

Fig. 3 to 7 illustrates the performance graphs according to 
different data sizes and the number of threads used. 
Multithreading is clearly more efficient when the data size 
increases. The appropriate number of threads will generally be 
visible when the data size exceeds 105. 

B. Findings 
There were two main findings from these results. First, 

multithreading does not always have the most efficient runtime 
as it depends on the data size. Second, even when the data size 
increases, a specific number of threads will determine the 
optimized performance based on the device specifications. In 
other words, implementing as many threads as possible will not 
lead to higher runtime performance. 

Tables VIII and IX were presented to highlight the findings 
of the results, one below 105 and the other greater 105. 
Table VIII shows the overall average for each device with data 
sizes below 105. For example, in Device 1, the sequential 
runtime performance was most efficient. By taking the overall 
average, 

single-threaded was more efficient since it claimed 53% of the 
lowest runtime than the multithreaded executions. Table IX 
shows the overall average for each device with data sizes 
above 105. As shown in Table IX, multi-threaded 
implementation with either four or eight threads provided 
better performance with 72% and 28%. Fig. 8 and 9 visualize 
which threads performed better in the overall average for 
different data sizes. A higher percentage indicates that using a 
specific number of threads is more efficient on a particular data 
size. 

Based on the experiment results, all devices that have four 
cores achieved efficient runtime performance with four 
threads. Moreover, all devices with eight cores achieved 
efficient runtime performance with eight threads. Evidently, 
the selection of the number of threads is mainly determined by 
the number of the cores. 

C. Discussion 
The main question of this study is, what is the optimal 

number of threads for parallel merge sort considering two main 
factors: data size and number of cores? 

TABLE III. DEVICE 1 - RESULTS - AVERAGE RUNTIME (MS) 

Th(x) = 
number 
of threads 

Array Size 

103 
x 5 104 104 

x 5 105 105 x 
5 106 106 x 

5 107 

Th-16 18 17 25 42 94 165 678 1303 

Th-8 10 18 34 28 90 131 588 1173 

Th-4 8 13 26 28 83 130 585 1142 

Th-2 8 11 38 45 104 179 818 1724 

Th-1 2 4 23 36 145 261 1342 2751 

TABLE IV. DEVICE 2 - RESULTS - AVERAGE RUNTIME (MS) 

Th(x) = 
numbe
r of 
threads 

Array Size 

103 x 
5 104 104 x 5 105 105 x 5 106 106 x 5 107 

Th-16 3 3 5 9 30 51 228 523 

Th-8 3 4 8 20 36 44 201 415 

Th-4 4 3 7 19 34 47 251 523 

Th-2 7 1 9 20 43 69 371 778 

Th-1 1 2 9 34 69 134 693 1442 

TABLE V. DEVICE 3 - RESULTS - AVERAGE RUNTIME (MS) 

Th(x) = 
number 
of 
threads 

Array Size 

103 x 5 104 104 x 5 105 105 x 5 106 106  
x 5 107 

Th-16 4 5 10 23 57 97 501 1011 

Th-8 11 5 16 13 45 86 431 943 

Th-4 4 3 9 10 43 85 420 859 

Th-2 2 3 7 13 62 130 665 1356 

Th-1 1 3 13 27 114 206 1100 2258 
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TABLE VI. DEVICE 4 - RESULTS - AVERAGE RUNTIME (MS) 

Th(x) = 
numbe
r of 
threads 

Array Size 

103 x 
5 104 104 x 5 105 105 x 5 106 106 x 5 107 

Th-16 3 3 7 13 27 47 371 671 

Th-8 2 3 4 10 23 37 184 474 

Th-4 2 2 5 8 32 45 259 604 

Th-2 1 2 7 13 44 75 387 801 

Th-1 2 2 11 23 93 160 832 1660 

TABLE VII. DEVICE 5 - RESULTS - AVERAGE RUNTIME (MS) 

Th(x) = 
number 
of 
threads 

Array Size 

103 x 5 104 104 x 5 105 105 x 5 106 106 x 5 107 

Th-16 6 15 24 29 63 108 446 1198 

Th-8 7 15 22 27 88 120 440 1064 

Th-4 9 11 21 25 63 104 421 931 

Th-2 8 12 20 32 87 120 654 1492 

Th-1 2 4 23 36 149 261 1336 2200 

 
Fig. 3. Device 1 - Results - Average Runtime (MS). 

The results of this study had shown that having as many 
threads as possible will not lead to the best runtime 
performance. To achieve the best runtime performance, the 
number of cores present is crucial in determining the optimal 
number of threads. The cruciallity is due to how multiple 
threads are executed by the operating system. Correspondingly, 
the data size determines whether multiple threads are required. 
In small data sets, the use of multiple threads is unnecessary 
since one thread can perform more efficiently. 

The conclusion is that if the data size is under 105, single-
threaded will be more efficient. In contrast, having multiple 
threads will perform better for data sizes that exceed 105. In 
addition, it should not spawn threads more than the number of 
cores (excluding merging threads). 

 
Fig. 4. Device 2 - Results - Average Runtime (MS). 

 
Fig. 5. Device 3 - Results - Average Runtime (MS). 
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Fig. 6. Device 4 - Results - Average Runtime (MS). 

 
Fig. 7. Device 5 - Results - Average Runtime (MS). 

TABLE VIII. MULTITHREADING EFFICIENCY PERCENTAGE (< 50000) 

Device 
Th(x)= number of threads 

Th-1 Th-2 Th-4 Th-8 Th-16 

Device 1 1.00 0 0 0 0 

Device 2 0.33 0.33 0.33 0 0 

Device 3 0.33 0.66 0 0 0 

Device 4 0 0.66 0 0.33 0 

Device 5 1.00 0 0 0 0 

Average 0.53 0.33 0.06 0.06 0 

TABLE IX. MULTITHREADING EFFICIENCY PERCENTAGE (> 50000) 

Device 
Th(x)= number of threads 

Th-1 Th-2 Th-4 Th-8 Th-16 

Device 1 0 0 1.00 0 0 

Device 2 0 0 0.40 0.60 0 

Device 3 0 0 1.00 0 0 

Device 4 0 0 0.20 0.80 0 

Device 5 0 0 1.00 0 0 

Average 0 0 0.72 0.28 0 

 
Fig. 8. Multithreading Efficiency Percentage (< 50000). 

 
Fig. 9. Multithreading Efficiency Percentage (> 50000). 

V. CONCLUSION 
This study conducts an empirical experiment to determine 

the optimal number of threads to use in parallel merge sort. 
Several factors are discussed in this study to answer this 
question. First is the number of cores that impact 
multithreading performance. Second is the given data size that 
requires the use of multiple cores. 

The implementation in this experiment takes a group of 
devices with various specifications. For each device, it takes 
fixed-sized data set and applies merge sort for sequential and 
parallel algorithms. For each device, the lowest average 
execution time (ms) is used to measure the efficiency of the 
experiment. Taking the average for all experiments, single-
threaded is more efficient when the data size is less than 105 
since it claimed 53%. Whereas, for data sizes exceeding 105, 
multi-threaded implementation has better performance. The 
overall average of the experiments shows either four or eight 
threads are most efficient, with 72% and 28% respectively. 
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There were two main findings from these results. First, 
multithreading does not always have the most efficient runtime 
as it depends on the data size. Second, even when the data size 
increases, a specific number of threads will determine the 
optimized performance based on the device specifications. In 
other words, implementing as many threads as possible will not 
lead to higher runtime performance. 

The conclusion is that if the data size is under 105, single-
threaded will be more efficient. In contrast, having multiple 
threads will perform better for data sizes that exceed 105. In 
addition, the number of threads spawned should not exceed the 
number of cores (excluding merging threads). 
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Abstract—Despite the importance of big data, it faces many 

challenges. The most important big data challenges are data 

storage, heterogeneity, inconsistency, timeliness, security, 

scalability, visualization, fault tolerance, and privacy. This paper 

concentrates on privacy which is one of the most pressing issues 

with big data. As mentioned in the Literature Review below there 

are numerous methods for safeguarding privacy with big data. 

This paper introduces an efficient technique called Specialized 

Negative Database (SNDB) for protecting privacy in big data. 

SNDB is proposed to avoid the drawbacks of all previous 

techniques. SNDB is based on deceiving bad users and hackers 

by replacing only sensitive attribute with its complement. Bad 

user cannot differentiate between the original data and the data 

after applying this technique. 

Keywords—Big data; big data challenges; privacy violations; 

privacy-preserving techniques; special negative database; data 

integrity 

I. INTRODUCTION 

One of the most pressing challenges in big data is data 
privacy. Patients' data must be kept private since there is a risk 
of improper use of personal information being exposed when 
data from multiple sources is combined. In Privacy, every 
person has the right to select the extent of his or her 
interaction with the environment, as well as the amount of 
data that can be accessible by a third party. While it is 
sufficient to detect information as a "password" in security 
issues, since security is between two trusted parties, the server 
provider (SP) may be an adversary in privacy difficulties. We 
classified likely privacy violations in big data systems into 
four categories based on a literature review: data breaches, re-
identification attacks, information gathering by service 
providers, and government tracking. The motivation of this 
manuscript is the importance of preserving privacy for 
everyone specially when dealing with big data. Also, the 
drawbacks of previous techniques like time consuming, losing 
data integrity, increasing size of data, low level of privacy and 
high complexity are one of the motivation factors for the 
author to propose a new technique called SNDB that will 
avoid drawbacks of other techniques. The next section will 
introduce literature review of previous techniques and their 
drawbacks. While in the third section, proposed technique and 
the manuscript contribution will be introduced. In fourth 
section, the author will introduce datasets used in proposed 
technique. Fifth section will discuss results and evaluation of 
the proposed technique when comparing with other 

techniques. Finally, conclusion and future work will be 
introduced [1], [2], [3], [4]. 

II. LITRATURE REVIEW 

A. Privacy Preserving by Slicing 

Slicing is a method of dividing a dataset in vertical and 
horizontal manner. The process of dividing attributes into 
columns based on their correlations means vertical 
partitioning. Slicing can handle data with high dimensions 
according to attribute splitting. However, horizontal 
partitioning happens when records are combined into various 
buckets, and values in each column are permuted within each 
bucket randomly to disrupt the relationship between columns. 
The links between columns are broken by slicing, but the 
associations within each column are preserved [5]. 

B. Privacy in Big Data Generation Phase 

1) Access restriction: Advertisement blockers, encryption 

methods, anti-tracking extensions, anti-virus software and anti-

Malware are used to limit the access to sensitive data [6]. 

2) Falsifying data 

 Socketpuppet is a deception-based method of masking 
an individual's internet identity [6]. 

 Users can use MaskMe to establish aliases for personal 
information such as their credit card number or email 
address [6]. 

C. Privacy in Big Data Storage Phase 

1) Attribute based encryption (ABE); ABE is a cloud 

storage encryption technique that assures big data privacy. The 

data owner defines the access policies in ABE, and data is 

encrypted according to those policies. Users whose features 

match with the data owner's access requirements can decrypt 

the encrypted data [6]. 

2) Identity based encryption (IBE): IBE is used to simplify 

key management in a certificate-based public key infrastructure 

(PKI) by employing personal identities as public keys, such as 

an IP address or an email address, to maintain sender and 

receiver anonymity [6]. 

3) Homomorphic encryption: By calculating directly on 

the encryption of a message, it is possible to obtain the 

encryption of a function of that message [6]. 
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4) Storage path encryption: The huge amount of data is 

first divided into numerous sequential parts, and each 

component is then saved on a distinct storage media controlled 

by several cloud storage providers [6]. 

5) Usage of hybrid clouds: The inherent qualities of public 

clouds, such as scalability and processing capacity, are 

combined with the inherent features of private clouds, such as 

security, to open up possible research opportunities in the 

processing and storage of enormous amounts of data [6]. 

D. Privacy in Big Data Processing Phase using 

Anonymization Techniques 

1) Generalization: In the taxonomy of an attribute, a 

parent value is used to replace some values. An artist, rather 

than a singer or actor, might be used to symbolise a job 

attribute [6]. 

2) Suppression: A special character (e.g., *") is replaced 

for some values to declare that the modified value is not 

exposed in suppression. Value suppression, record suppression 

and cell suppression are examples of suppression schemes [6]. 

3) Anatomization: Rather of changing the quasi-identifier 

or sensitive features, anatomization separates the connection 

between the two [6]. 

4) Permutation: By dividing a set of data into groups and 

rearranging the sensitive values within each group, the 

connection between the quasi-identifier and the numerically 

sensitive feature is de-associated in permutation [6]. 

5) Perturbation: The actual data values are replaced with 

generated data values in perturbation, resulting in statistical 

information acquired from modified data that is statistically 

similar to that computed from the original data [6]. 

E. Privacy Protection Using Laws and Cyber Security 

1) Privacy laws and regulations: Regulations and Laws 

have helped to protect privacy by limiting government tracking 

and limiting the reading, analysing, and publishing of users' 

personal information. Laws can also compel service providers 

to put in place necessary safeguards to protect data 

confidentiality and prevent data theft. This can enhance 

protecting privacy by avoiding privacy violations [7]. 

2) Cyber security measures to prevent data breaches and 

cyber attacks [7], [8]. 

 Honeypots and other espionage devices. 

 Firewalls and other preventative measures. 

 Malicious behavior is also detected via access logs and 
alert systems. 

 Mechanisms for encrypting data. 

F. Foggy Dummies 

This approach is utilized in fog computing, and the 
fundamental idea is to create extremely intelligent dummies to 
preserve the user's privacy. This technique is used by the 
researcher to swap requests between fogs before sending them 
to server provider and then swapping the responses. This will 
be accomplished by fogs cooperating to exchange data before 

sending it to the server provider [9]. 

G. Blind Third Party (BTP) 

The essential point is why we must rely on a third party 
(TP) to keep the user safe from SP. That is, we are transferring 
the problem from one server to another. This strategy is 
dependent on fog's role as a middleman between the user and 
the SP in each location [9]. 

H. Double Foggy Cache 

The primary idea behind this method is to use traditional 
cooperation to tackle the problem of peer trust. Furthermore, 
use SP to preserve your privacy. This strategy, in particular, 
can be seen as a significant advancement in the field. To 
accomplish this, we propose placing two caches in the Fog 
that will operate as intermediaries between peers. The first is 
for questions, while the second is for responses [9]. 

I. Secured Map Reduce Model (SMR) 

As the data passes through the map-reduce phase, this new 
layer applies the security techniques to each individual piece 
of data. This security technique should be a simple encryption 
scheme, so that the complexity of new technique does not 
interfere with the big data's fundamental functioning. When 
data is processed using this suggested Secured Map Reduce 
(SMR) layer of big data, it can also be stored and secured. It 
begins with the collecting of data from social media, weblogs, 
and streaming data which is then delivered to Hadoop 
Distributed File System (HDFS). SMR is a suggested 
paradigm that adds a privacy layer between HDFS and the 
Map Reduce Layer (MR). Randomized procedures and 
perturbation were employed to strengthen the data's privacy 
[10]. 

J. Blind Peer Approach 

This technique fixes the fundamental flaw in the prior 
technique, in which blind third party may collude with server 
provider to infringe on consumers' privacy. The new notion in 
the BLP strategy is to rely on collaboration with a large 
number of peers rather than dealing with a single TP. As a 
result of user's request would be sent to another peer in the 
same area, then encrypted by SPPK, giving the other peer no 
choice but to pass the question on to the SP, who would 
decrypt and resolve it [11]. 

K. Integrated Blind Parties (IBPs) 

By integrating the BTP and BLP, This IBPs strategy raises 
the level of privacy while removing the disadvantages of the 
other seven options. When a peer isn't active in the area, the 
user can only rely on the BLP in this case. Furthermore, in the 
event of a resource shortage, without encrypting the query, the 
user might exchange it with another peer. In that circumstance, 
the peer can perform the BTP strategy rather than the user. 
This strategy can be used in any of the seven techniques [11]. 

L. Negative Database Conversion Algorithm 

Instead of a single tuple, a negative database conversion 
technique is utilised to generate a big set of values. The data 
sets that have been generated are inserted into the database. In 
contrast to normal database applications, a harmful request in 
our negative database will be unable to access the database's 
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data. Because of the fabrication of fake sets of data in 
comparison to the premier data, the term negative is utilized. 
Both database encryption algorithms and virtual database 
encryption are used to encrypt the actual data [12]. 

M. Negative Database and Generic Database 

The Entity, Attributes, and Values model of the general 
database design (EAV) was evaluated using the blob data 
storage type. The data collected, such as exam results, will be 
organised into three columns Entity, Attributes and Values as 
the name implies, the EAV is made up of three parts: entities, 
attributes, and values. The most straightforward approach to 
apply this principle is to create three tables for each data input 
(entity). There are two ways to implement the Negative 
database concept: one that statically generates negative data, 
i.e. the System Administrator defines the Negative data. 
Another that both statically and dynamically generates 
negative data. The user I.e. generates the dynamic negative 
data [13]. 

N. Enhanced BTP 

In this enhanced approach, there is a new factor added to 
the old BTP, which is a unique token. This new technique 
consists of seven factors. A unique token is defined when the 
user sends a hidden code within a query to the service 
provider (SP) while SP returns the previous query token. Then 
SP will store the token for each ID generated by the third 
party, so the previous one cannot be used in a later query. 
When the third party inquiries from SP, a change will occur on 
the user's token, and the user will discover unauthorized 
access to his data by third party, so the proposed technique 
will be a powerful guarantee that there is no breakthrough 
[14]. 

O. Light Weight Cryptography Techniques(LWCT)  

Based on an oil spill detection application, LWCT is 
utilized to secure a data transmission framework for the 
internet of things. Through locative and boundary value 
aggregation, this strategy eliminates duplicate data 
transmission. The suggested method protects data transfer by 
combining known lightweight cryptographic techniques with 
simple ID-based authentication [15], [16]. 

P. Block Nested Loop (BNL) Skyline Algorithms 

This method is used to determine which encryption 
algorithm is best for ensuring data protection and privacy 
issue. The author of the Skyline algorithm considers two 
primary parameters: the rate of variation and the number of 
dimensions [17]. 

The author summaries all important drawbacks of previous 
techniques in the following factors: 

 Time consuming 

 High complexity 

 Losing data integrity 

 Low privacy protection 

 Increasing size of data 

The next section will introduce the major contribution of 
this manuscript. The author will propose a new technique 
based on negative database and the deception of bad users or 
hackers. The proposed technique is special negative database. 
This manuscript contribution can be summarized to enhance 
preserving privacy in big data and avoid time consuming, 
losing data integrity, complexity and violating any other big 
data challenges like its size, fault tolerance, timeliness and 
scalability.  

III. PROPOSED TECHNIQUE 

In this section, the authors introduce a new technique to 
protect privacy in big data in a new manner that deceives bad 
users or hackers. 

Bad user cannot differentiate between the original data and 
the data after applying this technique. This technique is called 
Special Negative Database (SNDB). SNDB is based on 
deceiving bad users and hackers by replacing only sensitive 
attribute with its complement. SNDB takes into consideration 
all attribute types such as binomial, numeric, polynomial as 
mentioned in Fig. 1. The authors divided the technique into 
different cases as we will see in the following subsections. 

A. Binomial 

Binomial attribute means having only two values. 
Binomial consists of two categories one of them is binary and 
the other is Boolean. Binary consists of two values 0 or 1 but 
Boolean is like True or False values or other two values that 
are vice versa. SNDB deals with binomial attribute by 
replacing the value with its complement. 

B. Numeric 

The numeric attribute can be either integer or real 
numbers. SNDB deals with the numeric value in a different 
manner. It computes the complement of the digit into 9 
individually with a maximum of 4 digits from right taking into 
consideration the national ID. 

For example, if the numeric value is 2896547, the value 
after complement will be 2893452. While in real numbers, 
SNDB computes the complement of the digit into 9 
individually with a maximum of 4 digits from left. 

C. Date and Time 

In the case of the date attribute, the date is divided into the 
year, month, and day. If the value represents a year, SNDB 
complement each value as a whole to current year when 
values are less than current year. If some values are equal to 
current year, the complement of each value will be a whole to 
Current year+1. If the value represents a month, SNDB will 
compute the complement of the value into 13. If the value 
represents a day, SNDB will compute the complement of the 
digit into 31. 

In the case of time attribute. The time is divided into 
hours, minutes, and seconds. If the value represents hours, 
SNDB will compute the complement of the value into 24. If 
the value represents minutes or seconds, SNDB will compute 
the complement of the value into 9 for the right digit and into 
6 for the left digit. 
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Fig. 1. Architecture of Special Negative Database (SNDB). 

D. Polynomial 

Polynomial means that the attribute has more than two text 
values. Polynomial is divided into two main types. The first is 
called ordinal and the second is called nominal. 

1) Ordinal: Ordinal means that the values can be 

categorized, classified, ranked, and ordered. Drink size, for 

example, is an ordinal feature that correlates to the sizes of 

drinks available at fast-food restaurants. Small, medium, and 

large are the three possible values for this nominal attribute. 

These values have a logical order (which correlates to 

increasing drink size), but the values do not indicate how much 

larger a medium is than a large. Grade (e.g., A+, A, A-, B+, 

and so on) and professional rank are two further examples of 

ordinal characteristics [18]. 

In ordinal, the number of categories is very important in 
dealing with the swapping technique. Swapping is used to 
deceive the bad user that the data is real. In the case of an even 
number of categories, swapping is very easy to be 
implemented. SNDB will swap the first value with the third 
and the second with the fourth and so on. But in case of the 
odd number of categories, first, we will add the not allowed 
value (NA) at the last then swapping will be applied as an 
even manner. 

2) Nominal: A nominal attribute's values are names of 

things or symbols. Nominal implies "related to names." 

Because each value reflects a state, code or category, nominal 

characteristics are also known as categorical. There is no 

discernible order to the values. 

Enumerations are another term for values in computer 
science. Hair color and marital status are two attributes are 
examples of nominal. Black, blond, red, brown, auburn, grey, 
and white are all conceivable hair color values in our system. 
The value of single, married, divorced, or widowed can be 
assigned to the characteristic of marital status. Both marital 
status and hair color are also examples of nominal attributes. 
An occupation is another example of a nominal attribute, 
having values such as teacher, programmer, farmer dentist, 
and so on [18]. 

In the Nominal case, it's important to make a list of values 
to swap between the real value and one from this list 
randomly. If the values are names of persons, a list of names 
will be created. Then one value from this list will be selected 
and replaced randomly with the original one saving its index 
in the list. This operation will be repeated again and so on. 
Using the index, we can get the original data. 
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IV. DATASETS 

In this paper, we apply our model on different datasets 
according to sensitive attributes taking into consideration all 
data types. 

A. Pollution Dataset 

This dataset is about pollution in the United States. The 
EPA has well-documented pollution in the United States, but 
downloading all of the data and arranging it in a format that 
data scientists are interested in is a nuisance. As a result, I 
gathered data for four key pollutants (nitrogen dioxide, carbon 
monoxide, ozone, and Sulphur dioxide) for every day between 
2000 and 2016 and organized them in a CSV file. There are a 
total of twenty-eight fields. Each of the four pollutants (NO2, 
CO, O3, and SO2) has its own set of five columns. 1746661 
observations were made. The city, date local, and CO mean 
are all sensitive parameters. 

B. Prouni 

This dataset is about Brazil student’s scholarship given by 
Brazilian government on the Prouni program. It contains data 
from 2005 to 2019 and each line of it corresponds to a student 
who benefits or has benefited from the Prouni program along 
with details about them. This dataset consists of 2692540 
records. 

V. RESULTS AND EVALUATIONS 

This section will list the results and the evaluation of 

applying SNDB technique on the datasets for privacy 
preserving. The author of this paper introduces results for 
applying SNDB on sensitive attributes in case of binomial, 
year date and full date and the rest of attribute types will be 
introduced in the next paper. 

A. Binomial Results 

Assuming that the sensitive attribute is 
BENEFICIARIO_DEFICIENTE_FISICO that means does 
student have special needs. SNDB swap the value nao that 
means no with the value sim that means yes and vice versa. 
Fig. 2 and Fig. 3 illustrate one sample of Prouni dataset before 
applying SNDB technique and another sample after applying 
it. 

Fig. 4 shows computing some statistical operations on 
Prouni dataset before applying SNDB technique to get the 
type of scholarship according to special need. The results 
show that the number of students who have a special need and 
have got BOLSA PARCIAL 50% scholarship is 4,947 while 
the number of who do not have a special need with the same 
scholarship is 808,557. But students with special needs who 
have got BOLSA INTEGRAL scholarship is 14,222 while the 
number of the students who do not have special needs with the 
same scholarship is 1,862,484. On the other hand, the number 
of the students with special needs who have got BOLSA 
COMPLEMENTAR 25% scholarship is 4. While the number 
of who do not have special needs with the same scholarship is 
2,326. 

 

Fig. 2. Sample of Prouni Dataset before Applying SNDB. 
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Fig. 3. Sample of Prouni Dataset after Applying SNDB. 

 

Fig. 4. Type of Scholarship with respect to Special need before Applying SNDB. 

Fig. 5 shows computing some statistical operations on 
Prouni dataset after applying SNDB technique to get the type 
of scholarship according to special needs. The results show 
that the number of students who have a special need and have 
got BOLSA PARCIAL 50% scholarship is 808,557 while the 
number of who do not have special needs with the same 
scholarship is 4,947. But students with special needs who have 
got BOLSA INTEGRAL scholarship is 1,862,484 while the 
number of who do not have special needs with the same 

scholarship is 14,222. On the other hand, the number of the 
students with special needs who have got BOLSA 
COMPLEMENTAR 25% scholarship is 2,326. While the 
number of students who do not have special needs with the 
same scholarship is 4. Fig. 4 and Fig. 5 show that the results 
have a big difference before applying SNDB and after 
applying SNDB on the same dataset which mean the success 
of the algorithm when applying on binomial sensitive 
attribute. 
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Fig. 5. Type of Scholarship with respect to Special Need after Applying SNDB. 

B. Date Results 

1) Year date: SNDB technique deals with sensitive 

attribute with the type date in a special manner. Assuming the 

sensitive attribute is ANO_CONCESSAO_BOLSA that means 

the year of the scholarship. It consists of a year only. SNDB 

applies the complement of a year to the current year (2021). 

Fig. 6 and Fig. 7 illustrate one sample of Prouni dataset before 

applying SNDB technique and another sample after applying 

SNDB on ANO_CONCESSAO_BOLSA. 

Fig. 8 and Fig. 9 illustrate the difference between gender 
of the student who has got the scholarship before applying 
SNDB and after applying it. If we check out Fig. 8 and Fig. 9, 
we will say that the years of scholarship in the original data 
are from 2005 to 2019 while years from 2002 to 2016 are the 
years of scholarship after applying SNDB technique. When 
taking 2005 as an example, we will see the number of male 
students is 36,097 and the number of female students is 39,532 
in the original data. While in the data after applying SNDB, 
the number of male students is 108,057 and the number of 
female students is 131,205 in original data. Fig. 8 and Fig. 9 
show that the results have a big difference before applying 
SNDB and after applying SNDB on 
ANO_CONCESSAO_BOLSA in the same dataset which 

means the success of the algorithm when applying on date 
sensitive attribute of year value only. In the next section the 
paper will show the result of applying SNDB on different date 
value. 

Full date: Assuming the sensitive attribute is date local. 
SNDB deals with date local in a different manner, SNDB 
changes the month only because changing the month is 
sufficient to change the original data. SNDB swaps January 
with December and vice versa, February with November and 
vice versa, March with October and vice versa, April with 
September and vice versa, May with August and vice versa 
and Jun with July and vice versa. Fig. 10 and Fig. 11 illustrate 
one sample of pollution dataset before applying SNDB 
technique and another sample after applying SNDB on date 
local attribute. Fig. 12 and Fig. 13 below illustrate the 
difference between the maximum value of (Sulphur Dioxide 
and Nitrogen Dioxide) mean before and after applying SNDB 
on date local. This paper takes the first five days of 
December,2000 as an example to show the difference between 
the original dataset and the dataset after applying SNDB 
technique. When checking out Fig. 21 and 21, we will see the 
big difference between the values of original and SNDB 
dataset. 
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Fig. 6. Sample of Prouni Dataset before Applying SNDB on ano_concessao_bolsa. 

 

Fig. 7. Sample of Prouni Dataset after Applying SNDB on ano_concessao_bolsa. 
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Fig. 8. Gender of Students in the Year of Scholarship before Applying SNDB. 

 

Fig. 9. Gender of Students in the Year of Scholarship after Applying SNDB. 
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Fig. 10. Sample of Pollution Dataset before Applying SNDB on Date Local. 

 

Fig. 11. Sample of Pollution Dataset after Applying SNDB on Date Local. 

As seen from results figures above, SNDB is valid for big 
data since the size of data does not change before and after 
applying SNDB. Processing time is fast when comparing to 
traditional negative database. The deception of SNDB 
technique is big and this makes privacy level is stronger. Bad 
users or hackers cannot differentiate between the original data 
and the data after applying SNDB technique. This makes the 

decryption very hard for bad users while it is very easy for 
data owner to decrypt the SNDB data. Table I below shows 
the comparison between SNDB and traditional negative 
database. There are comparative results on different datasets 
because SNDB technique is applied according to sensitive 
attributes covering all data types of each dataset. 
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Fig. 12. Maximum Value of (Sulphur Dioxide and Nitrogen Dioxide) mean before Applying SNDB on Date Local. 

 

Fig. 13. Maximum Value of (Sulphur Dioxide and Nitrogen Dioxide) mean after Applying SNDB on Date Local. 
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TABLE I. COMPARISON BETWEEN TRADITIONAL NEGATIVE DATABASE AND SNDB 

Technique 

 Records in 

the original 

pollution 

dataset 

Records in 

the 

pollution 

dataset 

after 

applying 

the 

algorithm 

Records in 

the original 

Prouni 

dataset 

Records in 

the Prouni 

dataset 

after 

applying 

the 

algorithm 

Processing 

Time 

Deception 

level 

Privacy 

level 

Decryption 

for users 

and hackers 

Decrypt-

ion for 

data 
owner 

Validity 

for Big 

data 

Traditional 

Negative 

Database 

1,746,661 

3,493,322 

In case of 
full date 

attribute 

2,692,540 

5,385,080 

In case of 

binomial 
and year 

date 

attributes 

Slow 

32 seconds 

in case of 
Pollution 

dataset and 

47 seconds 
in case of 

Prouni 

dataset 

There is a 

little 

deception 
for bad 

users and 

hackers 

Strong Hard Easy 

Not valid 

because 
the size 

of data 

increases 
and 

doubles 

SNDB 1,746,661 

1,746,661 

In case of 
full date 

attribute 

2,692,540 

2,692,540 

In case of 

binomial 
and year 

date 

attributes 

Fast 

9 seconds 

in case of 

Pollution 

dataset and 

12 seconds 
in case of 

Prouni 

dataset 

There is a 

big 

deception 
for bad 

users and 

hackers 

More 
stronger 

Harder Easier 

Valid 

because 

the size 
of data 

does not 

change 

VI. CONCLUSION 

This paper lists the most important big data challenges and 
focuses on privacy challenge; it summaries privacy violation 
situations. The author also provides a list of the most efficient 
and popular techniques used to protect data privacy with their 
advantages and drawbacks. The proposed technique in this 
paper is SNDB based on negative database in different 
manner. SNDB is based on deceiving bad users and hackers 
by replacing only sensitive attribute with its complement. 
SNDB takes into consideration all attribute types such as 
binomial, numeric, polynomial. SNDB technique is applied on 
different datasets according to the type of the sensitive 
attributes of each dataset. In this technique, bad user cannot 
differentiate between the original data and the data after 
applying this technique which enhances the level of privacy. 

As seen from results, SNDB can avoid drawbacks of 
previous techniques since it has the advantage of high privacy 
protection in big data. SNDB has no time consuming since it 
deals with sensitive attribute only. It also keeps track of data 
integrity and data size since there is no decreasing or 
increasing for any record of data and this advantage makes 
SNDB very suitable for big data. It also has low complexity 
since it only replaces sensitive attribute value with its 
complement. After applying SNDB, we can easily get the 
original data by applying the complement another time 
according to the rules of the data owner. 

VII. FUTURE WORK 

Finally, the author provides the results of applying SNDB 
on big dataset with binomial, year date and full date sensitive 
attribute. In the future work, the author will introduce the 
results of applying SNDB on numeric, ordinal and nominal 
sensitive attributes. Also, the author tends to take into 
consideration transposition techniques instead of replacing 
values with each other’s. 
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Abstract—In recent times, one of the most emerging sub-

dimensions of natural language processing is sentiment analysis 

which refers to analyzing opinion on a particular subject from 

plain text. Drug sentiment analysis has become very significant in 

present times as classifying medicines based on their effectiveness 

through analyzing reviews from users can assist potential future 

consumers in gaining knowledge and making better decisions 

about a particular drug. The objective of this proposed research 

is to measure the effectiveness level of a particular drug. 

Currently most of the text mining researches are based on 

unsupervised machine learning methods to cluster data. When 

supervised learning methods are used for text mining, the usual 

primary concern is to classify the data into two classes. Lack of 

technical terms in similar datasets make the categorization even 

more challenging. The proposed research focuses on finding out 

the keywords through tokenization and lemmatization so that 

better accuracy can be achieved for categorizing the drugs based 

on their effectiveness using different algorithms. Such 

categorization can be instrumental for treating illness as well as 

improve one’s health and well-being. Four machine learning 

algorithms have been applied for binary classification and one 

for multiclass classification on the drug review dataset acquired 

from the UCI machine learning repository. The machine learning 

algorithms used for binary classification are naive Bayes 

classifier, random forest, support vector classifier (SVC), and 

multilayer perceptron; among these machine learning 

algorithms, linear SVC was used for multiclass classification. 

Results obtained from these four classifier algorithms have been 

analyzed to evaluate their performances. The random forest has 

been proven to have the best performance among these four 

algorithms. However, multiclass classification was found to have 

low performance when applied to natural language processing. 

On the contrary, the applied linear SVC algorithm performed 

better for class 2 with AUC 0.82 in this research. 

Keywords—Machine Learning Algorithms; natural language 

processing; drugs sentiment analysis; text mining 

I. INTRODUCTION 

Among many research dimensions in Natural Language 
Processing (NLP), sentiment analysis has become one of the 
promising fields of research in the recent century [1] [2]. A 
wide range of research domains has been covered by 
sentiment analysis, i.e. economy, polity, and medicine. In the 
pharmaceutical industry, large volumes of online user's views 
are evaluated automatically in order to obtain useful 
information about the efficacy and side effects of 

pharmaceuticals that could be utilized to enhance 
pharmacovigilance systems. Throughout the years, Sentiment 
analysis techniques have grown significantly in the last 
decade, evolving from basic rules to advanced machine 
learning techniques like deep learning, which has become a 
prominent technology in many NLP tasks. This triumph is not 
lost on sentiment analysis. Besides, several machine learning 
systems have recently been shown to be better than previous 
methods. These methods have achieved impactful results on 
standard sentiment analysis datasets [3] [4]. 

Various aspects such as 'medical condition', 'treatment 
procedure', etc., use the medical sentiment as a research study 
that directly impacts the users' health conditions. Any sort of 
progress or deterioration can be identified by analyzing patient 
status periodically. The medical condition can be expressed 
implicitly or explicitly. Mentioning the symptoms is a part of 
the implicit sentiment in the medical context. For example, 
consider the statement: 'I recently started Lexapro 3 days, I'm 
on extreme weight losses'. The term” weight losses here do 
not reflect a negative sense; however, it implies the negative 
medication side effect, where sentiment is defined as negative 
in the preceding statement. Hence, for making correct 
interpretations, additional information is required. 

On the contrary, analyzing the health conditions is 
relatively much easier in the case of explicit sentiment. For 
instance, considering the statement, "I recently started 
Lexapro 3 days, I'm absolutely lost I feel weak and shaky 
every day". The words absolutely 'lost', 'weak', and 'shaky' are 
used to describe symptoms in this statement. Deciding about 
patients' medical issues is an important aspect, specifically 
when they learn from other patients' experiences, i.e., 
choosing a hospital, clinic, and medication [5]. Hospitals gain 
from this information since it allows them to understand better 
and address the interests and concerns of their patients. The 
experience covered with sentiment analysis and passions are 
being shared by the patients; sentiment analysis is being 
taught by the power of this type of experiment since this type 
of study identifies people's sentiment about a topic as well as 
its characteristics. The medical material available on the 
internet is completely free. Manually analyzing such a large 
volume of data is ineffective because of its existence in large 
volumes. Assessed examinations are denoted as positive or 
negative, for the most part, based on the pre-programmed 
acceptance of extreme suppositions. The online and traditional 
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review methods are supplanted by notion investigation 
nowadays, which is led by organizations for finding a broad 
conclusion regarding their products and service. As a result, 
their marketing approach and product awareness increase, and 
user management improve. It is quite imperative to be broken 
down since a tremendous amount of content is available 
online. That includes deep comprehensions of standard 
dialects are included in the programmed examination of this 
data. In our everyday life, thoughts and sentiments play an 
essential role. Basic leadership, learning, correspondence, and 
mindfulness in human circumstances are assisted. Socially 
produced regional substances are becoming prevalent in 
online life; hence the importance of dealing with and 
comprehending vernacular content is growing. Existing 
materials notwithstanding, such as nearby sayings, Myths, and 
fables are unearthed, widely disseminated on the internet. 

Compared to reviews of other products, drug reviews are 
investigated less. When analyzed, drug reviews are primarily 
utilized to categorize a particular drug as a positive or a 
negative one as multi-class classification from text mining can 
be unyielding. The proposed research facilitates the 
categorization of drugs not into two categories rather into five 
classes based on their effectiveness. Such an outcome can be 
beneficial for both consumers and manufacturers to 
understand the effectiveness of drugs as well as whether a 
particular drug has any significant side-effect. 

This paper is organized as follows: Section II illustrates 
literature review for sentiment analysis, Section III explains 
the algorithms those classify the sentiment of the drugs, 
Section IV portrays the findings of the study, and Section V 
demonstrates the contributions of the proposed research. 

II. LITERATURE REVIEW 

Supervised machine learning methods used by Twitter 
datasets, such as support bigram, vector machines and 
unigram, were analyzed by a research study led by Balahur 
(2013) [6]. Following the applications of these approaches to 
Twitter data, the results indicated that methods of unigram and 
bigram support vector machines are outshined. Emotive 
words, modifiers and unique tags were included in these 
results, enhancing the performance rating of emotions. 
Another study conducted by Jianqiang et al. [7] (2018) 
presented an approach that is word embedded using 
unsupervised learning as a base. This suggested technique 
makes use of hidden contextual semantic connections and 
characterization between words and tweets. The 

characteristics of mood polarity and n-gram are combined 
with the score of the embedded word to structure. A deep 
convolutional neural network was used to include a collection 
of emotional characteristics. Facebook, Instagram, and Twitter 
are a few examples of social media platform that helps to 
generate data and circulate content quickly. The amount of 
hate utterances has risen significantly while circulating 
content related to a particular topic. To filter these sorts of 
utterances, a research study presented by Schmidt and 
Wiegand [8] suggested a filtering tool for natural language 
processing. According to the results, character-level strategies 
are superior to token-level ones. The authors' methodology 
demonstrated that using a lexical list of resources to rank them 
might be beneficial when utilized with others. Based on K- 
means and cuckoo searching methods, Pandey et al. [9] 
suggested a unique metaheuristic approach. The best feasible 
cluster heads are found using this method based on the Twitter 
dataset's emotional subject material. Wang and Li [10] 
categorized the changed text algorithms to anticipate motions 
in image data for the sentiment analysis. Textual and visual 
features for labelling emotions inside an image are unsuitable 
for the forecast, according to their technique. The authors 
conducted experiments on two datasets and found that the 
recommended technique outperforms current methods in terms 
of accuracy. Unique research on Hierarchical Deep Fusion 
(HDF) emotional analysis methodology was studied by Xu et 
al. [11]. The relationship between the properties of text, 
images and sentimental content has been analyzed in the 
proposed model. The authors combined visual content with 
textual content using three-level Hierarchal Long Short Term 
Memory (H-LSTM) to investigate the inter-modal association 
of text and image at various levels. Some of the most widely 
applied machine learning and deep learning algorithms have 
been described in Table I. 

Most of the above-mentioned researches primarily focus 
on unsupervised learning method. Compared to other product 
reviews, number of researches conducted on drug reviews is 
significantly low. One of the key challenges with dataset 
similar to the one used in this research is the lack of technical 
terms. A few researches that utilize supervised learning 
methods, perform binary classification as multi-class 
classification using the existing machine learning algorithms 
have been proven to be challenging. In this research, 
tokenization and lemmatization identify the key words. Also 
multi-class classification has been performed unlike the 
researches mentioned in this section. 
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TABLE I. EXITING ALGORITHMS ACCURACIES 

Algorithm Description 

Neural Network 

The neural network approach technique has a very high performance. It is a widely used technique for sentiment analysis and is 

capable of detecting all possible interactions between attributes. It is effective for dealing with a nonlinear connection between 
variables that is complex. The main disadvantage is that it takes longer to compute than other algorithms [12]. 

Naive Bayes 
It is a Bayes' theorem based probabilistic classifier. Researchers use this method less commonly to make a prediction. The primary 

advantage is that it is scalable in comparison to other algorithms [13].  

Support Vector machine 
It is also a way of supervised machine learning for classification and regression analysis. When dealing with small datasets, the 

Support Vector Machine is very effective. It is more efficient than other approaches of classification and regression [14]. 

Decision Tree 
Decision trees are simple but extensively used tools for prediction. IF-THEN rules can be simply converted from a decision tree. 
According to a previous study, prediction and forecast can be done using a decision tree. It can predict drug sentiment with low 

accuracy [15].  

K-Nearest Neighbor  
It is a popular pattern recognition method that is less non-parametric. It has the ability to utilize both regression and classification. It 

provides the finest performance and precision. It is the most basic machine learning algorithm [16]. 

AdaBoost 
AdaBoost combines a number of poor classifiers to create a powerful one by iteratively retraining and weighing the classifiers 

depending on their accuracy [17]. 

Logistic regression The log odds of the dichotomous result can be modelled as a linear combination of the predictor factors using this method [18]. 

Convolutional neural 
network 

A feed-forward neural network that has been trained to extract key characteristics for the prediction job at hand. Nonlinear functions 
are used to filter features via convolutions. The dimensionality can then be reduced via pooling [19]. 

Maximum entropy The greatest entropy concept is used to create a probabilistic classifier [20]. 

Conditional random 

fields 

Given an observation series based on a conditional probability distribution across label sequences, this approach for segmenting and 

labelling structured data can be used [21].  

III. METHODOLOGY 

The dataset that used in this experiment has been collected 
from the UCI repository [22]. Tokenization and lemmatization 
were performed on the data after collecting the dataset. Four 
machine learning algorithms have been applied to the dataset 
for binary classification. The classes for binary classification 
are class 0, and class 1, where class 0 represents the effective 
drugs and class 1 indicates the ineffective drugs. The 
algorithms used for binary classification are naïve Bayes 
classifier, random forest (RF), support vector classifier (SVC) 
and multilayer perceptron (MLP). Linear SVC has also been 
applied to the dataset for multiclass classification. 

Table II represents the classes for multiclass classification 
along with counts for each class. Class 0 represents highly 
effective drugs with a count of 1741, whereas class 1 
represents considerably effective drugs with a count of 1238. 
Class 2 represents moderately effective drugs with a count of 
529. In addition, class 3 represents marginally effective drugs 
with a count of 329. Besides, class 4 represents ineffective 
drugs with a count of 263. 

A. Tokenization 

In the case of natural language processing, a series of well-
defined processes need to be carried out for analyzing the text. 
One of the primary processes is known as tokenization which 
plays a crucial role in the efficiency and correctness of the 
entire analysis. Tokenization refers to splitting the text into 
meaningful smaller units known as tokens. In most cases, 
tokens are identified as words or word sequences. Tokens are 
usually recognized when a white space character is 
encountered just after scanning a token. Preprocessing of text 
for punctuation removal and uppercase to lowercase 
conversion are often involved with the tokenization process 
[23]. 

B. Lemmatization 

One of the most essential and elementary processes 
associated with natural language processing (NLP) is 
lemmatization. The base or dictionary form of a word is called 
a lemma. The term lemmatization refers to the morphological 
conversion of a word that exists in the textual form of the 
dataset to its lemma. The basic idea for this conversion is the 
removal of the declension from the end part of the word. In 
the case of a verb, lemma represents the infinitive form; in the 
case of a noun, lemma represents the singular form, and in the 
case of adjective or adverb, lemma represents the positive 
form. For example, the lemma for the word 'better' is 'good'. 
The lemma for the word 'brought' is 'bring'. Lemmatization 
can be perceived as a normalization method in which various 
morphological variants of a word are analyzed as a single item 
by mapping them into the same underlying lemma. As the 
aggregate number of specific terms are reduced, the 
complexity for analyzing the text is significantly decreased 
and thus, the overall time and resource utilization is improved. 
Lemmatization is widely applied for preprocessing the text in 
information retrieval, document clustering, sentiment analysis, 
etc. [24].  

Table III shows tokenization and lemmatization of the 
feature benefitsReview. 

TABLE II. DATA STATISTICS FOR CLASSIFICATION 

Class Effectiveness Count 

0 Highly Effective 1741 

1 Considerably Effective 1238 

2 Moderately Effective 572 

3 Marginally Effective 329 

4 Ineffective 263 
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TABLE III. DATA SET LEMMATIZATION 

effectiveness benefitsReview benefitsReview_lemma 

1 
Slowed the progression of left 

ventricular dysfunction... 

slowed progression left 

ventricular dysfunction... 

1 
Although this type of birth 
control has more cramp... 

although type birth 

control con pro help 

cramp... 

1 
I was used to having cramps so 

badly that they... 

used cramp badly would 

leave balled bed least ... 

1 
The acid reflux went away for a 

few months aft... 

acid reflux went away 
month day drug 

heartburn... 

1 
I think that the Lyrica was 

starting to help w... 

think Lyrica starting help 

pain side effects se…. 

 

Fig. 1. WordCloud for Medication Dataset. 

Fig. 1 represents the WordCloud for the dataset that we 
have used in this research. WordCloud is a data visualization 
technique to highlight the most relevant and the most frequent 
words. The size indicates the frequency of each word. The 
most frequent word in the dataset is 'take'. 

C. Chi-Squared for Feature Selection 

Chi-square scores have been calculated for the most 
utilized twenty words or terms from the dataset. There exist 
two possible classes (positive and negative). The Chi-square 
test can be utilized for evaluating the significance of a given 
the word to discriminate between the classes [25]. 

Fig. 2 shows chi-square scores for most utilized words. 
The word with the highest score is 'none', and the second-
highest score is the benefit. 

D. Sentiment Classification 

After tokenization and lemmatization, we use RF, SVC, 
MLP, and NB to find the polarity of the drugs. 

1) Naïve bayes classifier: Naïve Bayes Classifier is a 

well-established machine learning algorithm used for the 

classification of data. For its ability to work in a time-efficient 

manner and to disregard noise or irrelevant data, and its 

simplicity to implementation, Naïve Bayes Classifier is a viral 

algorithm for test classification in the fields like spam or fake 

news detection, sentiment analysis, etc. This algorithm is 

based on a theorem known as Bayes Theorem, first invented 

by a British scientist named Thomas Bayes [26]. The idea of 

the Bayes Theorem is to calculate the probability of an event 

based on any previous knowledge or conditions that have an 

impact on the event. 

The standard formula for the theorem is: 

 ( | )  
 ( | ) ( )

 ( )
               (1) 

In equation 1, 

 ( | )=Posterior probability 

 ( | )=Likelihood 

 ( )=Prior probability 

 ( )=Marginal probability 

As there are multiple aspects to be considered to classify 
the data, multiplication rules need to be applied, and the 
equation becomes: 

 ( |         )  
 ( )  (  | ) (  | )   (  | )

 (  ) (  )  (  )
          (2) 

In equation 2, X is a class variable, and Y is a dependent 
feature vector (         ) 

As the denominator of the right-hand side of the equation 
will remain the same for all data in a particular dataset, it can 
be written as: 

 ( |         )    ( )   (  | ) (  | )   (  | )    (3) 

 

Fig. 2. Chi-square Scores for the Most Frequent Words. 
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After simplifying equation 3, we get the following 
probabilistic model: 

 ( |         )    ( )  ∏  (  | ) 
 
              (4) 

Equation 4 exhibits the probabilistic model, which is 
obtained after simplifying equation 3. 

From this probabilistic model, a classifier model is 
generated by calculating the probability of all given inputs for 
the possible values of the class variable, and the maximum 
value is identified to determine the specific value of the class. 
It can be expressed as follows: 

          ( )  ∏  (  | ) 
               (5) 

2) Random forest: The high variance problem of the 

decision tree classifier, where a minor change in the training 

data set can produce a very different tree, makes the decision 

tree classifier unstable. To eradicate this issue, the concept of 

the random forest was proposed which is an ensemble of 

decision trees. Random forest is a classifier with various 

classification methods or a single method with various 

parameters from the dataset. Assume a learning data set 

D=((x1,y1), (x2,y2), …., (xn,yn)) that consists of n vectors, 

where x ∈ X (X is a set of numerical observations) and y ∈ Y 

(Y is a set of class labels). For a classification instance, a 

classifier maps X -> Y. Each tree of the forest is responsible 

for classifying a new input vector. Random forest combines 

the idea of bootstrapping data from a learning dataset to form 

training data set and selecting parameters randomly to 

construct decision trees. Bootstrap refers to selecting three-

fourths of the learning dataset (sometimes two-thirds of the 

learning dataset) and replacing the rest of the data with some 

of the selected samples. While constructing a decision tree, 

features and their positions as nodes in a particular tree are 

chosen randomly. Thus random forest classifier, h, can be 

defined as: 

   *  ( )   ( )       ( )+             (6) 

In equation 6, hk is a decision tree having parameters  k, 

which is a subset of features chosen randomly [27]. 

3) Support vector classifier: Support Vector Classifier is a 

supervised learning algorithm to analyze data for 

classification. One of the distinctive properties of this 

algorithm is the ability to reduce empirical classification error 

and expand the geometric margin simultaneously. SVC 

provides high accuracy in text categorization, image 

classification, hand-written digits recognition, data 

classification, sentiment analysis, etc. SVC constructs a 

maximal separating hyperplane. Two parallel hyperplanes, 

which represent two different classes, are built on both sides 

of this separating hyperplane. By using SVC, an input vector 

is mapped to any of these two parallel hyperplanes. The 

purpose of the separating hyperplane is to maximize the space 

between the two parallel hyperplanes. It is assumed that less 

classification error can be achieved with a higher distance or 

margin between the parallel hyperplanes. 

Consider a training dataset ((x1,y1), (x2,y2), …., (xn,yn)) 
where each xn is a p dimensional vector that maps to 
corresponding yn, which specifies the class. The value of yn 
can be either -1 or +1. The equation of the separating 
hyperplane can be written as: 

                       (7) 

In equation 7, w is a one-dimensional vector and b is a 
scalar. The equations for the two parallel hyperplanes can be 
written in equation 8 and equation 9 as follows: 

                       (8) 

                        (9) 

The distance between these two hyperplanes is 
 

| |
 which 

implies that by minimizing |w|, we can maximize the distance 
between the two hyperplanes and thus achieve high 
performance. 

In the case of hard margin where no misclassification is 
allowed from the training dataset, the problem can be stated 
as: 

Minimize |w| for 

  ( 
     )                            (10) 

In equation 10, the classifier is determined by solving w 
and b for the above problem statement. 

In the case of soft margin where a few misclassifications 
are allowed from the training data set to achieve better 
accuracy for testing dataset, the problem can be stated as: 

Minimize |w| for 

,
 

 
 ∑     
   (      ( 

     ))-   | |
          (11) 

In equation 11, the trade-off between putting xi in the right 
hyperplane and maximizing the distance between the parallel 
hyperplanes is determined by   [28]. 

4) Multilayer perceptron: Inspired by the functioning 

procedure of human nervous systems, the concept of artificial 

neural networks has been developed and applied to design 

mathematical models to solve complex classification or 

regression problems. The building blocks of the artificial 

neural network are 'artificial neurons' or 'neurons'. Frequently 

these neurons are referred to as nodes. In a multilayer 

perceptron, which is a feedforward artificial neural network, 

these neurons are organized in layers and completely 

interconnected with each other via edges to construct a 

directed graph. The term 'feedforward' refers that this graph as 

acyclic. Each of these edges is associated with a real number 

which is called the weight of the edge. The layers of 

multilayer perceptron neural networks are the input layer, a 

number of hidden layers, and the output layer. For each 

neuron, there exists a summation function and an activation 

function. The summation function can be written as: 

   ∑    
 
                    (12) 
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In equation 12, 

                                               

               

                                    

The output of this summation function becomes an input 
of the activation function. There are various types of 
activation functions. One of the most applied activation 
functions is a nonlinear 'S' shaped curved sigmoid activation 
that can be expressed as: 

 ( )  
 

     
             (13) 

Applying this activation function from equation 13, the 
output of the neuron    can be expressed as equation 14, which 

is shown below: 

     (∑    
 
         )            (14) 

Once the neural network is constructed, the set of weights 
are tuned to estimate the required result [29]. 

IV. RESULTS 

A confusion matrix has been developed as a binary 
prediction for each algorithm utilized to evaluate the 
performance system. One of the widely utilized methods for 
calculating predictions is a binary prediction which consists of 
the most significant building blocks of a ROC curve [30]. 
Each classification problem contains two classes. There exist 
two sets of positive and negative ((P) and (N)) labels of class 
for every instance. There are four possible categories for a 
classifier instance. True positive (TP) refers to the number of 
positive instances being classified appropriately. Similarly, 
true negative (TN) represents the number of negative instances 
being classified without any error. Opposite to that, if a 
positive instance is classified as a negative instance, it is 
considered as false positive (FP). Likewise, if a negative 
example is classified as a positive example, it is labelled as a 
false negative. While applying the algorithms to the dataset, in 
each instance, 80 percent of the dataset has been utilized as 
training data and the rest 20 percent has been used for testing. 

We found accuracy, precision (P), recall (R), and F1 score 
by using the following equations: 

           (       ) (                 )        (15) 

In equation 15, accuracy is measured as the total number 
of correctly identified cases divided by the total number of test 
cases. 

          ( )       (     )           (16) 

In equation 16, precision is measured as number of true 
positive cases divided by number of all predicted positive 
cases. 

       ( )      (     )           (17) 

In equation 16, recall is measured as the number of true 
positive cases divided by all actual positive cases. 

               (     )   (     )          (18) 

In equation 18, F-1 score is measured from the calculated 
precision and recall values. 

Table IV shows the confusion matrix for the proposed 
machine learning classifiers for all features. Random forest 
works as the best classifier with 94% accuracy among the four 
algorithms. The accuracies for MLP, SVC, and NB are almost 
the same. Later we calculate the accuracy by changing the 
number of features ranging from 5000 to 9000. 

Table V shows the accuracy for the proposed machine 
learning classifiers for features ranging from 5000 to 9000. 
The proposed model provides consistent results for different 
features ranging from 5000 to 9000. 

Fig. 3 shows ROC curves for individual classes and all 
classes for linear SVC. Fig. 3(a) shows that the area under the 
ROC curve is 0.56, which indicates that linear SVC is not very 
efficient in the case of identifying class 0 (highly effective 
drugs). Fig. 3(b) shows that the area under the ROC curve is 
0.64, which indicates that linear SVC is slightly more efficient 
in the case of identifying class 1(considerably effective drugs) 
than class 0. Fig. 3(c) shows that the area under the ROC 
curve is 0.82, which indicates that linear SVC is very efficient 
in the case of identifying class 2 (moderately effective drugs). 
Fig. 3(d) shows that the area under the ROC curve is 0.65, 
which indicates that linear SVC is approximately as efficient 
in the case of identifying class 3 (marginally effective) as class 
1. Fig. 3(e) shows that the area under the ROC curve is 0.59, 
which indicates that linear SVC is slightly less efficient in the 
case of identifying class 4 (ineffective) than class 3. Fig. 3(f) 
plots precision against recall for all the classes. After 
analyzing the ROC curve, it is conspicuous that linear SVC 
has a significant positive performance in identifying class 2 
drugs. 

TABLE IV. ACCURACY FOR 5000, 6000, 7000, 8000 AND 9000 FEATURES 

RF MLP SVC NB 

938 16 829 49 872 6 857 21 

46 36 75 83 113 45 96 62 

TABLE V. ACCURACY FOR 5000, 6000, 7000, 8000 AND 9000 FEATURES 

features RF MLP SVC NB 

5000 94.21 88.71 88.80 88.71 

6000 94.02 87.55 88.90 88.42 

7000 93.92 84.75 88.51 88.71 

8000 94.02 84.75 88.51 88.42 

9000 94.11 88.32 88.42 88.61 

TABLE VI. CLASSIFICATION REPORT FOR RF 

 precision recall f1-score support 

Class 0 0.69 0.44 054 82 

Class 1 0.95 0.98 0.97 954 

accuracy 0.94 1036 

macro avg 0.82 0.71 0.75 1036 

weighted avg 0.93 0.94 0.93 1036 
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(a) ROC curve for class 0.   (b) ROC curve for class 1. 

  
(c) ROC curve for class 2.   (d) ROC curve for class 3. 

  
(e) ROC curve for class 4    (f) ROC curve for all classes 

Fig. 3. ROC Curve for Linear SVC. 

The evaluation metric used to represent the multiple class 
classification is the ROC curve which plots True Positive Rate 
(TPR) against False Positive Rate (FPR) at different threshold 
settings. Though the ROC curve is applicable for binary 
classification, there is an alternative way to integrate it for 
multiple-class classification. This approach is known as 'one 
vs rest' where a multiple-class problem is treated as a binary 
classification problem. In a ROC curve, a higher value in the 

X-axis indicates a greater false positive rate than the true 
negative rate A higher value in the Y-axis indicates a greater 
false-negative rate than the true positive rate. The efficient 
way to discriminate between accurate and inaccurate 
classification is to measure the area under the ROC curve 
(AUC). This area accepts values between 0 and 1, where 0 
indicates the completely inaccurate classification of the class 
and 1 indicates perfectly accurate classification. Although 
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multiclass sentiment classification is extremely challenging 
for textual data, but Fig. 3(c) shows very promising accuracy 
in this research. 

V. CONCLUSION 

From the experimental result, the calculated average 
accuracy for Radom Forest, Multilayer Perceptron, Support 
Vector Classifier and Naïve Bayes Classifier is 94.06%, 
86.82%, 88.63% and 88.57%, respectively. It is found that the 
Random Forest algorithm has generated the best accuracy 
among the four algorithms. In the case of Random Forest, 
higher precision, recall, and f1-score have been achieved for 
effective drugs compared to those measurements of ineffective 
drugs. The reason behind calculating the f-1 score is to get 
accuracy measurement from a different perspective as the f-1 
score delivers the balance between precision and recall. 
Although multiclass classification is a challenging task for 
sentiment analysis, linear SVC shows the promising result for 
class 2 (moderately effective drugs). In this research, we have 
applied five machine learning algorithms. Unlike most of the 
similar researches in NLP when text mining is used for 
clustering the data, supervised learning methods have been 
implemented in this research to gain a better understanding of 
a drug by measuring its level of effectiveness. It can play an 
important role for curing diseases. In future, we intend to 
apply deep learning algorithms like Long Short Term Memory 
Networks (LSTMs), Generative Adversarial Networks 
(GANs), Recurrent Neural Networks (RNNs), Convolutional 
Neural Networks (CNNs). In addition to that, we would like to 
implement multi-language sentiment analysis using data-
driven approaches. 
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Abstract—Malware constitutes a prime exploitation tool to 
attack the vulnerabilities in software that lead to a threat to 
security. The number of malware gets generated as exploitation 
tools need effective methods to detect them. Machine learning 
methods are effective in detecting malware. The effectiveness of 
machine learning models can be increased by analyzing how the 
features that build the model contribute to the detection of 
malware. The model can be made robust by getting insight into 
how features contribute to each sample that is fed to a trained 
model. In this paper, the boosting machine learning model based 
on LightGBM is enhanced with Shapley value to detect the 
contribution of the top nine features for classification such as 
true positive or true negative and for misclassification such as 
false positive or false negative. This insight in the model can be 
used for effective and robust malware detection and to avoid 
wrong detections such as false positive and false negative. The 
comparison of the top features and their contribution in shapely 
value for each category of the sample gives insight and inductive 
learning into the model to know the reasons for misclassification. 
Inductive learning can be transformed into rules. The prediction 
by the trained model can be re-evaluated with such inductive 
learning and rules to ensure effective and robust prediction and 
avoid misclassification. The performance of models gives 98.48 at 
maximum and 97.45 at a minimum by 10 fold cross-validation. 

Keywords—Artificial intelligence; machine learning; malware 
detection; shapely value; decision plot; waterfall plot 

I. INTRODUCTION 
At the current time, the malware is generated in large 

numbers. Open Threat Exchange [1] is a platform for the 
exchange of information related to computer security. The 
reason for the high volume generation of malware is both from 
the generation side, and end-use of it. Malware authors use tools 
such as polymorphic and metamorphic engines. Metamorphic 
engines can generate malware with minor modification of code. 
It uses techniques such as register reassignment, NOP 
instruction insertion, code transposition, the substitution of 
machine-level opcode/instructions, dead code insertion, and 
combinations of these techniques. Polymorphic engines can 
generate malware with encryption, prepend data, append data, 
and combinations of these techniques. The generated malware 
exhibits the same behavior as old malware. However, this 
generated malware can evade detection by antivirus software 
based on the signature. The detection engine of many 
antiviruses is based on the signature. Hence, databases of 
signatures need a constant update for upcoming malware. On 
the use side of malware, the number of software products has 

increased over time. Ten top software products with 
vulnerabilities are listed in Table I [2]. Software products with 
vulnerabilities from the top ten vendors are listed in Table II [3]. 
These vulnerabilities are exploited for an attack using existing 
or new malware.  The software products are not limited to but 
include Operating Systems (OS), Driver for hardware devices, 
software applications, etc. The more a software product is used 
and popular, the more attacks it may have. Hence, hackers need 
more malware to attack the vulnerabilities. The vulnerabilities 
in hardware, OS, application, firewalls, anti-virus products, etc. 
may be by accident. The author [4] identifies three phases of the 
life cycle of vulnerabilities. In the first phase, a product is 
released in the market. The second phase starts when a 
vulnerability is found in the software product. In the third phase, 
the vulnerability has to be fixed by the developer and released 
for the user of the software. The vulnerabilities can de 
systematically discovered with needful tools. Knowing 
vulnerabilities is not enough, the vulnerabilities have to be 
proven by exploits, and attack software (malware). Machine 
learning and deep learning methods are used for malware 
detection and classification in research work these days. 

TABLE I. TOP SOFTWARE VENDORS WITH VULNERABILITIES 

SL
. 
No
. 

Vendor 
Name  

Number 
of 
Product
s  

Number of 
Vulnerabilitie
s  

#Vulnerabilities/#Produc
ts  

1  Microsof
t  655  8178  12  

2  Oracle  938  8043  9  

3  Google  124  6571  53  

4  Debian  106  5697  54  

5  Apple  139  5380  39  

6  IBM  1314  5334  4  

7  Cisco  5592  4137  1  

8  Redhat  407  3984  10  

9  Canonica
l  49  3075  63  

10  Linux  23  2751  120  
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https://www.cvedetails.com/vendor/26/Microsoft.html
https://www.cvedetails.com/vendor/26/Microsoft.html
https://www.cvedetails.com/product-list/vendor_id-26/Microsoft.html
https://www.cvedetails.com/vulnerability-list/vendor_id-26/Microsoft.html
https://www.cvedetails.com/vendor/93/Oracle.html
https://www.cvedetails.com/product-list/vendor_id-93/Oracle.html
https://www.cvedetails.com/vulnerability-list/vendor_id-93/Oracle.html
https://www.cvedetails.com/vendor/1224/Google.html
https://www.cvedetails.com/product-list/vendor_id-1224/Google.html
https://www.cvedetails.com/vulnerability-list/vendor_id-1224/Google.html
https://www.cvedetails.com/vendor/23/Debian.html
https://www.cvedetails.com/product-list/vendor_id-23/Debian.html
https://www.cvedetails.com/vulnerability-list/vendor_id-23/Debian.html
https://www.cvedetails.com/vendor/49/Apple.html
https://www.cvedetails.com/product-list/vendor_id-49/Apple.html
https://www.cvedetails.com/vulnerability-list/vendor_id-49/Apple.html
https://www.cvedetails.com/vendor/14/IBM.html
https://www.cvedetails.com/product-list/vendor_id-14/IBM.html
https://www.cvedetails.com/vulnerability-list/vendor_id-14/IBM.html
https://www.cvedetails.com/vendor/16/Cisco.html
https://www.cvedetails.com/product-list/vendor_id-16/Cisco.html
https://www.cvedetails.com/vulnerability-list/vendor_id-16/Cisco.html
https://www.cvedetails.com/vendor/25/Redhat.html
https://www.cvedetails.com/product-list/vendor_id-25/Redhat.html
https://www.cvedetails.com/vulnerability-list/vendor_id-25/Redhat.html
https://www.cvedetails.com/vendor/4781/Canonical.html
https://www.cvedetails.com/vendor/4781/Canonical.html
https://www.cvedetails.com/product-list/vendor_id-4781/Canonical.html
https://www.cvedetails.com/vulnerability-list/vendor_id-4781/Canonical.html
https://www.cvedetails.com/vendor/33/Linux.html
https://www.cvedetails.com/product-list/vendor_id-33/Linux.html
https://www.cvedetails.com/vulnerability-list/vendor_id-33/Linux.html


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

TABLE II. TOP OPERATING SYSTEMS WITH VULNERABILITIES 

Sl. 
No. Product Name  Vendor Name  Product 

Type  
Number of 
Vulnerabilities 

1  Debian Linux  Debian  OS  5572  
2  Android  Google  OS  3875  
3  Ubuntu Linux  Canonical  OS  3036  
4  Mac Os X  Apple  OS  2911  
5  Linux Kernel  Linux  OS  2722  
6  Fedora  Fedoraproject  OS  2538  
7  iPhone OS  Apple  OS  2522  
8  Windows 10  Microsoft  OS  2459  

9  Windows 
Server 2016  Microsoft  OS  2233 

10  Windows 7  Microsoft  OS  1954 

The objective of this paper is to further improve the 
effectiveness of the machine learning (ML) model based on 
boosting algorithms such as LightGBM by overcoming the 
wrong prediction, misclassification the ML model may have. 
Good ML models are made general with feature engineering 
and learning from a large dataset, to detect unknown malware. 
There are many algorithms for ML models and many feature 
engineering techniques to make the models effective that 
resulting in increasing the accuracy of models.  
Misclassification in the machine learning model is wrong 
identification. For malware, the ML model may not identify 
them and they are termed as a false negative. A false negative 
detection can be very dangerous for any organization. As the 
malware is not detected, it will be able to meet the objective of 
the attacker despite all the security solutions applied. ML model 
may also declare benign software as malware. Such occurrences 
are termed false positives. A false positive detection causes 
issues such as panic among users of the software, 
inconveniences, non-use of software until a confirmed source 
declares the software as benign. All machine learning models 
have misclassification without exception. 

Machine learning models to detect malware are many and 
they also use feature importance as part of an algorithm to 
identify top features. There are other methods for feature 
importance using feature engineering such as Principal 
Component Analysis (PCA), Redundant Feature Removal 
(RFR), and Haar Wavelet Transform (HWT) [6] and Leave One 
Feature Out importance (LOFO) method [7]. 

In this paper, a novel method is proposed to identify the 
change in top features that contribute to the misdetection of 
malware or future input sample that may be malware or benign 
software to a trained ML model. In addition, to identify the 
amount of contribution the top features are having for 
misclassification of a future sample in consideration as input to 
the ML model. Shapely values and visualization techniques are 
used to achieve these objectives. Shapely values are from 
classic game theory. Shapely values are used to find feature 
importance in an ML model. Lundberg et al. [5] have used 
Shapley value for explainable artificial intelligence. Hence, 
Shapley values can identify the top features in an ML model. 
The top features in an ML model based on LightGBM have 

shapely values associated with them. These top features along 
with their contribution to Shapley values are visualized using 
decision plot, waterfall plot, and force plots. Further, this work 
proposes to identify the false positive and false negative from 
the test dataset part. Further, the work also associates 
visualization with change in top features and amount of 
contribution of top features. Having identified top features and 
the amount of contribution of the top features for 
misclassification, this work proposes the use of inductive 
learning techniques to overcome the misclassification of future 
samples. The present work aims to improve the effectiveness of 
the ML model based on the LightGBM model. It can be used 
for zero-day malware detection as well. 

The gaps that this work addresses are highlighted as follows. 

• These feature importance from algorithms and feature 
engineering methods cannot associate the top features 
for a new sample used for prediction by a trained 
machine learning model. 

• They cannot determine the amount of contribution of a 
feature for a sample used for prediction by a trained 
machine learning model. Hence, they cannot associate 
the visualizations with the amount of contribution of a 
feature for a new sample to be predicted by the machine 
learning model. 

• There remains always a doubt if the new sample under 
test is part of high accuracy as published for the model 
or part of misclassification as false negative or false 
positive. 

• The inductive method proposed in this work improves 
the probability of prediction to a higher level. 

• A novel approach as proposed in this work is not 
available in the literature survey. Hence, this paper 
opens new dimensions for increasing the probability of 
effective detection of a new sample by a trained model. 

Specific contributions in this study are: 

• Use of Shapley values and visualization for 
identification of top features for false negative (FN), 
false positive (FP), true positive (TP), and true negative 
(TN) categories of samples for LightGBM machine 
learning models. 

• Amount of contribution by top features for each 
predicted category in Shapley values are identified. So 
that the comparison for inductive learning is effective. 

• Comparison of the features and amount of contributions 
of features for samples with the test dataset part that may 
be FP, FN, TP, and TN. Using the comparison to 
identify the top features and their contribution for 
misclassified FP and FN samples. 

• Use of LightGBM, boosting algorithms, for effective 
prediction of a future sample that may be malware or 
benign software. The proposed inductive method will 
avoid misclassification and improve the effectiveness of 
the ML model. 
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https://www.cvedetails.com/product/36/Debian-Debian-Linux.html?vendor_id=23
https://www.cvedetails.com/vendor/23/Debian.html
https://www.cvedetails.com/vulnerability-list/vendor_id-23/product_id-36/Debian-Debian-Linux.html
https://www.cvedetails.com/product/19997/Google-Android.html?vendor_id=1224
https://www.cvedetails.com/vendor/1224/Google.html
https://www.cvedetails.com/vulnerability-list/vendor_id-1224/product_id-19997/Google-Android.html
https://www.cvedetails.com/product/20550/Canonical-Ubuntu-Linux.html?vendor_id=4781
https://www.cvedetails.com/vendor/4781/Canonical.html
https://www.cvedetails.com/vulnerability-list/vendor_id-4781/product_id-20550/Canonical-Ubuntu-Linux.html
https://www.cvedetails.com/product/156/Apple-Mac-Os-X.html?vendor_id=49
https://www.cvedetails.com/vendor/49/Apple.html
https://www.cvedetails.com/vulnerability-list/vendor_id-49/product_id-156/Apple-Mac-Os-X.html
https://www.cvedetails.com/product/47/Linux-Linux-Kernel.html?vendor_id=33
https://www.cvedetails.com/vendor/33/Linux.html
https://www.cvedetails.com/vulnerability-list/vendor_id-33/product_id-47/Linux-Linux-Kernel.html
https://www.cvedetails.com/product/16334/Fedoraproject-Fedora.html?vendor_id=6924
https://www.cvedetails.com/vendor/6924/Fedoraproject.html
https://www.cvedetails.com/vulnerability-list/vendor_id-6924/product_id-16334/Fedoraproject-Fedora.html
https://www.cvedetails.com/vendor/49/Apple.html
https://www.cvedetails.com/vulnerability-list/vendor_id-49/product_id-15556/Apple-Iphone-Os.html
https://www.cvedetails.com/product/32238/Microsoft-Windows-10.html?vendor_id=26
https://www.cvedetails.com/vendor/26/Microsoft.html
https://www.cvedetails.com/vulnerability-list/vendor_id-26/product_id-32238/Microsoft-Windows-10.html
https://www.cvedetails.com/product/34965/Microsoft-Windows-Server-2016.html?vendor_id=26
https://www.cvedetails.com/product/34965/Microsoft-Windows-Server-2016.html?vendor_id=26
https://www.cvedetails.com/vendor/26/Microsoft.html
https://www.cvedetails.com/vulnerability-list/vendor_id-26/product_id-34965/Microsoft-Windows-Server-2016.html
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This paper is organized with a literature survey in Section II, 
followed by the methodology of malware detection and the use 
of shapely values for visualization in Section III. The Dataset, 
experimental setup, and results are outlined in Section IV. The 
paper concludes in Section V with a conclusion and an 
Appendix in Section VI. 

II. LITERATURE SURVEY 
Malware is like any software product. It has to be 

distinguished from a benign software product. The methods 
available to distinguish and detect the malware are broadly 
categorized into static analysis, dynamic analysis, and hybrid 
analysis. 

A. Static Analysis 
In static analysis, the malware is not executed. Features for 

machine learning are extracted from the software without 
running the software, the sample under consideration. It has the 
advantage that the sample cannot infect the system used for 
extraction of features. All the software, malware, shared 
libraries required, and dynamic link libraries (DLL) have a 
header.  For windows, the header of the executable is termed 
Portable Executable (PE) header. The features from the PE 
header of windows executables can be extracted as explained in 
[6][8]. In addition, features can be extracted using properties of 
the executable file as an object and are termed file-related 
features.  File related features are not limited to but include a 
histogram of bytes in executable, the entropy of complete file 
entropy of various parts of files, strings embedded in the 
executable, N-grams [9] from byte code, N-grams from 
assembly code, N-grams from API calls, images of hex 
bytecode of a file [10][11], images of hex bytecode of different 
part of a file, etc. Many machine learning models and deep 
learning models use features with different combinations 
derived from static analysis[12]. However, malware authors use 
methods such as obfuscation  [13], encryption of various types 
to evade feature extraction methods. The obfuscation and 
encryption methods are many and may be categorized into 
standard and non-standard (private). These shortcomings of 
static analysis may be overcome by dynamic analysis [14]. 

Authors in [15] convert the sample file to images and extract 
features using the trained CNN model. The extracted features 
are plotted using t-Distributed Stochastic Neighbor to identify 
the cluster of malware. Subsequently, they make N-grams with 
n values 1 to 5 using the API call sequence for six types of 
malware actions. The malware actions are creating or 
modifying files, hooking on to system services, getting 
information for loading the DLL, etc.  The N-grams are used 
with eight types of distance measurement to make a similarity 
matrix using four types of kernel functions with the Support 
Vector Method (SVM). Distance measurements used in this 
work are Cosine, Bray-Curtis, Canberra, Manhattan, 
Chebyshev, Euclidean, Hamming distance, and Correlation for 
feature extraction. This technique may handle malware with a 
known packing method, as they can be unpacked to process and 
get features but will have a deficiency in handling packed 
malware with unknown packing methods. 

Yousefi-Azar et al in [15] extract static features of a sample, 
malware, or benign software, using term frequency based on 

natural language processing. Extracted features are used with 
the deep learning model and Extreme Learning Machine (ETM) 
for malware detection. Backpropagation results in large feature 
space which increases computation complexity.  The authors 
multiply term frequency with a random projection matrix to 
reduce the computation complexity. Balanced android dataset 
Drebin and Dexshare and windows executables from 2016 are 
used as a dataset. Windows executables from 2017 are tested as 
zero-day malware to achieve an accuracy of 95.5%. 

The authors [16] collect malware samples that are used for 
attacks in financial institutions in Brazil, affecting cyber users 
for over 6 years. They use static analysis to extract features 
from PE header of collected samples and use Multilayer Layer 
Perceptron, K-nearest neighbor (KNN), Random Forest (RF), 
and Support Vector Machine (SVM) classifiers to detect 
malware. Further, they identify the family of malware using the 
t-Distributed Stochastic Neighbor Embedding (SNE) method. 
Concept drift of ML model is detected using Drift Detection 
Method (DDM) and Early Drift Detection Method (EDDM) to 
detect drift in the malware samples over time. The authors 
visualize and relate the new malware families coming over time 
using confirmation and warning indicated by the drift methods. 
They conclude that a warning indication by drift methods 
implies a degradation of ML models and a confirmation 
indication by drift method implies that the ML model needs to 
be updated. 

B. Dynamic Analysis 
In dynamic analysis, the malware is executed in a protected 

environment, and the behaviors, actions of malware are 
observed. In a normal environment, the sample will infect the 
system and will affect the future normal use of the system. 
Hence, a protected environment is used to avoid infection of the 
system conducting the malware test.  The actions and behaviors 
of malware are not limited to but include adding, deleting, and 
modifying related changes in the file name, registry, processes, 
communication in the network, system configuration, etc. 
Features are derived with these changes and used in machine 
learning models with various algorithms. The dynamic analysis 
method is very expensive in terms of time to execute malware, 
computing resources, and trained manpower required. Besides, 
the malware authors employ techniques to avoid malware 
detection. One of the techniques employed by the malware 
author is to detect the virtual environment required for running 
the malware. If the virtual environment is detected, they switch 
off the behavior of malware and act as benign software. Another 
technique used by malware authors is to connect to the 
command and control center owned by them and download the 
malware at a later time to take control of the target machine. If 
the network is not available in virtual environment, the sample 
acts as benign software. Hence, trained persons are required to 
note this behavior of malware. The hybrid analysis is used to 
overcome these shortcomings of dynamic analysis. 

Robert et al. [17] use a large dataset of malware with a 
Malheur tool to know the behavior of samples. Malheur tool 
executes the samples and generates a report. Needful 
information such as DLLs imported, API used as the callback 
are extracted from the report to understand the actions, behavior 
of malware with help of domain experts. Domain experts make 
rules and rules are externalized to the malware detection 
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module. Authors believe malware will exhibit its behavior as 
per framed rule and that can be detected. However, new types of 
malware may not exhibit behavior as per rules framed, because 
that malware was not part of the dataset used. Hence, this 
unknown malware will not be detected. 

Binayak et al. [18] create a knowledge database of In-
memory processes based on the use of Dynamic Link Library 
(DLL) sequences using TF-IDF (Term Frequency-Inverse 
Document Frequency) and multinomial logistic regression 
based learning approach. The suspected process from malware 
uses a different DLL than of system DLL. This knowledge 
database is compared with DLL sequences used by In-memory 
processes to identify suspected, unwanted processes and 
malware. 

C. Hybrid Analysis 
Hybrid analysis combines static and dynamic analysis to 

overcome their shortcoming. Lifan Xu et al. [19] extract both 
static and dynamic features from android malware dataset and 
represent the features as vector. Advance features are derived 
using deep learning, a Deep Neural Network (DNN) using both 
the original static and dynamic feature vector sets. The 
advanced and original features are concatenated as new vectors 
as input to the DNN that modifies with multiple different kernel 
to detect malware. The combined hybrid analysis has 
shortcomings as in dynamic analysis or static analysis. 

Sethi et al. [20] use feature from both static analysis and 
dynamic analysis on PHP, pdf, exe files. For dynamic analysis, 
the authors use a Cuckoo sandbox. Cuckoo sandbox is a virtual 
environment to run executable. It gives an analysis report of 
actions and behavior of the file executed. J48, SMO, and 
Random Forest machine learning algorithms are applied in the 
WEKA tool with the combined feature extracted using static 
and dynamic analysis. They achieved 100% accuracy with J48. 

The literature survey gives different methods of improving 
the accuracy and other performance parameters of the machine 
learning model by feature engineering for malware detection. 
However, they do not give insight into the top features and 
contribution of each feature for a new sample by a trained 
machine learning model. Hence, there is a gap in research that 
can give insight into the top features and their contribution in 
the prediction of an unseen sample by machine learning model. 
This work is an effort to fill the gap. 

III. METHODOLOGY 

A. Shapley Value and Feature Importance 
The machine learning model should be both interpretable 

and accurate. Interpretation of ML model based on decision tree 
may be based on decision path, heuristic value to features, and 
model-agnostic. In this work, Shapley value is used for making 
the ML model interpretable. A local explanation is assigning a 
numeric measure, credit, to each input feature that constitutes a 
machine learning model based on a decision tree.  These local 
explanations are combined to represent a global structure that 
represents an ML model based on a decision tree or an 
ensemble of decision trees. The ensemble of decision trees may 
be based on a bagging algorithm such as Random Forest or 
boosting algorithm such as LightGBM. The global explanation 

of the ML model continues to retain the local faithfulness as in 
local explanation. Shapely values from game theory satisfy 
simultaneously local accuracy, consistency, and missingness 
three properties required for credit score to a feature in an ML 
model.  The credit score, Shapley values, are computed by one 
feature at a time into the output function of the model with 
some condition as in Eq. (1). Lundberg et al. [5] follow the 
causal do-notation formulation. It justifies use of the Shapley 
additive explanation (SHAP) interaction values as a richer type 
of local explanation and feature perturbation formulation. 

𝑓𝑥(𝑆) =  𝐸[ 𝑓(𝑋)|𝑑𝑜(𝑋𝑠 = 𝑥𝑠)] (1) 

S = Set of features to condition on 

X = A random variable from M input features of model 

x = input vector for the current prediction for the model 

Lundberg et al. [5] give TreeExplainer, an explanation 
method for ML models based on tree, that enables optimal local 
explanations based on shapley values from classic game theory. 
Classic Shapley values are ways to measure feature importance. 
It is optimal and maintains natural properties from cooperative 
game theory. Exact computation of these values is NP-hard 
problem. Hence, they have approximate computation. Authors 
have developed an algorithm for decision tree categories of 
algorithms that computes local explanations with theoretical 
guarantees of local accuracy and consistency in polynomial 
time with Shapley values. Local explanations are also used to 
capture feature interactions in a theoretically grounded way. S is 
the set of features in Eq. (1) to condition on and refers to 
features of a specific tree in the ensemble of trees in the 
boosting LightGBM machine learning model. We can find the 
SHAP value for each feature, x in Eq. (1), in a tree using the 
TreeExplainer and add for all the features, X in Eq. (1), in the 
tree under consideration to match with the tree. This can be 
applied to all the trees in the model one by one. Finally, we find 
the contribution of a feature for the ensemble of trees by the 
TreeExplainer. By knowing the contribution of all features in an 
ML model, it provides valuable insight into top features for 
each prediction. 

B. Malware Detection Model 
All samples in the dataset are from windows executable. 

The features are derived from the PE header of the samples and 
as properties of a file. Each window executable contains a PE 
header that is explained in [6] [8] [21]. The PE header can be 
extracted using a python program using "Library for 
Instrumenting Executable Files" (LIEF) a library in python. The 
extracted features are listed in detail in Appendix A. PE header 
consists of DOS header, file header, NT header, section header, 
optional header, and many directories such as Import 
directories, Resource directory, Export directory, and Exception 
directory. Import directories list Dynamic Link Libraries (DLL) 
loaded by the executable and Application Program Interfaces 
(APIs) used by executables. Resource directory lists the 
information required by executable such as icons, bitmaps, 
strings, menus, dialogs, configuration files, version information, 
etc. Exception directory lists exception handling information. 
Features extracted are listed in Appendix A. Some of the 
features are described here. File header of PE header gives 
features such as timestamp, vsize, has_debug, has_relocations, 
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has_signature, has_tls, has_symbol, imports, Machine1-
Machine10 listed in Appendix A. Machine representing, type of 
processor required, in the file header part of PE header is hashed 
and put into one of ten bins and named as Machine1 - 
Machine10. Features that are hashed and put in several bins are 
named like this. Section header and optional header give section 
name, section size, section characteristics, and start and end 
byte contents of each section. The section name is a string. It is 
hashed and put into 1 of 50 bins. This gives us feature 
entry_name1 - entry_name50 listed in Appendix A. Section 
size, section virtual size, and section characteristics values are 
hashed and put into 1 of 50 bins. These operations give us 
features Sec_size_1 – sec_size_50, sec_vsize1 - sec_vsize50, 
sec_char1 - sec_char50 listed in Appendix A. Entropy of 
content of each section in the sample is hashed and put in to 1 of 
50 bins. This gives us features sec_entropy_1 - sec_entropy_50 
listed in Appendix A. 

DLL in an import directory and the name of an API in the 
DLL are concatenated to make a string. The string is hashed and 
put into one of 1280 bins. This gives us the feature Imp1-
Imp1280 listed in Appendix A. Function name in the export 
directory is hashes and out into one of 128 bins. This gives us 
feature exp1-exp128 listed in Appendix A. File-related 
information used to derive features are histogram of bytes, 
strings, and entropy of hex values in each sample. The byte 
value in the sample can be 0-255. A histogram is count of value 
of the byte in each sample. The count of the value of a byte is 
put into the respective bin H1-H256 to represent the feature 
listed in Appendix A. Strings in a sample give very important, 
insightful information used by malware. Strings reveal created 
and modified filenames and registry related information. Strings 
may also reveal IP addresses used by malware authors for 
communication, command and control center URLs, signature 
of malware authors and groups. All strings of size five-character 
or more are extracted, hashed, and put in one of 104 bins. This 
gives us features Str1 - Str104 listed in Appendix A. The 
encryption and packing methods increase the entropy, disorder 
of bytes in samples. Entropy is computed as the method 
described by [8]. In this method, a block size of 2048 bytes is 
extracted and counts of bytes are put in 16x16 bins. These 
operations of making a block of 2048 bytes with windows of 
1024 bytes and putting in 16x16 bins are repeated for the entire 
content of a sample. This gives us features Ben1-Ben256 listed 
in Appendix A. Both the PE header and file-related information 
give 2351 features. Dataset consists of malware and benign 
samples and belongs to January 2017 time period. 

Gradient Boosting Decision Tree (GBDT) LightGBM ML 
algorithms are selected for experiments in this work. The ML 
algorithm is selected for the following advantages. 

• Feature importance of the ML model can be extracted 
after training of the model. 

• Faster training and prediction 

• Ease of computation 

 
Fig. 1. System Block Diagram for Top Feature and their Contribution from 

Shapley Diagrams for Misclassification and Inductive Learning. 

The system block diagram for this work is shown in Fig. 1. 
LightGBM boosting machine learning algorithm in the sklearn 
library is used to train the ML model. A trained model can 
predict the samples in the test dataset and correct detection of 
samples in true positive (TP), malware, and true negative (TN) 
benign software categories. Misclassified samples such as false 
positive (FP), benign software detected as malware, and false 
negative (FN), malware detected as benign software categories 
can also be identified. Nine to twenty five top features among 
the 2351 features can be identified for samples in TP, TN, FP, 
FN categories using diagrams such as waterfall plots, decision 
plots, and force plots. These diagrams show the amount of 
contribution by each top feature in Shapley values. Shapley 
values give a local explanation of top features with global 
structure as per ML model prediction for a sample. Changes in 
the top few features and their contribution to Shapley value for 
TP, TN, FP, and FN is compared. The comparison identifies a 
change in top features and their contribution for FP, FN also. 
This insight can be used as inductive learning to identify other 
samples which may have been misclassified and for future 
unknown samples without labels. Having found the 
misclassified samples by trained ML classifier, correct 
classification or malware detection can be performed. This leads 
to an increase in the performance of the trained ML model. One 
has to be very careful in this comparison and inductive learning 
with an unknown sample that does not have a label. Top 
features and their contribution in Shapley value for the 
unknown sample should match top features and their 
contribution in Shapley value for with known TP and TN 
samples also. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Dataset 
The dataset in the proposed system is derived from [21]. It 

has Malware data from December-2006 to December 2017. 
The dataset from December 2006 to December 2016 contains 
only the malware and no benign entries and the reason for 
exclusion. Fig. 2 shows the exclusions, filter and pre-process 
used on the dataset to get the sub dataset used in this 
experiment. Dataset part from January 2017 is used in this 
proposed system. The unidentified entries are without labels in 
the dataset and are excluded for malware detection and 
analysis. The unidentified entries in the dataset may be 
malware or cleanware. The dataset consists of 32761 malware 
and 17186 benign software that appeared in January-2017. The 
details of the derived dataset are in Table III. 
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Fig. 2. Filter and Process the Database for the Experiments. 

TABLE III. DATASET USED IN THIS WORK 

SL No. Samples label  appeared  
1  28606 Unidentified  2017-01  
2  17180 Benign 2017-01  
3  32761 Malware 2017-01  

Each entry in the dataset has 2351 features. These features 
are from PE headers, sections of windows executable, systems 
APIs used in the executable, exported API from the executable, 
and file related properties. File related properties include 
Histogram of the complete executable in 256 bins, Byte entropy 
of executable file hashed into 256 bins and strings in 104 bins. 
The executable here means both the malware and cleanware. 
These features are defined in Appendix A and are used in the 
various diagrams in this paper. These features’ names help 
identify exact features that are contributing to the detection of 
malware and the amount of contribution in the detection of 
malware or cleanware. 

B. Experimental Setup 
Intel(R) Core(TM) i5-7200U CPU @ 2.50 GHz, 2701 MHz, 

2 Core(s), and 4 Logical Processor(s) with 8 GB Ram is used as 
computing resource in this work. 

C. Malware Detection with LightGBM 
Dataset is divided into a training set and testing set in the 

ratio of 70% and 30%. The model is trained with the training set 
and tested with the testing set. The results of this are in row 1 of 
Table IV. It has performance data for Accuracy, Precision, 
Recall, F1-score, and confusion matrix parameters in terms of 
false negative (FN), false positive (FP), true positive (TP), and 
true negative (TN). 

30% of the dataset is separated for the testing of the 
LightGBM model. The samples in the test dataset are identified 
in false negative (FN), false positive (FP), true positive (TP), 
and true negative (TN) categories. It is interesting to explore 
how the top features and other features contribute to FP, FN, 
TP, and TN samples by the LightGBM algorithm. Waterfall 
plot, decision plot, and force plot are drawn with Shapley 
values. 

TABLE IV. PERFORMANCE OF LIGHTGBM MODEL WITH ZERO-DAY 
MALWARE 
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Fig. 3. Waterfall Plot of True Positive Sample in a Dataset with Shapley 

Values for each Feature. 

Fig. 3 shows the waterfall plot for a true positive in the 
dataset. The Shapley value sum features to 5.378. The waterfall 
plot adds the contribution of each feature and also shows the top 
features with their contribution leading to the decision. 
Although the total contribution of 2342 features; lowest bar, in 
figure is significant compared to any top feature. In additional 
analysis, the feature importance of LightGBM showed only 588 
features contributed to the model. Other 1763 features do not 
have any contribution to malware detection. Hence, many 
features in 2342 features have zero contribution. Kumar et al. 
[22] identified that 276 features among 2351 only contributed to 
prediction in the XGBoost model with 600k samples of training 
dataset from [21]. The remaining 2075 features have zero 
contribution to the model. 

These figures help us to identify top features contributing to 
decision at leaf note with LightGBM algorithm. 

Fig. 4 is displays the decision plot for a true positive entry in 
the dataset and shows how the top features contribute to make 
the decision. The decision plot adds the contribution of each 
feature and draws the line that takes it to make a decision. It has 
the same TOP features as in Fig. 3. The waterfall plot adds the 
contribution of all the features but does not show the graph that 
leads to a decision as in the decision plot. 

 
Fig. 4. Decision Plot of True Positive Sample in Dataset with Shapley 

Values for each Feature. 
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The decision plot can be for more number of samples. Fig. 5 
shows the decision plot for the first ten samples in the dataset. 
The value that shows negative from zero in blue color are 
benign and the values that are on the right side of two, the 
purple color vertical line, in the graph are malware. The seven 
samples, pink color, with the specific features as shown are the 
malware and three samples are benign. The objective of these 
figures is to display how the features are contributing to 
decision with use of the LightGBM model. The label of samples 
is verified with the prediction of each sample with the 
LightGBM GBDT algorithm for all the 10 samples. It matches 
as given in the decision plot. 

Fig. 6 shows the force plot for a true positive sample in the 
dataset in the Shapley values. The force plot shows how each of 
the feature is contributing in the positive direction from the left 
side with red color and other features that contribute negatively 
to scale value down and finally the value set near 5.38 for 
Shapley values. The top three features that contribute to the 
decision are named. The meaning of these features can be 
referred at Appendix A. The force plot cannot display the name 
of many features as in the decision plot. The top three features 
are the same as in Fig. 3 and Fig. 4. 

Fig. 7 shows the force plot for the first 10 samples of the 
dataset in Shapley values. This figure is like rotating Fig. 6 
clockwise and stacking the ten force plot of the figure in the x-
axis. The count of the sample is seen at the top with numbers 0, 
1, 9. The Y-axis displays the Shapley value for samples. The 
Shapley values for sample 2 are different from another sample. 
This change in Shapley value for each sample in the dataset is 
visible.  It is possible to change the parameters in x-axis and y-
axis from a drop down menu and analyze the top features for a 
sample. Amount of contribution top features make to the 
decision using the LightGBM algorithm can be observed. 

 
Fig. 5. Decision Plot of First 10 Samples in Dataset with Shapley Values for 

each Feature. 

 
Fig. 6. Force Plot of True Positive in Dataset with Shapley Values for each 

Feature. 

 
Fig. 7. Force Plot of First 10 Samples in Dataset with Shapley Value for 

each Feature. 

Fig. 8 displays a waterfall plot for a false positive sample 
from the test dataset part of the dataset. The advantages of 
waterfall plots are: 

• Top 9 features contributing to predicting the sample as a 
false positive. 

• In the Shapley scale, it starts at 2.0 and adds up to 3.589 
with the top 9 features contributing in both positive and 
negative directions. 

• The contribution of the remaining 2342 features for the 
sample is +0.2, much less than the top five features. 

 
Fig. 8. Waterfall Plot of a False Positive Sample in Dataset in Shapley Value 

for each Feature. 
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Fig. 9 reveals the force plot for a false positive sample in the 
test dataset from dataset. The top features are RX_sec_num, 
C_char1, and has_debug from the PE header. The contribution 
of RX_sec_num is the highest among all the features. The top 
features for false positive in Fig. 9 are very different from the 
top features of malware (true positive) in Fig. 3. In addition, the 
final Shapley value for the sample is down to -0.09 in Fig. 9 
compared to 5.38 in Fig. 3 for malware. The start point is very 
low at less than -6 in Fig. 9 compared to the start point at -1 in 
Fig. 3. 

Fig. 10 presents a waterfall plot for a False Negative 
sample in the test dataset from the dataset in the Shapley value. 
All the advantages as explained for a false positive sample can 
be observed. In addition, features that are making the sample 
false positive and false negative can be compared. There is no 
contribution of the RX_sec_num, H129 feature in the false 
negative sample as in the false positive sample. The 
contribution of feature C_char4 is there in false negative but 
not in false positive. 

Fig. 11 shows the force plot for a False Negative (FN) 
sample in the test dataset in Shapley values. 

 
Fig. 9. Force Plot of a False Positive Sample in Dataset in Shapley Value for 

each Feature. 

 
Fig. 10. Waterfall Plot of a False Negative Sample in Dataset in Shapley 

Value for each Feature. 

 
Fig. 11. Force Plot of a False Negative Sample in Dataset in Shapley Value 

for each Feature. 

Fig. 12 shows the waterfall plot for the True negative 
sample in test dataset in Shapley value. Fig. 13 gives the force 
plot for the True negative (TN) sample in the test dataset in 
Shapley value. 

The top features of waterfall plots in Shapley value from 
Fig. 3, Fig. 8, Fig. 10, Fig. 12 for in FP, FN, TP, and TN 
samples respectively in test dataset of the dataset are compared 
in Table V. Top features are listed in the features column. For a 
sample in each category in false positive, false negative, true 
positive and true negative, it identifies the presence of a feature 
as “Y” and no presence as “N”. Further, it identifies the topmost 
feature, with the value among the top feature with a “T” in each 
category. The probability value contributed by each feature is 
identified in respective columns. This table helps to conclude 
that there is disjoint set of features for each category samples in 
FP, FN, TP, and TN. The topmost feature for the FN sample is 
has_debug and is present in FP and TP. The topmost feature for 
FP is Rx_sec_num and contributes very low value in other 
categories of samples. 

The contribution of the remaining 2342 features is lowered 
significantly for FP and FN. For TP the value is +ve .42, for TN 
the value is negative -.03. 

These comparisons can identify the misclassified FP and FN 
samples and improve the efficiency of the ML model by correct 
classification for an unknown sample. Few insightful rules that 
can be formed are as follows: 

• The malware sample with a high contribution of 
Imp321, H33, C_char1, and str43 may be a FP sample. 

• The Malware sample with the highest contribution by 
Rx_sec_num among all the features will be a FN 
sample. 

 
Fig. 12. Waterfall Plot of a True Negative Sample in dataset in Shapley Value 

for each Feature. 

 
Fig. 13. Force Plot of a True Negative Sample in the Dataset in Shapley 

Value for each Feature. 
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TABLE V. FEATURES AND THEIR CONTRIBUTION IN FALSE POSITIVE, 
FALSE NEGATIVE, TRUE POSITIVE, TRUE NEGATIVE PREDICTION BY 

LIGHTGBM MODEL 

S
L 
no 

Features False 
Positive 

False 
Negative 

True 
Positive 

True 
Negative 

1 C_char1 Y,+0.81 Y, 0.73 Y,0.61 Y, –2.25 

2 C_char4 N Y, -0.65 Y, -0.45 Y, - 1.08 

3 Machine6 N N N Y, -1.27 

4 Subsystem9 0.18 N N Y, -1.0 

5 Rx_sec_nu
m Y, +0.95 N Y, 0.36 0.24 

6 has_debug Y, +0.48 Y, -0.88 Y, 0.61 -0.5 

7 sec_size43 Sec_size44 
= -0.17 Y, 0.31 0.24, 

sec_char38 N 

8 H129 Y, -0.37 

Y, H33 = 
-0.28 
H67=0.2
6 

Y, -0.35 -0.28 

9 Imp370 
Y, -0.32 
imp857=0.1
6 

N Imp31=0.2
9 N 

10 sec_char38 N N 0.23 N 

11 Str43 N -0.25 N str104=0.1
8 

12 imports N N N -0.48 

13 Ben255 N 
-0.26, 
BEn253=
-0.24 

N N 

14 Other 2342 
features 0.2 Y,-0.67 Y, 1.72 Y, -2.04 

D. k-Fold Cross-Validation 
Cross-validation with k=10 is performed for less biased and 

less optimistic accuracy value for the LightGBM model. The 
test dataset is used for this 10-fold cross-validation test. The 
results of cross-validation are tabulated in Table VI. 

TABLE VI. TEN K FOLD CROSS-VALIDATION FOR THE TEST DATASET 

Sl. no Accuracy 

1 0.97938144 

2 0.9836165 

3 0.97936893 

4 0.9848301 

5 0.97451456 

6 0.97815534 

7 0.97512136 

8 0.97936893 

9 0.9836165 

10 0.97815534 

E. Comparison with other Malware Detection Works 
This work is compared with other malware detection works 

in Table VII. This work achieves higher accuracy with datasets 
compared toYousefi-Azar et al. and comparable accuracy with 
Venkatraman  et al. and Alazab et al. Jung et al [24] take 333 
malware files with .swf extension into the test dataset from 
2007-2015 for zero-day malware to get 51–100 % accuracy. 
Alazab et al. [25] get marginal higher accuracy of 98.6 
compared to 98.49%. Shafiq et al. have a small size dataset and 
give the model performance at 99.2 Area under curve (AUC) 
that cannot be compared with accuracy. 

They use more than three times malware compared to 
benign software for training and testing. They do not define 
ways to determine unknown malware. [6] Use only one tenth of 
benign software compared to malware. This highly unbalanced 
dataset lowers the probability of false positives. They consider 
zero-day malware as one which does not match known 
signature or unknown malware. 

TABLE VII. COMPARISON WITH OTHER ZERO-DAY MALWARE WORKS 

Paper Method Sample/Dataset Result/ 
Accuracy 

This work Boosting algorithms: 
LightGBM 

Dataset Details in 
Table III 98.49  

Yousefi-
Azar et al.  
[15] 

NLP and the term 
frequency 
tf-simhasing: term 
frequency of sample 
multiple with rand 
projection matrix   

Android:Drebin, 
DexShare 
Windows PE files:  
Training:11983 
Malware, 8912 Benign 
(2016) 
Testing: 12127 
Malware, 11983  

97.33 

Venkatraman 
et al.  [23] 

Malware files to 
image as input to 
pre-trained CNN to 
get features,  
Apply SVM with 
SMO-Normalized 
Polynomial  

52k samples 98.6% 

Jung et al. 
[24] 

API call sequence 
features Use Deep 
Feed-forward NN, 
RNN  

Malicious .swf files 
333  
Benign .swf files 333  

51% to 
100% 

Alazab et al. 
[25] 

NB, kNN, 4 kernels 
with SMO. SMO– 
PolyKernel, SMO – 
Puk, SMO-
Normalized, and 
SMO- RBF 
Backpropagation J48 
and Neural Networks 
Algorithm 

66703 samples with 
51223 Malware and 
15480 Benign 
software 

98.6 

Shafiq et al. 
[6] 

Ripper, Ibk and 
SVM-SMO classifier 

1447 Benign software  
8892 + 5586 = 14478 
malware 

99.2% g 
AUC 
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V. CONCLUSION 
In this work, a boosting machine model based on 

LightGBM is enhanced using Shapely value to build an 
effective and robust machine learning model. Features derived 
by static analysis of malware and benign samples in the dataset 
are used to build the LightGBM boosting machine learning 
model. Datasets from Jan 2017 for malware is used for training 
and prediction. Waterfall plots, Decision plots and Force plots 
based on Shapley value helped identify the top few features. 
The Waterfall plots demonstrated a change in features and their 
contribution for a sample from different categories of samples 
as insight into the ML model. Table V compared the top 
features contributed to misclassified samples. The top feature 
for samples that is detected as false positive, false negative 
samples by trained models is analyzed and inductive learning 
rules are made. The inductive learning rules can be applied to 
unknown, unlabeled samples to avoid misclassification into FP 
and FN and to ensure correct detection. These top features and 
their contribution may be used to overcome the 
misclassification of malware. The cross-validation with the test 
dataset is 98.48 at maximum and 97.45 at minimum. 

The work can be further extended to analyze change in 
features and to derive inductive learning rules for 
misclassification by other ML models for false positive and 
false negative cases to ensure correct prediction. The Shapley 
values for a feature may be mapped to the probability score of 
the ML model. This will help to correlate the Shapley value to 
probability value for a feature as local explanation and as a 
whole for a sample at global explanation (structure).  Large 
datasets may be used to make a robust ML model and analyze 
reasons for misclassification for various families of malware 
such as ransomware, rootkit, Trojan horse, etc. 
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APPENDIX A 
Bn1-Bn256: The entropy of executable for a window size of 2048 bytes is 

computed for the joint distribution of byte value and put into 16x16 bins. This is 
repeated for a step size of 1024 for the full file. 

C_char1 - C_char10: Characteristics of the sample from PE file header to 
indicate if the file is DLL, Executable, systems file, etc. The value is hashed and 
put into one of the ten bins. 
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dll_c1 – dll_c10: The DLL characteristics value from the optional header of 
PE for the sample is hashed put into one of the ten bins. 

entry_name1 - entry_name50: The name of each section in the PE header of 
the sample is hashed and put into one of the fifty bins. 

exp1 – esp128: The exported APIs in the sample are hashed and put into 
one of the 128 bins. 

Exports: Flag interpreted by LIEF, a python package, indicating the 
executable exports API in the data directory of PE header. 

Imp1 – Imp1280: The DLL names and imported APIs in the DLL are 
hashed and put into one of the 1280 bins. 

H1-H256: Byte count of hex value 0x00 to 0xFF of benign software, 
malware is put their respective bin. These counts are further normalized with the 
file size.\ 

has_debug: A flag in the characteristics field of file header in PE header of 
the sample, indicating debug information for the sample. 

has_relocations: A flag in the characteristics field to indicate relocation 
sections, relocation directory. 

has_resources: A flag in the characteristics field to indicate a resource 
section, a resource data directory. 

has_signature: A flag in the characteristics field to indicate digital signature 
related information. 

has_tls: A flag in the characteristics field to indicate tls section, tls data 
directory. 

has_symbol: A flag in the characteristics field to indicate debug section with 
symbols. 

Imports: Flag interpreted by LIEF, a python package, indicating the 
executable has imports of API from DLL. 

Machine1-Machine10: It indicates hardware architecture 32/64 bit, 
processor for executable. The values are hashed and put in to one of the ten bins. 

Magic1 – Magic10: Magic value from optional header of PE for the sample 
is hashed and put in to one of the ten bins. 

num_of_sec_morethan0: Number of sections in section part of PE header 
which has content and size greater than 0 size. 

Num_sec_noname: Number of sections in section part of PE header which 
are without a name. Generally, the name of a section is .text, .rdata, .data etc. 

RX_sec_num: Number of sections in section part of PE header which has 
read and execute permission. 

Sec_size_1 – sec_size_50: The size of each section in the PE header of the 
sample is hash and put in to one of the fifty bins. 

sec_entropy_1 -- sec_entropy_50: The entropy of each section in the PE 
header of the sample is computed, hashed, and put into one of the fifty bins. 

sec_vsize1 -- sec_vsize50: The memory size of each section in the PE 
header of the sample is hashed and put in to one of the fifty bins. 

sec_char1 - sec_char50: The characteristics of each section in the PE header 
of the sample is hashed and put in to one of the fifty bins. 

Size: Size of executable. 

Str1-Str104: Five or more printable characters in the samples are hashed in 
to 104 bins. These strings include URLs starting with HTTP: HTTPS: registry 
keys starting with HKEYS, paths in systems such as c: /, file name, malware 
author’s messages, etc. 

Subsystem1 – Subsystem10: Subsystem value from optional header of PE 
header of the sample. The values are hashed and put in to one of the ten bins. 

timestamp:  Date, the timestamp of a sample. 

Vsize: virtual size of executable in memory. 

W_sec_num: Number of section in section part of PE header which has 
write permission. 
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Abstract—Since the emergence of the Covid-19, both factual 
and false information about the new virus has been disseminated. 
Fake news harms societies and must be combated. This research 
aims to identify Arabic fake news tweets and classify them into 
six categories: entertainment, health, politics, religious, social, 
and sports. The study also aims to uncover patterns in the spread 
of Arabic fake news associated with the Covid-19 pandemic. The 
researchers created an Arabic dictionary and used text 
classification based on a rule-based system to detect and 
categorize fake news. A dataset consisting of 5 million tweets was 
analyzed. The developed model achieves an overall accuracy of 
78.1% with 70% precision and 98%recall. The model detected 
more than 26006 fake news tweets. Interestingly we found an 
association between the number of fake news tweets and dates. 
The result demonstrates that as more information and knowledge 
about Covid-19 become available over time, people's awareness 
increase, while the number of fake news tweets decreases. The 
categorization of false news indicates that the social category was 
highest in all Arab countries except Palestine, Qatar, Yemen, and 
Algeria. Conversely, fake news related to the entertainment 
category was the weakest dissemination in most Arab countries. 

Keywords—Fake news; Covid-19; text classification; rule-based 
system; trends 

I. INTRODUCTION 
Social media networks are increasingly being used as a 

source of information. Its low cost, easy access, and speed of 
information delivery encourage people to use it as a searching 
tool to obtain information. The widespread use of social media 
around the world provides a perfect setting for the 
dissemination of fake news. Fake news is described as low-
quality news [1] or false news purposely broadcast to divert 
people away from true news and facts [2]. It is considered to be 
one of the most dangerous weapons capable of bringing harm 
to both society and people [3]. Its prevalence increases during 
crises as crises represent a perfect time for spreading fake news 
and rumors, especially when knowledge of a problem is limited 
and ambiguous. 

Due to the breakout of the novel coronavirus "Covid-19" in 
2020, the world faced health and economic concerns. The virus 
was first discovered in China in November of 2019 then 
formally declared a pandemic by WHO [4] on the 11th of 
March 2020, making it the worst global crisis of the 21st 
century. Many people are afraid and anxious because of the 
virus's secrecy and uncertainty. Therefore, both true and false 
news began to spread about this virus. Social network websites 
have become essential for obtaining news and information 

about Covid-19 [5]. With curfew and lockdown being 
implemented in many countries, social network websites were 
full of endless discussion about the Covid-19, with much fake 
news being exchanged. Many individuals intentionally 
propagated social media with fake news to gain personal 
benefits, such as having a lot of likes and followers. In 
addition, some companies and organizations have benefited 
from the spread of false and misleading information on social 
media to promote and advertise products or services to increase 
their sales profit [6]. The propagation of fake news had a 
negative influence on public health throughout this crisis, 
increasing tension, rage, anxiety, panic, and depression [2]. It 
has been documented, for example, that some consumers in the 
United Kingdom and Australia experienced panic-buying while 
purchasing a specific product, such as toilet paper [7].As a 
result, the negative impact of the propagation of fake news may 
lead to more severe problems within society as well as the 
Covid-19 problem. 

As a response to control the spread of fake news during the 
pandemic, many countries and governments have taken the 
issue seriously and introduced new laws to prevent the spread 
of such information. For example, Twitter announced that it 
would remove any misleading and unspecified content about 
Covid-19. Moreover, social network websites, such as 
Facebook, Google, WhatsApp, and Microsoft, have pledged to 
work with governments to fight the spread of fake news. In the 
middle east, Saudi Arabia is one of the countries that is 
seriously fighting the spread of misleading information about 
the Covid-19 pandemic. The Public Prosecution in Saudi 
Arabia applied high penalties against fake news propagators 
with fines of up to 3 million SAR and imprisonment of up to 5 
years. 

Although the media paid considerable attention to studying 
the spread of fake news [8], most of these studies were 
conducted in western countries, with the English being the 
primary language of the studied samples. There are few 
empirical investigations of the diffusion of fake news in the 
Arab region. Cultural disparities are evident, highlighting the 
importance of researching the dissemination of fake news in 
many cultural contexts. In addition, studies of the diffusion of 
fake news during the time of pandemics and crises are 
currently limited. Therefore, this research aims to answer the 
following two questions: how to detect Arabic fake news about 
Covid-19 on Twitter through the use of rule-based systems, 
and what are the current trends of fake news diffusion during 
the pandemic in the Arab region? 
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This paper starts with reviewing the literature, followed by 
introducing the methodology used in this research. Data 
analysis results and discussion will then be presented. Finally, 
the conclusion, limitations, and future work will be presented. 

II. LITERATURE REVIEW 

A. Fake News 
Since the inception of fake news, there has been no single 

definition of fake news [3]. According to [9], fake news is also 
defined as a news article intentionally written to deliver false 
information for a different purpose. Therefore, fake news is 
described in this study as manipulated false or misleading 
information to appear like real news for several purposes. 

Several researchers were interested in studying the spread 
of fake news. For example, Allcott et al.[10] did a study to 
measure trends in the diffusion of misinformation circulating 
on social media from January 2015 to July 2018. The result 
from their research shows users' interactions with incorrect 
information rose steadily on both Facebook and Twitter up to 
the end of 2016. However, after one month, the interactions 
with false information dropped sharply on Facebook while 
rising on Twitter. This may result from a change in the 
Facebook platform after the 2016 elections to combat fake 
news. Another study was conducted by [2] to develop a method 
to overcome the spread of fake news in health during the 
current outbreak. The study focused on determining the type of 
false health information and used social impact in social media 
(SISM) methodology to analyze data. In addition, they selected 
Facebook, Twitter, and Reddit as social media channels for 
analysis. The study found that posts focused on fake health 
information are most aggressive. The spread of fake news 
during the current pandemic, i.e., Covid-19, made many 
individuals fearful and panicked. According to [2], 
psychological and neurological problems increased during the 
current pandemic, with fake news playing a significant role. In 
a recent study, researchers designed a dashboard to track 
misinformation on popular social media news sharing 
platforms (i.e., Twitter). To do so, they collected data from the 
platform beginning on March 1, 2020, and up to date [5]. This 
dashboard aims to fight false information and increase 
awareness about Covid-19. 

Fake news can be detected by using three main methods. 
The first method relies on analyzing the news context where 
linguistic features are extracted and analyzed to identify fake 
news based on the writing styles that are commonly used in 
fake news [11, 12]. In addition, visual features can be used and 
analyzed to identify fake images [3]. The second method relies 
on analyzing social context where user-based, post-based, and 
networks-based segments are analyzed to determine fake news. 
User-based features such as users’ profiles and characteristics 
can be analyzed to detect fake news through identifying the 
source of the fake news [12]. Post-based features mainly 
identify fake news by extracting and analyzing people's 
responses toward fake news [3]. Networks-based featured can 
remove by building specific networks among the users who 
published related posts [3]. The third and most recent one is 
using a knowledge-based context model, which aims to use 
external sources to check facts and identify fake news [13]. 
This last method is currently widely used because of its 

accurate results and the increasing number of available high-
quality fact-checking websites. 

B. Text Mining and Text Classification 
With the massive volume of data, companies and 

organizations started to use text mining techniques to improve 
their services, monitor brand reputation, gain a competitive 
advantage, and understand customers’ behavior [14]. Text 
mining is used to extract hidden meaningful information from 
text [15, 16]. Moreover, text mining deals with unstructured 
data, while data mining deals with structured data [15, 17]. The 
process of mining text includes several stages: data gathering, 
data preparation, text transformation, feature selection, pattern 
selection, and evaluation [17]. Text mining involves a large set 
of algorithms and techniques for analyzing text, such as 
information retrieval, natural language processing, text 
summarization, classification (supervised learning), and 
clustering (unsupervised learning) [15]. These algorithms and 
techniques are being used in several contexts such as Business 
Intelligence, Customer care services, Knowledge management, 
Bioinformatics, Web Search Enhancement, and Risk 
Management [17]. 

In detecting fake news, the study [18] used semantic 
features and text mining to detect the spread of fake news in 
online articles. The used dataset was obtained from Kaggle 
about real-or-fake news. They applied five semantic features, 
including term frequency (TF), term frequency-inverse 
document frequency (TFIDF), bigrams, trigrams, quad-grams, 
and glove word embeddings along with Naive Bayes, random 
forest, and recurrent neural networks (RNN) classifiers. The 
study points out the bigram features with the random forest 
classifier achieved the best accuracy of 95.66%. So, text 
mining techniques are beneficial for finding misinformation. 
Another study was conducted by [19] to understand the impact 
of Covid-19 in Mexican society by using the text mining 
approach. The study extracted Twitter tweets about Covid-19 
from the 13th to the 20th of March 2020, and the geo-
localization of the retrieved tweets was Mexico City. The study 
found a positive correlation between the number of these 
tweets each day and the number of positive Covid-10 cases 
reported by the government on the same day. In addition, the 
people were fearful of health risks and economic crises that 
Covid-19 may cause. This required developing strategies to 
comfort the fear and panic associated with Covid-19. 

Text classification is one of the essential methods in 
supervised learning [17]. It aims to assign classes or labels to 
texts, and it is used in many applications like image processing, 
document organization, etc. [15]. There are many learning 
algorithms used for text classification, such as Naïve Bayes 
Classifier, decision trees, Neural networks, and rule-based 
classifier. A team of researchers has developed a text-based 
algorithm, i.e., a supervised decision tree model, for analyzing 
customers' comments about a famous food brand on Twitter. 
The developed model predicted about 85% negative comments 
and 15% positive comments after analyzing 500 tweets [14]. A 
recent study applied text classification on Twitter data to 
analyze public fear sentiment during the Covid-19 pandemic 
[20]. Two machine learning (ML) classification methods were 
used, i.e., Naïve Bayes and logistic regression. Over nine 
hundred thousand tweets from February to March of 2020 were 
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analyzed using R software. The Naïve Bayes was able to 
classify public fear sentiment with a 91% accuracy rate, while 
the logistic regression was able to classify public fear 
sentiment with only a 74% accuracy rate. It is noted that the 
text classification helped in understanding the feeling of the 
public. Hence, it can be used to study social phenomena such 
as the spread of fake news. 

1) Rule-based classifier: The rule-based classifier is one 
approach to text classification which uses a set of rules to 
separate the text into distinct groups [21]. Each of these rules 
contains an antecedent part, and a consequent part uses a 
series of "if-then" to represent them [22]. In [23] used a rule-
based classifier with supervised learning to perform a Twitter 
sentiment analysis. Rules were built based on the occurrences 
of words related to emotion and opinion within the text. The 
study found that a rule-based classifier can improve the 
support vector machine SVM’s predictions. 

In summary, studies concerned with detecting fake news 
used either rule-based models or machine learning techniques 
to detect fake news. In this research, a rule-based classifier 
with a developed dictionary will be used to classify and detect 
fake news. 

III. RESEARCH METHODOLOGY 
Twitter data analysis has occupied a large volume of 

research in recent years, with many researchers relying on text 
mining techniques such as classification and clustering [16]. 
This study will develop an Arabic dictionary to detect fake 
news on social media (i.e., Twitter) and study the propagation 
of fake news in the Arab region. For our Arabic dictionary, we 
gathered fake news about the Covid-19 pandemic from various 
fact-checking websites, then built our dictionary around it. Our 
detection model is based on text classification that depends on 
rule-based systems to classify the tweets as fake or not fake 
news. The method of this study was divided into three steps: 
data collection, data preparation, and model building. Besides, 
we used python language (Jupyter notebook) to preprocess and 
analyze the dataset, Microsoft Excel to build the dictionary, 
and Power BI for data visualization. 

A. Data Collection 
We used a dataset of Arabic tweets on Covid-19 released 

on GitHub by Dr. Sultan Almujaiwel1 after getting his consent 
to use the data. The data were gathered between March 1, 
2020, and April 30, 2020. To retrieve the dataset from Twitter, 
he used Arabic hashtags related to coronavirus disease to 
retrieve relevant tweets. Those hashtags are كورونا" #, #covid-
"فیروس_كورونا ,"19 #, #coronaviruse", منع_التجول" #, #curfew", 
"حظر_التجول #, #curfew", كورونا_المستجد" #, #novel_coronaviruse", 

"_في_مواجھة_كوروناالعالم #, and #world_facing_covid-19". The 
number of tweets in this dataset was 5015111 tweets. 

B. Data Preparation 
To clean and prepare the dataset for analysis, a series of 

processes were conducted. Noised tweets containing ads, 
coupons, and other irrelevant tweets were removed, as were old 

1 https://github.com/salmujaiwel 

tweets tweeted on a date other than the study's covered period. 
Arabic and English punctuation, numbers, hashtags, emoji, and 
empty tweets were removed too. Additionally, English letters, 
@username, and website links were replaced with an empty 
string. We also normalized the tweets in Arabic. Furthermore, 
missing values in the Location and Username columns were 
replaced with "undefine" values. As the data preparation 
finishes, the total number of tweets eligible for analysis was 
lowered to 4643425. 

C. Model Building 
To analyze the data, we performed two steps to building the 

model: 

1) The development of fake news dictionary: The main 
goal of this study's dictionary development is to categorize 
Arabic tweets that contain fake news. Tweets that have spread 
in Arab communities are included in the dictionary. Initially, 
fake news was gathered from fact-checking websites as well 
as the fake news set published by [24] in GitLab2. The fact-
checking websites that were used in this study are Misbar3, 
Norumors4, AFPfact check5, Fatabyano6, Google fact check 
tools7. Duplicate news was checked and removed as it was 
gathered from various websites. A total of 212 pieces of fake 
news were discovered. Each piece of news was then 
tokenized, and the seven most important words were taken 
into account. One of these words has been identified as the 
primary key to fake news, with the remaining words serving 
as secondary keys. Table I shows two examples of fake news 
and how to extract the crucial words, where the "Fake" 
column represents the fake news, the "Key" column represents 
the fake news's primary key, and the reminder columns 
represent the fake news's secondary keys8. Following that, the 
fake news in the dictionary was classified into six categories, 
which corresponded to the categories identified by [24]. Table 
II. represents the categories and the number of relevant fake 
news categorized under each category in our dictionary. An 
example for each of the categories is presented in Table III. 

2) Rule-based model development: The rule-based model 
was performed using two steps. First, the rule-based model 
will determine whether the primary key in the dictionary of 
fake news can be found in the text of the tweet. If the first 
condition is met, the model will check to see if at least two 
words from the dictionary's secondary words are found in the 
tweet's text. As a result, if the two conditions are met, the 
model will verify that the text does not contain any 
vocabularies that reject fake news, such as: ('false claim- ادعاء
المعلومات -misinformation' ' لا صحھ لذلك-this is not true' ;'زائف
 This is significant because some accounts on Twitter .('المغلوطة

2 https://gitlab.com/bigirqu/ArCOV-19 
3 MISBAR. 2020. Available: https://misbar.com/ 
4 RUMORS, N. 2020. Available: http://norumors.net/ 
5 ORGANIZATION, F. C. 2020. Available: https://factcheck.afp.com/ 
6 FATABYYANO. 2020. Available:  https://fatabyyano.net/ 
7 TOOLS, G. F. C. 2020. Available: 

https://toolbox.google.com/factcheck/explorer 
8 The fake news dictionary we have developed is available on GitHub: 

https://github.com/FatimahLAlotaibi/fake-news-dictionary 
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fight and reject fake news. Therefore, by checking the 
existence of these vocabularies, one can verify that the tweet 
categorization as fake news is accurate. If the preceding 
conditions are met, the fake news category will be retrieved 
from a dictionary and assigned to the relevant tweet. 
Otherwise, the tweet will be categorized as not-fake news. 
Fig. 1 depicts the code used to determine whether a tweet 
contains fake news and to assign tweets to the appropriate 
category. The second step aims to label tweets based on the 
category, with label =1 indicating that the tweet contains fake 
news and label =0 indicating that the tweet does not contain 
fake news. To do so, we look to see if the category contains a 
"not" value, which indicates that the label is equal to zero; 
otherwise, the label is equal to one. Fig. 2 depicts the code that 
was used to assign the tweets to the label. 

TABLE I. EXAMPLES OF FAKE NEWS IN THE DICTIONARY 

Fake Key S1 S2 S3 S4 S5 S6 
ثلاثة ادویة 
تسبب 
الموت 
السریع عند 
الإصابة 
بفیروس 
كورونا أو 
 الاشتباه بھ

 ادویھ
 

 ثلاث
 

 أصابھ
 سبب السریع  

 
 تؤدي 
 

 اشتباه
 

Three 
medicine
s cause 
rapid 
death 
when 
infected 
with 
coronavir
us or 
suspecte
d of it.     

Medicin
es 

Thre
e 

Infecti
on 

Rapi
d 

Cause
s 

lead 
to  

Suspect
ed 

رمي جثث 
موتى 
كورونا في 
البحر 
 بالمكسیك

 موتى قتلى مكسیك رمي حذف بحر جثث

Throwin
g corpses 
of people 
dead by 
Corona 
in the sea 
in 
Mexico.  

Corpses Sea Dispos
al 

Thro
w 

Mexi
co 

Dea
d Dead 

TABLE II. CATEGORIES OF FAKE NEWS IN THE DICTIONARY 

C
at

eg
or

y 

E
nt

er
ta

in
m

en
t 

H
ea

lth
 

Po
lit

ic
s 

R
el

ig
io

us
 

So
ci

al
 

Sp
or

ts
 

T
ot

al
 

Number of fake 
news 

13 41 29 3
3 

89 7 212 

TABLE III. EXAMPLE OF EACH CATEGORY OF FAKE NEWS 

Fake (Arabic) Fake (English) Category 

الممثلة الإسبانیة ألبا 
فلوریس التي اشتھرت بدور 
نیروبي توفیت بسبب فیروس 
 كورونا المستجدّ 

Spanish actress "Alba Floris" 
who is known as "Nairobi" was 
death by Covid-19.    

Entertainment 

ثلاثة ادویة تسبب الموت 
السریع عند الإصابة بفیروس 
 كورونا أو الاشتباه بھ

Three medicines cause rapid 
death when infected with 
coronavirus or suspected of it. 

Health 

سیاسيّ فرنسيّ یرمي علم 
الإتحاد الأوروبي بسبب تخلیّھ 
عن الدول الأعضاء خلال 
 أزمة كورونا المستجدّ 

French politician throws the 
European Union flag due to its 
abandonment of the member 
states during the Corona 
pandemic.   

Politics 

أول صلاة جمعة في 
الصین بعد إغلاقھا اعوام 
 واعوام

The first Aljumuah prayer in 
China after being close for 
years   

Religious 

وزارة الداخلیة تحذر فیھ 
من سرقات عدیدة حصلت 
بسبب عصابات تدعي أن 
ھدفھم تعقیم البیوت من 
 فیروس كورونا

The interior ministry warns of 
numerous thefts that happened 
due to gangs claiming their goal 
is home sterilization from 
coronavirus.   

Social 

إصابة حارس مرمى 
نادي ریال مدرید ومنتخب 
بلجیكا، تیبو كورتوا، بفایروس 
 .كورونا

The goalkeeper of Real Madrid 
and the Belgian national team 
"Tibo Coroto" has been 
infected with the coronavirus.   

Sports 

 
Fig. 1. Code to Check if the Tweets are Fake News or Not. 

category='not'  
    count=0  
    i=0 
    while i<len(s): 
        if s['key'][i] in (text):# if basic word from dictionary in tweet  
            if s['s1'][i] in (text):# if secondary word from dictionary in tweet  
                count=count+1 
            if s['s2'][i] in (text): 
                count=count+1  
            if s['s3'][i] in (text): 
                count=count+1  
            if s['s4'][i] in (text): 
                count=count+1  
            if s['s5'][i] in (text): 
                count=count+1  
            if s['s6'][i] in (text): 
                count=count+1  
            if count>1: 
                category=s['Category'][i] # assign category to tweet 
                for x in R:   # R is list of word that reject fake news  
                    if x in (text): 
                        category="not" 
                        break 
                break 
        count=0 
        i=i+1 
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Fig. 2. Code Assigning the Tweets to the Matching Label. 

IV. RULE-BASED MODEL EVALUATION 
To evaluate and confirm the proposed model, a balanced 

sample of 2000 tweets was extracted at random. The tweets in 
the sample were labeled manually, with label=1 indicating fake 
news and label=0 indicating not-fake news (i.e., real news or 
others). In this sample, there were 997 tweets labeled as fake 
news and 1003 tweets labeled as not fake news. The sample 
was then divided into 70 percent (1400 tweets) for training our 
model and the remaining 30 percent (600 tweets) for testing. 
The performance of the proposed model was assessed using 
accuracy, precision, and recall. These three metrics are 
measured by calculating the number of correct positive 
predictions (TP), the number of correct negative predictions 
(TN), the number of incorrect positive predictions (FP), and the 
number of incorrect negative predictions (FN) [9], as shown 
respectively in equations 1, 2, and 3. 

Accuracy = � (|TP|+|TN|)
|TP|+|TN|+|FP|+|FN|

�             (1) 

Precision = � (|TP|)
|TP|+|FP|

�             (2) 

Recall = � (|TP|)
|TP|+|FN|

�             (3) 

Table IV displays the precision, recall, and accuracy of our 
model when applied to training and testing data in this sample. 
Our model's prediction level is adequate based on these results. 
As a result, we may use the model to examine our data. 

TABLE IV. ACCURACY, PRECISION, AND RECALL FOR VALIDATING THE 
RULE-BASED MODEL 

 Training Data Testing Data 

Accuracy   79.7%    78.1% 

Precision 71.2% 70% 

Recall 99% 98% 

V. MODEL EVALUATION USING FUTURE DATASET 
To validate the proposed model, the researchers obtained 

545 tweets at random as future data. The tweets were then 
manually labeled. When the model was applied to these data, 
the accuracy was 95.9 percent, indicating that the model was 
acceptable and applicable. 

VI. RESULTS AND DISCUSSION 

A. Fake news Propagation Trends across the Arab Region 
After ensuring that our model had an acceptable level of 

accuracy, it was applied to the dataset. 26006 tweets were 

labeled as fake news by the model. According to an analysis of 
the source of these tweets, only 13491 fake news tweets have 
location details. This is because location data on Twitter is 
provided only if the user has a geo-enabled feature or mentions 
a valid location in his public profile [5]. The analysis of the 
location of fake news tweets reveals that the majority of fake 
news tweets originated in Saudi Arabia, Egypt, Kuwait, Qatar, 
Yemen, United Arab Emirates, Iraq, Palestine, Lebanon, 
Jorden, Oman, Algeria, Morocco, Libya, Sudan, Syria, 
Bahrain, and Tunisia respectively (see Fig. 3). Given that the 
majority of the analyzed tweets originated from Saudi Arabia 
and Egypt, it was expected that a high number of fake news 
tweets are being exchanged in these countries. This is also 
consistent with recent statistics showing that Saudi Arabia and 
Egypt are ranked 8th and 18th in the world in terms of the 
number of Twitter users, respectively 9 . However, the high 
number of fake news tweets from Kuwait, which is so close to 
Egypt, is surprising. Kuwait is a small country with a 
population of only 4.4 million10 people. Nevertheless, about 
99.5%11 of its population are current Internet users, and more 
than half of them are Twitter users. Therefore, this may have 
affected the spread of fake news in Kuwait. 

As previously stated, the model was trained to categorize 
fake news tweets into six categories based on the general 
theme of the tweet. Table V shows the number of tweets in 
each category of fake news. 

B. Fake News Word Cloud 
After extracting the fake news tweets from the dataset, we 

used a word cloud to analyze the frequency of the words in 
these tweets. However, it was decided to exclude two words 
(corona “كورونا”; and virus “فیروس”) because they were found 
to harm the word cloud's results. Fig. 4 depicts the word cloud 
results for the most common words found in fake news tweets. 
The most frequent tweeted fake news was related to the daily 
use of hot steam inhalation to 'kill' the Covid-19 coronavirus. 

 
Fig. 3. Number of Fake News in Arab Countries. 

9 https://www.statista.com/statistics/242606/number-of-active-twitter-
users-in-selected-countries/ 

10 Central Statistical Bureau, https://www.csb.gov.kw 
11The World Bank Open Data, https://data.worldbank.org/ 

data_df1["model-label"]=0  
i=0 
while i<len(data_df1): 
    if data_df1["Category"][i]!= "not": 
           data_df1["model-label"][i]=1 
    i=i+1 
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TABLE V. CATEGORIES OF FAKE NEWS TWEETS AND NUMBER OF 
RELEVANT TWEETS 

Category Number 

Entertainment 629 

Health 3911 

Politics 4032 

Religious 6338 

Social 9781 

Sports 1315 

Total 26006 

 
Fig. 4. Word Cloud for Fake News. 

C. Analysis of the Fake News across the Dates 
The dataset for our study was obtained from Twitter 

between March and April. After analyzing the data, we 
discovered that the spread of fake news tweets was much 
higher in March than in April. Fig. 5 shows that approximately 
63.06% of fake news tweets were posted in March, while only 
36.94% were posted in April indicating a decrease in the 
number of fake news tweets in April. These findings show that 
ambiguity surrounding the coronavirus and people's feeling of 
fear may have increased fake news propagation at the 
beginning of this crisis. Therefore, as users’ awareness and 
knowledge of Covid-19 increases, the spread of fake news 
tweets decreases. 

 
Fig. 5. Distribution of Fake News Tweets across Categories. 

Because the number of fake news tweets in March is higher 
than in April, we attempted to improve our understanding of 
the spread of fake news tweets in March by analyzing the 
distribution of fake news during the month's days. Fig. 6 shows 
that the 14th, 15th, 16th, and 25th of March saw the most 
incredible spread of fake news tweets in the Arab region. On or 
around March 15th, most Arab countries suspended in-class 
study and switched to online study for both schools and 
universities. Egypt, for example, temporarily suspended 
traditional education on March 15th, which explains why the 
14th, 15th, and 16th of March have the highest number of fake 
news tweets. Furthermore, the partial curfew in Saudi Arabia 
began on March 23rd and in Egypt on March 25th, which could 
explain the rise in fake news on March 25th. This demonstrates 
that as more information and knowledge about Covid-19 
become available over time, user awareness of the current 
pandemic grows, while the number of spread fake news tweets 
decreases. 

As previously observed, Saudi Arabia, Egypt, and Kuwait 
had the highest number of fake news tweets. As a result, we 
attempted to comprehend the distribution of fake news during 
March and April. Fig. 7 shows that the number of fake news 
tweets in Egypt and Kuwait decreased by roughly half between 
March and April, but not significantly in Saudi Arabia. It is 
plausible that the total curfew imposed by Saudi Arabia in 
major cities on April 6th contributed to the continuation of fake 
news. 

 
Fig. 6. Spread Fake News Tweets during March. 

 
Fig. 7. Spread of Fake News Tweets by Months in the Top Three Arabic 

Countries 
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Fig. 8. Categories of Fake News across Arabic Countries. 

D. Distribution of Fake News Categories across Arab 
Countries 
Fig. 8 depicts the various categories of fake news tweets in 

Arab countries. Fake news tweets about social issues are the 
most prevalent in all Arab countries except Palestine, Qatar, 
Yemen, and Algeria. In Palestine, fake news tweets were 
mostly about religion, whereas in Qatar and Yemen, fake news 
tweets were mainly about politics. In Algeria, fake news tweets 
were mostly about religious or political issues. Fake news 
related to entertainment, on the other hand, was the lowest 
across all Arab countries, except Morocco, which has a 
deficient number of fake news tweets related to health topics. 

VII. CONCLUSION 
This study was carried out to understand better the spread 

of the fake news phenomenon in the Arab region during Covid-
19. We created an Arabic dictionary and used text 
classification, i.e., a rule-based system, to analyze the spread of 
fake news in the Arab region using a secondary dataset to 
detect fake news. We discovered that the number of fake news 
spreads on Twitter was much higher in March than in April and 
that dates with significant response measures taken to control 
the spread of Covid-19 had the highest number of fake news 
spreads. This figure usually falls a few days after the 
measurement is taken. This demonstrates that at the start of 
new changes, people panic, mainly due to a lack of information 
about what will happen next, and that as more information 
becomes available, users adapt to the new norms and stop 
spreading such fake news. 

VIII. LIMITATION AND FUTURE RESEARCH 
This study has some limitations. The primary limitation is 

the difficulty of processing Arabic. The Arabic language, 
unlike other languages, has distinct writing principles such as 
writing from the right to the left side, the absence of capital 
letters, and distinct grammatical rules for detecting entities, 
acronyms, and abbreviations. The presence of many dialects in 
the Arab region, the use of slang words and colloquial terms, 
and many spelling errors are also significant challenges when 
analyzing the Arabic language. The tweets dataset used in this 

study came from various Arabic countries, and the tweets were 
written in a variety of Arabic dialects, making it difficult to 
process and analyze texts using stemming. To improve the 
efficiency of the analysis, future work should focus on 
developing the steaming process for the Arabic language. 
Additionally, because new fake news is created periodically, 
the developed fake news dictionary must be updated regularly. 
In addition, the result of the proposed model in this study will 
be compared in the future with the results of the machine 
learning models to extra validate and assess the performance of 
the proposed model. Also, an additional dataset from other 
social media platforms, such as Facebook, will be used in the 
future to see if the same trends of fake news dissemination are 
observed across platforms. 

ACKNOWLEDGMENT 
The authors would like to thank Dr. Sultan Almujaiwel, 

who works at King Saud University, for providing them with 
the dataset of Covid-19 Arabic tweets used in this study. 

REFERENCE 
[1] A. Al-Rawi, Gatekeeping fake news discourses on mainstream media 

versus social media. Social Science Computer Review, 2019. 37(6): p. 
687-704. 

[2] C.M. Pulido, L. Ruiz-Eugenio, G. Redondo-Sama, and B. Villarejo-
Carballido, A New Application of Social Impact in Social Media for 
Overcoming Fake News in Health. International journal of environmental 
research and public health, 2020. 17(7): p. 2430. 

[3] K. Shu, et al., Fake news detection on social media: A data mining 
perspective. ACM SIGKDD explorations newsletter, 2017. 19(1): p. 22-
36. 

[4] A. Spinelli and G. Pellino, COVID‐19 pandemic: perspectives on an 
unfolding crisis. The British journal of surgery, 2020. 

[5] K. Sharma, et al., Covid-19 on social media: Analyzing misinformation in 
twitter conversations. arXiv preprint arXiv:2003.12309, 2020. 

[6] M.K. Elhadad, K.F. Li, and F. Gebali. COVID-19-FAKES: A twitter 
(Arabic/English) dataset for detecting misleading information on 
COVID-19. in International Conference on Intelligent Networking and 
Collaborative Systems. 2020. Springer. 

[7] Y. Chen, et al., A discussion of irrational stockpiling behaviour during 
crisis. Journal of Safety Science and Resilience, 2020. 1(1): p. 57-58. 

[8] C. Silverman, This analysis shows how viral fake election news stories 
outperformed real news on facebook, 2016. URL https://www. buzzfeed. 

118 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

com/craigsilverman/viral-fake-election-news-outperformed-real-news-on-
facebook, 2016. 

[9] S. Yang, et al. Unsupervised fake news detection on social media: A 
generative approach. in Proceedings of the AAAI Conference on 
Artificial Intelligence. 2019. 

[10] H. Allcott, M. Gentzkow, and C. Yu, Trends in the diffusion of 
misinformation on social media. Research & Politics, 2019. 6(2): p. 
2053168019848554. 

[11] Y. Chen, N.J. Conroy, and V.L. Rubin, Misleading Online Content: 
Recognizing Clickbait as "False News", in Proceedings of the 2015 ACM 
on Workshop on Multimodal Deception Detection. 2015, Association for 
Computing Machinery: Seattle, Washington, USA. p. 15–19. 

[12] C. Castillo, M. Mendoza, and B. Poblete, Information credibility on 
twitter, in Proceedings of the 20th international conference on World 
wide web. 2011, Association for Computing Machinery: Hyderabad, 
India. p. 675–684. 

[13] A. Vlachos and S. Riedel. Fact checking: Task definition and dataset 
construction. in Proceedings of the ACL 2014 Workshop on Language 
Technologies and Computational Social Science. 2014. 

[14] A.S. Halibas, A.S. Shaffi, and M.A.K.V. Mohamed. Application of text 
classification and clustering of Twitter data for business analytics. in 
2018 Majan International Conference (MIC). 2018. IEEE. 

[15] M. Allahyari, et al., A brief survey of text mining: Classification, 
clustering and extraction techniques. arXiv preprint arXiv:1707.02919, 
2017. 

[16] S.A. Salloum, M. Al-Emran, A.A. Monem, and K. Shaalan, A survey of 
text mining in social media: facebook and twitter perspectives. Adv. Sci. 
Technol. Eng. Syst. J, 2017. 2(1): p. 127-133. 

[17] S. Sheela and T. Bharathi, Analyzing Different Approaches of Text 
Mining Techniques and Applications. International Journal of Computer 
Science Trends and Technology, 2018. 6(4): p. 23-29. 

[18] P. Bharadwaj and Z. Shao, Fake news detection with semantic features 
and text mining. International Journal on Natural Language Computing 
(IJNLC) Vol, 2019. 8. 

[19] J.E.C. Saire and A. Pineda-Briseno, Text mining approach to analyze 
coronavirus impact: Mexico city as case of study. medRxiv, 2020. 

[20] J. Samuel, et al., Covid-19 public sentiment insights and machine 
learning for tweets classification. Information, 2020. 11(6): p. 314. 

[21] M. Thangaraj and C. Vijayalakshmi, Performance study on rule-based 
classification techniques across multiple database relations. International 
Journal of Applied Information Systems, 2013. 5(4): p. 1-7. 

[22] U.A. Siddiqua, T. Ahsan, and A.N. Chy. Combining a rule-based 
classifier with ensemble of feature sets and machine learning techniques 
for sentiment analysis on microblog. in 2016 19th International 
Conference on Computer and Information Technology (ICCIT). 2016. 
IEEE. 

[23] P. Chikersal, S. Poria, and E. Cambria. SeNTU: sentiment analysis of 
tweets by combining a rule-based classifier with supervised learning. in 
Proceedings of the 9th International Workshop on Semantic Evaluation 
(SemEval 2015). 2015. 

[24] F. Haouari, M. Hasanain, R. Suwaileh, and T. Elsayed, ArCov-19: The 
First Arabic COVID-19 Twitter Database with Propagation Networks. 
2020. 

119 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Hybrid Deep Neural Network Model for Detection of 
Security Attacks in IoT Enabled Environment 

Amit Sagu, Nasib Singh Gill, Preeti Gulia 
Department of Computer Science and Applications 

Maharshi Dayanand University 
Rohtak, Haryana, India 

 
 

Abstract—The extensive use of Internet of Things (IoT) 
appliances has greatly contributed in the growth of smart cities. 
Moreover, the smart city deploys IoT-enabled applications, 
communications, and technologies to improve the quality of life, 
people’s wellbeing, quality of services for the service providers 
and increase the operational efficiency. Nevertheless, the 
expansion of smart city network has become the utmost hazard 
due to increased cyber security attacks and threats. 
Consequently, it is more significant to develop the system models 
for preventing the attacks and also to protect the IoT devices 
from hazards. This paper aims to present a novel deep hybrid 
attack detection method. The input data is subjected for 
preprocessing phase. Here, data normalization process is carried 
out. From the preprocessed data, the statistical and higher order 
statistical features are extracted. Finally, the extracted features 
are subjected to hybrid deep learning model for detecting the 
presence of attack. The proposed hybrid classifier combines the 
models like Convolution Neural Network (CNN) and Deep Belief 
Network (DBN). To make the detection more precise and 
accurate, the training of CNN and DBN is carried out by using 
Seagull Adopted Elephant Herding optimization (SAEHO) model 
by tuning the optimal weights. 

Keywords—Internet of things; deep learning; optimization; 
convolutional neural network; security attack detection 

I. INTRODUCTION 
IoT is an integration of services, people, interconnected 

entities, and physical infrastructure that process the 
information [1]. Moreover, the IoT systems are dynamically 
distribute, edge based computational resources and allocations 
of information. IoT devices communicate with one another by 
wireless communication systems and transfer the information 
to a centralized model [2][3]. IoT is one of the interrelated 
models that supports seamless information among the devices 
(e.g.), automotive sensors, environmental sensor, industrial 
robots, road-side sensors, surveillance devices, medical 
devices and smart home sensors. The sum figure of the linked 
IoT devices has touched the usage of 27 billion in 2017. IoT 
devices used various technologies, service types, and 
protocols [4]. Consequently, it seems more complex to 
maintain the upcoming IoT framework as it leads to unwanted 
vulnerability in the environment. The cyber-attack could 
access the details in an illegal manner regarding each activity 
of citizens without the user’s knowledge or can reconfigure 
the devices with the unsecured settings [5][6]. 

The risk rendering through these attacks may affect the 
protection of IoT networks and the entire eco-system such as 

applications, web-sites, servers and social networks, through 
malicious smart device known as botnet (i.e.), robot networks. 
Also, a communication channels or single component in IoT-
based systems can be compromised by paralyzing the 
complete or part of Internet network [7][8][9]. Hence, the 
standard attack detection model is required, which could 
analyze the behavior of attacks in network.   The rising of 
deep learning (DL) has alleviated the limitations of the 
conventional machine learning (ML) schemes due to the 
combined implementation of classifier and feature extraction, 
and its strong representative ability [10] [11][12] Further, DL 
model is used for avoiding the overhead of manual selection 
of features, and that is an essential section for traditional 
classification systems [13][14]. 

Several researchers have used the DL tools for solving the 
problems related to the communication which is progressively 
being carried out [15] [16]. Particularly, DBN is implemented 
based on the AMC scheme through SCF feature; however, it 
attains the restricted classification outcomes due to inadequate 
ability. Furthermore, an unsorted DNN is used for identifying 
the signal modulation systems with less computational 
complication [17] [18] [19] [20][21]. Still, the deficiencies of 
the convolutional operation make it more complex for 
extracting the high-dimensional features. The IoT devices 
creates large amount of data. Moreover, the ML [22][23] 
pipelines has performed the process of data collection, feature 
extraction, and binary classification in many systems or 
models for the detection of IoT traffic. Several ML algorithms 
[24][25] [26][27] including NNs[28][29][30], BNs, EL, 
clustering, FS, SVMs, and DTs are used for IoT attack 
detection with great impact. Recently, DL model is used for 
detecting the anomalous behavior in the IoT field 
[31][32][33]. 

The key contributions of the proposed model are given 
below: 

• Introduces the Hybrid model for detection of attack in 
IoT. 

• Proposed the Seagull Adopted Elephant Herding 
Optimization (SAEHO) algorithm for training the 
hybrid system through tuning the optimal weights. 

In this paper, the literature review on attack detection in 
IoT is given in Section II. Overall description of the adopted 
attack detection model is determined in Section III. Pre-
processing and feature extraction phase are described in 
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Section IV. Section V describes attack detection by proposed 
hybrid deep learning model. Section VI depicts the proposed 
seagull adopted elephant herding optimization algorithm for 
optimal training of hybrid model via tuning the weights. 
Section VII specifies the result and discussion. At the end, the 
conclusion of this paper is depicted in Section VIII. 

II. LITERATURE REVIEW 

A. Related Works 
In [34] Li, et al., (2019) has introduced the information 

security approach of block chain on the basis of intrusion 
detection technique in the IoT. Moreover, the intrusion 
detection technology was used for analyzing the recognition 
technology on the basics of dissimilar systems, and the 
security of block chain information. From hacker attack, the 
intrusion detection model was one of the security technologies 
for protecting the network resources. IDS were more 
beneficial enhancement to the firewall that would assist the 
network approach for enhancing the integrity of the 
information security framework and detecting the attacks 
quickly. Finally, the proposed intrusion detection technique 
was used for the block chain information security system, and 
the experimental outcomes have shown better fault tolerance 
and higher detection efficiency. 

In [35] Boubeta, et al., (2020) has proposed an intelligent 
architecture which combined ML paradigm and the CEP 
technology for detecting various categories of security attacks 
in real time IoT. Additionally, the proposed architecture was 
accomplished for managing the event patterns easily and the 
conditions depend on values attained via ML models. 
Moreover, an automatic code generation and a model-driven 
graphical device were provided for pattern definition in 
security attack and it hides all the complication attained from 
execution information of domain experts. The simulation 
outcome of the adopted model has demonstrated better 
performance than other schemes. 

In [36] Marcos, et al., (2020) have adopted a near real-time 
SDN security model in which it secures the basis of SDN 
controller besides the traffic destruction and avoids the DDoS 
attacks in the source-end network. Further, the CNN for DDoS 
detection was tested and applied, and determined the system 
alleviate the identified attacks. A GT based technique was 
used to mitigate the attack in which it optimized the packet 
discard rate and concern within the SDN’s central controller. 
At the end, the experimental results of the presented SDN 
security scheme have shown better outcomes against next-
generation DDoS attacks. 

In [37] Mabodi, et al., (2020) have determined a hybrid 
system based on the cryptographic authentication. In addition, 
the adopted model includes four stages like gray hole attack 
discovery, testing the routes, the malicious attack removal 
procedure in MTISS-IoT, and the IoT identifying node trust. 
The adopted system was assessed via extensive simulations 
that were done in the NS-3 tool. At the end, the experimental 
results of four circumstances have determined that the MTISS-
IoT model has shown better FPR, FNR, and detection rate 
than other models. 

In [38] Chunsheng, et al., (2020) have implemented a 
MMFN for identifying the signal modulations via a new 
feature known as PCCs. Furthermore, a PCCP was 
implemented for converting the raw modulated signals into 
PCCs, and it was the inputs given to MMFN. The multi-
module fusion model was proposed in MMFN for acquiring 
the higher representation capability. Moreover, the 
characterization module was implemented for balancing the 
tradeoff among the dimensions of the extracted features and 
the number of parameters. At the end, the experimental results 
of the presented MMFN approach have achieved 90% 
accuracy at 1 dB SNR and superior classification 
performance. 

In [39] Mohammed, et al., (2020) has discussed the IoT-
ED possibility with implanted HT which provides serious 
privacy, security, and available issues to the IoT based HAN. 
Moreover, the traditional network attack detection models 
have worked the network protocol layers, while the IoT-ED 
with HT leads to the demonstration of attack at the firmware 
or/and physical level. The adopted model was used for 
identifying the multiple attacks and differentiated the various 
attack types. Further, the IoT-ED behaviors have been studied 
for 5 various random attacks that includes the DoS, 
impersonation attacks, power depletion, ARQ, and covert 
channel. The adopted method could distinguish with 92% 
accuracy for all the attacks simultaneously. 

In [40] Sahay, et al., (2020) have determined a layered 
scheme of IoT routing security for analyzing the susceptibility 
linked with every phase of the routing method. The adopted 
system has explored the leverage of inherent features in 
blockchain for enhancing the security in IoT-LLNs. Moreover, 
the blockchain network operated as a protected data link 
among the attack detection mechanism and the IoT-LLN to 
enhance the outcomes of XGBoost algorithm. Finally, the 
blockchain-based model was implemented with elegant 
contract to generate the real-time alerts for identifying the 
sensor nodes. 

In [41] Alabady, et al., (2020) have introduced a novel 
security system in the IoT era for cooperative virtual 
networks. The proposed model has determined the attacks and 
risks in switches, network security vulnerabilities, threats, 
routers and firewalls, along with a policy for mitigating those 
risks. The adopted method has offered the basics of secure 
networking scheme that includes router, firewall, VLAN 
technology and AAA server. At last, the simulation results of 
the adopted approach have demonstrated an effective security 
execution with excellent network services and speed. 

B. Review 
Table I shows the review on attack detection system in 

IoT. Originally, the Mapping UML model was determined in 
[41] that presents higher detection efficiency, fault tolerance 
and better accuracy; however, the data selection sensor 
technique was not incorporated into the computer 
environment. Moreover, the CEP and ML models were 
deployed in [24] that provide better precision, higher recall, 
and maximum F1 score. Nevertheless, more event patterns 
were not defined in the proposed model for detecting other 
types of attacks. CNN model was exploited in [42] that offer 
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higher accuracy, improved precision rate, and maximum 
recall, but need to maximize the host count in the simulated 
SDN environment. Likewise, MTISS-IoT model was 
exploited in [23], which offers better FPR, low FNR and 
maximum detection rate. However, the firefly optimization 
was not used in the proposed work to lower consumption 
energy and malicious attacks on the IoT. MMFN method was 
exploited in [29] that have robustness, higher classification 
accuracy, and strong characterization ability; however, the 
small-scale data-driven DL- AMC model with less training 
time was needed for training the neural network (NN). In 
addition, an IoT-based HAN model was determined in [28], 
which offers better accuracy, reduced false positives, and high 
precision. However, the proposed work needs to suggest the 
moving data process nearer to the network edge. XGBoost 
Classifier was suggested in [33] that offers secured network, 
maximum accuracy, higher recall and improved operational 
efficiency. However, need to investigate an efficient 
mechanism to address and analyze the challenges. Finally, the 
VLAN was introduced in [35], that offers effective security 
execution, best network speed and services, but the VLAN 
technology were not utilized in the LAN environment. Thus, 
the challenges have to be taken into account based on attack 
detection method in IoT in the present work efficiently. 

III. SYSTEM MODEL OF INTRUSION DETECTION ON IOT 
FRAMEWORK 

The IoT plays significant role in the information age, and 
it is a significant component of the novel information 
technology. Moreover, the IoT server is the functional core of 
the entire IoT business scheme. The essential functions of 
terminal sensor processing, data collection and return the 
processing outcomes are all designed through the server. 
Further, the security vital in cyber life as it relies with great 
advancement of IoT techniques. In addition, the IDS are the 
protector for the Internet servers. Fig. 1 indicates the 
circumstances in which the IDS are concerned in the IoT 
network. Many of the IoT devices and IoT servers are exposed 
directly to the public Internet due to the feature of remote 
control. In addition, the attackers would capture the 
vulnerabilities for intruding the IoT servers. However, the IDS 
are extremely needed for protecting and detecting the IoT 
servers from the attackers. The IDS usage would protect the 
terminal users and also protect the service providers from the 
hazards on the Internet. The security protections are not fully 
achieved in the IoT application as it reduces the attack plane. 
The lowering of the attack plane is limited extremely, and 
intruders may find the path to crack the assured node in the 
network. This work seeks the strategy of deep learning 
concept in the intrusion detection system. Fig. 1 illustrates the 
IoT framework. 

TABLE I.  REVIEW ON TRADITIONAL ATTACK DETECTION MODEL IN IOT: FEATURES AND CHALLENGE 

Author 
[citation] 

Adopted              
scheme Features Challenges 

Li et al. [34] Mapping UML 
model 

 Higher detection efficiency 
 Fault tolerance  
 Better accuracy 

 The data selection sensor technique was not 
incorporated into the computer environment. 

Boubeta, et al. 
[35] 

CEP and ML 
models 

 Better precision 
 Higher recall 
 Maximum F1 score 

 More event patterns were not defined in the proposed 
model for detecting other types of attacks. 

Marcos et al. 
[36] CNN model 

 Higher accuracy 
 Improved precision rate 
 Maximum recall 

 Need to maximize the host count in the simulated SDN 
environment. 

Mabodi et al. 
[37] 

MTISS-IoT 
model 

 Better FPR 
 Low FNR 
 Maximum detection rate 

 The firefly optimization was not used in the proposed 
work to lower consumption energy and malicious attacks on the 
IoT. 

Sai et al. [38] MMFN method 
 Robustness, 
 Higher classification accuracy 
 Strong characterization ability. 

 The small-scale data-driven DL- AMC model with less 
training time was needed for training the NN. 

Mohammed et 
al. [39] 

IoT-based HAN 
model 

 Better accuracy 
 Reduced false positives 
 High precision 

 The proposed work needs to suggest the moving data 
process close to the network edge 

Sahay et al. [40] XGBoost 
Classifier 

 Secured network 
 Maximum accuracy 
 Higher recall  
 Improved operational efficiency 

 Need to investigate an efficient mechanism to address 
and analyze the challenges. 

Alabady et al. 
[41] VLAN   Effective security execution 

 Best network speed and services 
 The VLAN technology were not utilized in the LAN 
environment. 
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Fig. 1. IoT Framework. 

IV. OVERALL DESCRIPTION OF THE ADOPTED ATTACK 
DETECTION MODEL IN IOT 

This proposal intends to introduce a novel deep hybrid 
attack detection system that consists of three phases: 
“(i) preprocessing (ii) Feature extraction (iii) Classification”. 
Originally, the input data is preprocessed under data 
normalization process. Subsequently, the preprocessed data is 
subjected to the feature extraction stage, where the higher 
order statistical features and statistical features are extracted. 
Moreover, the statistical features include mean, median, SD, 
mode, HM, RMS, peak amplitude and pitch angle; and the 
higher order statistical features include kurtosis, skewness, 

energy, entropy, mean frequency, and percentile are extracted. 
Moreover, the extracted features are provided as the input to 
the detection phase with hybrid model that combines the 
models like CNN and DBN. It is obvious that the detection 
model must be trained in a proper manner, such that the 
detection accuracy increases in this way. To make this 
possible, this work adhere the utilization of optimization logic 
that could make the training process more optimal. Thereby, 
the weights of both the CNN and DBN are optimally tuned by 
a new SAEHO algorithm. This is the proposed hybrid 
algorithm, which combine the logic of both the EHO and SOA 
algorithm. Fig. 2 illustrates the architecture of proposed 
detection system. 

 
Fig. 2. Overall Framework of the Proposed Model. 
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V. ATTACK DETECTION BY PROPOSED HYBRID DEEP 
LEARNING MODEL 

The proposed hybrid model follows the parallel execution 
of both the models with the extracted feature set, and finally 
averages the outcomes obtained from each model, which is 
considered as the final detection results. 

A. Optimized CNN Model 
The extracted features 𝐹𝐸 are provided as input to 

optimized CNN [43]. Convolutional Networks are the 
trainable multistage framework that includes numerous stages. 
The input and output of every stage are group of arrays 
recognized as feature maps. In addition, the well-recognized 
classifier is CNN that consists of 3 layers like “fully connected 
layer, pooling layer, and convolution layers”. Furthermore, the 
convolution layer contains of several convolution kernels. The 
entire feature map was determined by the numerous kernels. 
Moreover, the 𝑠𝑡ℎlayers matched to 𝑥𝑡ℎfeature map and 
feature values in the place(𝑒,𝑔) is denoted as𝐻𝑒,𝑔,𝑥

𝑠 , and it is 
given in Eq. (1). Similarly, the𝑥𝑡ℎ filter value is provided in 
the𝑠𝑡ℎlayer. Consequently, the optimal tuning of the weight is 
performed using the adopted SAEHO scheme. The linked 
input patches in the 𝑥𝑡ℎlayer at location(𝑒,𝑔) are determined 
using𝐿𝑒,𝑔

𝑠 . The non-linearity is attained through the activation 
function which predicts the nonlinear features of multi-layer 
networks. Moreover, �𝐴𝑒,𝑔,𝑥

𝑠 � and 𝐴(•) are defined in Eq. (2). 
Even though, the shift-variance in the pooling layer is 
deployed through minimizing the resolution of feature maps as 
given in Eq. (3). 𝑝𝑜𝑜𝑙( )and Local neighbourhood for every 
feature map�𝐴𝑒,𝑔,𝑥

𝑠 �at (𝑒,𝑔) is portrayed as𝐼𝑒,𝑔. 

𝐻𝑒,𝑔,𝑥
𝑠 = 𝑊𝑙

𝑠𝑇𝐿𝑒,𝑔
𝑠 + 𝐵𝑙𝑠             (1) 

𝐴𝑒,𝑔,𝑥
𝑠 = 𝐴�𝐻𝑒,𝑔,𝑥

𝑠 �             (2) 

𝑂𝑒,𝑔,𝑥
𝑠 = 𝑝𝑜𝑜𝑙�𝐴𝑒,𝑔,𝑥

𝑠 �,∀(�̂�, �̂�) ∈ 𝐼𝑒,𝑔           (3) 

Eq. (4) determines the loss function in CNN. The 
constraints (𝜍)of CNN are associated to the required 𝐼𝑂input-
output relation, and it is given as��𝑉(𝑡),𝑈(𝑡)�; 𝑡 ∈ �1,⋯ , 𝐼𝑂���. 

𝐿𝑜𝑠𝑠 = 1
𝑁𝑢𝑚

∑ 𝑃��𝜍;𝑈(𝑡),𝑂𝑈𝑇(𝑡)�𝑚𝑠
𝑡=1            (4) 

Pooling layer: “In CNN, the pooling layer has performed 
the processes of down sampling with the resultant attained 
from the convolutional layers. Further, the 2 renowned 
pooling types such as max pooling and average pooling are 
used. The max pooling has attained the higher value; but the 
average value is observed in the average pooling”. 

Fully connected layer: It works within the flattened inputs. 
In general, the results attained from the pooling layer are 
given as the input of fully connected layer and thus the inputs 
are connected to all layers. In the CNN structure, the fully 
connected layer occurs at its edges. The output of CNN is 
denoted as𝐶𝐿𝐶𝑁𝑁. 

B. DBN based Attack Detection 
In 1986, Smolensky implemented DBN [44] with multiple 

layers, and there is a visible and hidden neuron in each of the 
layer. The visible neurons are fully interconnected with the 

hidden neurons. Naturally, the stochastic neuron’s outcome is 
probabilistic in the Boltzmann networks. The DBN is fully 
trained to distinguish the occurrence of attackers within the 
network grounded on the extracted features. DBN framework 
is an intellectual model that includes of hidden neurons, 
visible neurons and layers form output layer. Furthermore, 
there found connotation exists via hidden and input neurons; 
yet, no relation in visible neurons, the association rule is not 
existing among hidden neurons. The link existing among 
visible and hidden neurons is symmetric and exclusive. 

The output of the neurons is probabilistic in the Boltzmann 
network. The output 𝑜� is grounded on the probability 
function𝑆(𝜓)in Eq. (5). The probability function has used the 
sigmoid-shaped function. 

𝑜� = �1 𝑤𝑖𝑡ℎ𝑆(𝜓)
0 𝑤𝑖𝑡ℎ1 − 𝑆(𝜓)�              (5) 

𝑆(𝜓) = 1

1+𝑒
−𝜓
𝑝

                (6) 

Eq. (7) define the DBN model, where,𝑝signifies the 
pseudo-temperature. 

𝑙𝑖𝑚
𝑝→0+

𝑆(𝜓) = 𝑙𝑖𝑚
𝑝→0+

1

1+𝑒
−𝜓
𝑝

= �
0 𝑓𝑜𝑟 𝜓 < 0
1
2

𝑓𝑜𝑟 𝜓 = 0
1 𝑓𝑜𝑟 𝜓 > 0

           (7) 

In DBN architecture, the path of the feature processing is 
shown by a collection of RBM layers, and the classification 
procedure shown by MLP. The mathematical model depict 
Boltzmann machine energy in the method of neuron or binary 
state𝑏as portrayed in Eq. (8) and Eq. (9). Where, 𝑤𝑐,𝑟 
indicates the weights amid neurons, which is optimally 
adjusted or tuned by a new proposed SAEHO model and 
𝛾𝑐specifies the biases. 

𝐹�𝑏�� = −∑ 𝑏�𝑐𝑐<𝑟 𝑤𝑐,𝑟 − ∑ 𝛾𝑐𝑐 𝑏�𝑐            (8) 

𝛥𝐹�𝑏�𝑐� = ∑ 𝑏�𝑐𝑟 𝑤𝑐,𝑟 + 𝛾𝑐              (9) 

The growth of energy grounded on combined 
conformation in visible or hidden neurons (𝑎, 𝑓)is described 
in Eq. (10), Eq. (11) and Eq. (12), where,𝑓𝑐and𝑎𝑐portrays the 
binary state of hidden unit 𝑟 and 𝑐 visible unit. 𝑋𝑐 and 𝑌𝑟 
indicates the biases and 𝑤𝑐,𝑟signifies the weight among them. 

𝐹��⃗�, 𝑓� = −∑ 𝑤𝑐,𝑟(𝑐,𝑟) 𝑎𝑐𝑓𝑟 − ∑ 𝑋𝑐𝑐 𝑎𝑐 − ∑ 𝑌𝑟𝑟 𝑓𝑐        (10) 

𝛥𝐹�𝑎𝑐 , 𝑓� = ∑ 𝑤𝑐,𝑟𝑟 𝑓𝑟 + 𝑋𝑐          (11) 

𝛥𝐹(�⃗�, 𝑓𝑟) = ∑ 𝑤𝑐,𝑟𝑐 𝑎𝑐 + 𝑌𝑟          (12) 

RBM training achieves the resultant weight allocation and 
the distributed probabilities are stated as in Eq. (13). The 
probability distribution in RBM method for the visible and 
hidden vectors pair��⃗�, 𝑓

→
�is given in Eq. (14). The partition 

function𝑍 is specified in Eq. (15). 

𝑤�(𝐶) = 𝑚𝑎𝑥
𝑤�

𝛱
𝑎�⃑ ∈𝐼
𝐷(�⃗�)           (13) 

𝐷 ��⃑�, 𝑓
→
� = 1

𝑍
𝑒−𝐹�𝑎�⃑ ,𝑓�           (14) 
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𝑍 = ∑ 𝑒−𝐹�𝑎�⃗ ,𝑓�
𝑎�⃗ ,𝑓               (15) 

DBN scheme utilize the CD learning approach and the 
output of DBN is denoted as𝐶𝐿𝐷𝐵𝑁.The final classification 
output is denoted as 𝐶𝐿, and it is expressed in Eq. (16). 

𝐶𝐿 = 𝐶𝐿𝐶𝑁𝑁+𝐶𝐿𝐷𝐵𝑁
2

          (16) 

VI. PROPOSED SEAGULL ADOPTED ELEPHANT HERDING 
OPTIMIZATION ALGORITHM FOR OPTIMAL TRAINING OF 

HYBRID MODEL VIA TUNING THE WEIGHTS 

A. Solution Encoding  and Fitness Evaluation 
The weight of both DBN and CNN are optimally adjusted 

or tuned via the adopted SAEHO. The input solution subjected 
to the adopted SAEHO scheme is demonstrated in Fig. 3, 
where, 𝑊1,𝑊2,….𝑊𝑁shows the weights of 
CNN,𝑤1,𝑤2,….𝑤𝑚𝑛 shows the weights of DBN,𝑁 indicates 
the total counts of weight in CNN, and𝑚𝑛 denotes the total 
number of weights in DBN. The fitnessobjective of adopted 
detection model is stated in Eq. (17). Here, 𝐿𝑜𝑠𝑠 indicates the 
detection error. 

𝑂𝑏𝑗 = 𝑀𝑖𝑛(𝐿𝑜𝑠𝑠)           (17) 

 
Fig. 3. Solution Encoding. 

B. Proposed SAEHO Model 
This paper implements a new hybrid SAEHO scheme 

which combines the logic of EHO [45] and SOA[46], 
respectively. While the traditional EHO gives better 
performance; the disadvantage is that it will not use the 
required data to identify the present and future searches. The 
existing SOA model has solved the challenging large-scale 
constrained issues and hence solve 7 constrained real-life 
industrial applications; still, the constraints are very tedious 
and computational complexity. This becomes the issue while 
solving optimization problems. This makes us to combine the 
logics of both the algorithm since the Hybrid models are 
reported to be promising for certain search problems with 
better convergence speed [23]. Here, the logic of SOA is 
integrated with EHO, and thereby named as SAEHO. 

Naturally, the elephants live in social groups called clans 
and each clan stay with Matriarch, the female elephant leader. 
The grown male elephant lives separately from their groups. 
The elephant population is produced randomly and it splits 
into a number of clans according to their fitness value.EHO 
algorithm having three major rules to follows. 

• The elephant population consists of number of clans 
with fixed number of female and male elephants in 
every clan. 

• Some of male elephants live far from the clans 
individually. 

• The elephant lives together with the leader of all clans, 
matriarch (i.e.,) female elephant in each clan. 

1) Clan updating: In this operator, each clan updating is 
done individually. Conventionally, the subsequent position is 
influenced by matriarch h and for each elephant in clan h for 
the clan updating operators. However, as per the proposed 
SAEHO method, the SOA updation function is used for clan 
updation as given in Eq. (18). 
𝑅𝑏(�̃�) = �̑� × �𝑅𝑏𝑒𝑠𝑡(�̃�) − 𝑅𝑙̑(�̃�)� + 𝐿𝑒𝑣𝑦(𝜁)         (18) 

In Eq. (18), 𝑅𝑏 indicates the locations of seagull search 
agent 𝑅𝑙 ̑towards the best fit search agent 𝑃𝑅𝑏𝑒𝑠𝑡 (i.e., fittest 
seagull), 𝑅𝑙̑denotes the search agent’s current position, �̃�refers 
to the current iteration, and the behavior �̑�is randomized used 
for proper balancing among exploitation and exploration. 

Moreover, for the best fit elephant, the updation is 
achieved by Eq. (19). 

𝑅𝑛,ℎ,𝑘 = 𝜂 × 𝑅𝑐𝑒𝑛,ℎ           (19) 

In Eq. (19), 𝜂[0,1] is the center of clan ℎ. The new 
individual 𝑅𝑛,ℎ,𝑘is expressed from the information obtained by 
all elephants in clanℎ. 𝑅𝑐𝑒𝑛,ℎ represent the centre of clan ℎ, and 
it is given in Eq. (20). 

𝑅𝑐𝑒𝑛,ℎ = 1
𝐺ℎ

× ∑ 𝑅ℎ,𝑘,𝑑�
𝐺ℎ
𝑘−1            (20) 

In Eq. (21), 1 ≤ 𝐷� ≤ �̃� denotes the 𝐷�𝑡ℎ dimension and �̃� 
indicates the total dimensions. 𝐺ℎ specify the number of 
elephants in clanℎ.𝑅ℎ,𝑘,𝑑�  refers to the �̃� dimensions of the 
elephant individual 𝑅ℎ,𝑘. 

2) Separating operator: The grown male elephants in clan 
starts live separately. The separating operator is determined 
after the separating process while solving the optimization 
problem. As per the proposed SAEHO logic, for enhancing 
the search ability, the worst fitness of elephant at each 
generation in the separating operator is defined as per the 
proposed evaluation given in Eq. (21). 

𝑅𝑤𝑜𝑟𝑠𝑡,ℎ = 𝑅(𝑅𝑏𝑒𝑠𝑡 − 𝑅𝑤𝑜𝑟𝑠𝑡)𝑚𝑖𝑛          (21) 

Here,𝑅𝑚𝑖𝑛indicates the minimum bounds in the positions 
of single elephant. 𝑅𝑤𝑜𝑟𝑠𝑡,ℎindicates the worst elephant 
individuals of clan 𝑐𝑖 and 𝑟𝑎𝑛𝑑 value is calculated using 
Chebyshev chaotic map. The value ranges from 0 to 1. 

𝑅𝑞�+1 = 𝑐𝑜𝑠�𝑞� 𝑐𝑜𝑠−1�𝑅𝑞���          (22) 

The pseudo code of adopted approach is given in 
Algorithm 1. 
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Algorithm 1: Pseudo code of proposed SAEHO method 
Initialization 
Compute the elephant fitness 
Repeat 
 Arrange all the elephants based on its fitness 
 Clan updating 
 For ℎ = 1 to 𝑛𝑐𝑙𝑎𝑛 do 
  For 𝑘 = 1 to 𝑛𝑐𝑖 do 
   If 𝑅ℎ,𝑘 = 𝑅𝑏𝑒𝑠𝑡,𝑐𝑖 then 
    Clan updation is done by the elephant position using Eq. (20). 
   Else 
    Proposed clan updation is done by the seagull position using 

Eq. (19)  
   End if 
  End for 𝑘 
 End ℎ 
 Separating operator 
 For ℎ = 1 to 𝑛𝑐𝑙𝑎𝑛 do 
  Replace the worst elephant as per the proposed Eq. (22)  
 End for ℎ 
 Evaluate population by the new update positions 
Until  

VI. CONCLUSION 
This paper has introduced a novel deep hybrid attack 

detection method. The input data subjected for preprocessing 
phase and data normalization process was carried out. From 
the preprocessed data, the statistical and higher order 
statistical features were extracted. Finally, the extracted 
features were given to hybrid deep learning model for 
detecting the presence of attack. The proposed hybrid 
classifier combines the models like DBN and CNN. To make 
the detection more precise and accurate algorithm named 
SAEHO proposed which used for tuning the optimal weights. 
SAEHO combines the logic of EHO and SOA. In the 
algorithm, two kinds of operator used i.e., clan updating and 
separating. Clan updating is done by EHO providing it able to 
find the best position else SOA is used to find the solution. As 
our next task, the performance of the proposed model will be 
computed over the present methods in terms of various 
metrics like FNR, MCC, Rand index, sensitivity, FPR, 
specificity, FDR, precision, NPV, accuracy, and FMS, 
correspondingly. 
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Abstract—As nodes often join or leave the network, the 
communication between the cloud and the MANET remains 
unreliable in Cloud-Assisted MANET. The event of connection 
failure in MANET presents several challenges to the network, in 
particular, the handover issue and high energy consumption 
during route re-establishment if a connection fails in D2D 
(device-to-device) communication networks. To address this 
problem of D2D mobile communication in 5G, we propose a 
Node Monitoring Agent Based Handover Mechanism 
(NMABHM). To improve the network's efficiency, we use the K-
means algorithm for clustering and cluster head selection in 
Hybrid MANET and maintain a backup routing table based on a 
Technique for Order of Preference by Similarity to Ideal 
Solution (TOPSIS) to quickly recover the route. Additionally, a 
Node Monitoring Agent (NMA) is introduced to handle the 
handover issue if a node comes out of range during the 
communication phase. The NMABHM-based handover 
mechanism is proposed with group mobility over a cluster-based 
architecture involving agents. The results of the simulation 
indicate that, in terms of lower energy consumption and higher 
throughput, our proposed mechanism is more effective than the 
current routing mechanisms. 

Keywords—MANET; clustering; cloud computing; 5G Wireless 
networks; cloud-assisted MANET 

I. INTRODUCTION 
Wireless technology, the most important communication 

medium for information between different devices, has 
witnessed rapid growth over the subsequent years. The future 
wireless technology, i.e. 5G, which is a new global standard of 
communication, is especially designed for the purpose of 
forward compatibility and to flexibly support services like 
mission-critical communication, mobile broadband, IOT, 
cloud-based services, and D2D communication [1]. With the 
increasing demand for QoS and the data transfer speed for 
mobile networks, there is still a requirement for new 
communication technologies [2,3]. Due to the compatibility 
features, Cloud Assisted MANET, which is the combination of 
Cloud and Mobile Ad-Hoc Network, has received a lot of 
interest from researchers today. 

A. MANET 
MANET is one of the most widely used Ad-Hoc wireless 

networks [4]. Routing in MANET is multi-hop and each node 

in the network is a transceiver with bidirectional links. 
MANET's distinguishing feature, in addition to its unique 
features and advantages like dynamic topology, mobility, 
multi-hop, and decentralised administration, is its ease of 
connection with other networks. With this superiority in 
communication, MANET has made significant contributions to 
the growth of the Internet industry [3]. 

B. Cloud Computing 
Cloud Computing has been observed exponential growth in 

recent developments and the potential has been developed to 
limit energy consumption and to enhance the usefulness of 
mobile nodes in MANET [5]. Cloud storage platforms are used 
by the three administrative models, like IaaS (Infrastructure as 
a Service), SaaS (Software as a Service), and PaaS (Platform as 
a Service), which are delivered to users through Internet-
connected systems [6]. In addition to the benefits of Cloud 
Computing like scalability, affordability, and security, the 5G 
and D2D connectivity specifications require the use of CA-
MANETs, resulting in various research gaps in this area. 

C. CA-MANET 
The convergence of MANET and Cloud Computing has 

become more popular in recent years. MANETs are widely 
used in emergency situations because they don't adhere to a 
predetermined topology. When disasters like earthquakes or 
other natural calamities strike, smart devices in MANET will 
need to access the data on health care services and other 
essentials stored on site maps via the Cloud. The requirement 
for mobile devices in MANET to access cloud services, as well 
as D2D communication and 5G wireless networks, necessitated 
the CA-MANET architecture, where multiple devices may be 
simply connected. CA-MANET unquestionably constructs 
robust 5G networks [7]. An overlay of peers, i.e. mobile 
devices and cloud data servers, is formed in CA-MANET, as 
shown in Fig. 1, when the cloud server joins the MANET [8,9]. 
The overlay in CA-MANET is self-organizing, i.e. any Peer 
can join or leave the network anytime. In CA-MANET, Super 
Peers are the cloud data servers interconnected logically to the 
Peers. In order to route, search, and send messages, each Peer 
keeps the information necessary to do so and may be linked to 
the Super Peer either directly or indirectly. If a Peer and a 
Super Peer have an indirect link, intermediate Peers operate as 
routers and help forward the requested services. 

*Corresponding Author. 
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Fig. 1. An Overlay of Data Centers and Cloud Servers with D2D 

Communication. 

The role of cloud servers in the overlay is to provide the 
required data and services for MANET communication. When 
MANET requests a particular cloud service, the cloud server 
performs operations like searching, routing, and updating its 
database in order to provide future service requests [10]. Due 
to frequent link breakages in MANET, there is a chance for 
communication loss between the cloud and MANET. This 
creates several of the issues like handover, link failures, an 
increase in overhead and energy consumption in route re-
discovery, which indeed effects the cloud servers' service 
delivery efficiency [11,12]. The cost of processing power and 
energy consumption grows as network resources are depleted, 
affecting D2D network performance in 5G networks, which is 
the main challenge. In addition to that, link failures, effective 
handover, bandwidth utilization, and route selection are also 
other challenges to consider. Analyzing the above concerns in 
detail indicates that energy consumption is the key concern, 
which is dependent on MANET routing protocols [31]. If 
energy degradation is handled by selecting the most robust and 
optimal MANET routing approach, most CA-MANET 
problems will be solved. For this, we propose a Node 
Monitoring Agent-Based Handover Mechanism (NMABHM) 
that focuses on the minimization of energy consumption by 
effectively handling link failure and service handover. 

The significant contributions of the proposed work include: 

• Organizing the MANET into Clusters and electing the 
Cluster Head (CH) based on the K-means algorithm 
that benefit in bandwidth reusability. 

• Introducing a Node Monitoring Agent (NMA) that can 
perform the ease of handover process without failure by 
supervising the link failures and node movement. 

• Effective Route establishment and maintenance by 
introducing TOPSIS [13,14] procedure in the AODV 
algorithm that benefits in maintaining backup route 
table for selecting optimal alternate paths during link 
failure. 

The rest of the paper is structured in the following manner: 
Section 2 describes existing works related to minimizing 
energy consumption in CA-MANET. Section 3 describes the 
problem description and scenario. Section 4 describes our 
proposed NMABHM. Section 5 provides performance 
evaluation and results, followed by Section 6 of Conclusion 
and Future Work. 

II. LITERATURE SURVEY 
Due to the growing popularity and increasing demand of 

mobile devices in wireless communication, 5G networks have 
evolved. Because of the limited resources available, 5G 
network components must be able to efficiently use energy and 
power [15]. To increase overall network performance, it is 
necessary to study the energy consumption of network nodes 
[16]. This can be accomplished by the deployment of 
intelligent approaches to make optimal routing decisions in 
communication. 

In [17,18] the authors suggested a new protocol with a 
sophisticated costing function that uses residual battery 
capacity and hop count as parameters to determine high 
throughput, low energy and long-lasting data transmission 
routes on the basis of mobile agent technology. In [19] the 
authors proposed a new strategy called SBR-Stable Backup 
Routing, which includes techniques for the design and 
management of backup routes. The SBR greatly reduces packet 
loss and increases delivery ratio by overhearing MAC signals 
and the bit error rate of networks. In order to improve the 
efficiency of the OLSR routing protocol, the authors in [20] 
developed a method, termed AIS-OLSR, that uses an artificial 
immune system. Negative selection and ClonalG algorithms 
are used to calculate hop count, residual energy in relay nodes, 
and distance between nodes. 

In [21] the authors presented ELBRP, which focuses on the 
problem of energy-awareness by analysing the nodes' amounts 
of energy and various forwarding strategies that decrease the 
energy utilization, optimize the delay, and enhance the network 
usage. In the survey on mobile device energy usage [22], the 
authors concentrated on various offloading mechanisms that 
are responsible for the low battery life of mobile phones due to 
their unique components. In [23] the authors conducted a 
detailed assessment of the MANET network challenges and 
discussed the prospect of resolving them using neural network-
based clustering by using a multi-criteria decision of network 
characteristics, specific cluster algorithm implementations for 
routing applications. To optimize energy consumption of 
wireless sensor networks, the authors in [24] suggested an 
effective cluster head selection approach utilising the K-means 
algorithm. In this method, the cluster head is identified by 
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reducing the sum of Euclidean distances amongst the head and 
its members. 

In [8] the authors proposed a novel collaboration paradigm 
between cloudlets and MANETs, in which the objective is to 
conserve energy and benefit from green computing by 
developing DCRM. In [9,18] the authors proposed an overlay 
architecture, in which a viable energy saving strategy is used to 
reduce searching and routing activities in cloud data servers. 

Due to the high degree of node mobility in MANET, 
handover happens when a node in communication moves out 
of the coverage ratio. The functionality of the handover 
requires a time delay. The difficult part is to identify the 
appropriate handover and execute it well. In [29] the authors 
proposed a Vertical handover using MIH/SDN to optimise 
handover in the future generation of mobile networks. In [25] 
the authors proposed the IMMH mobility handover strategy for 
IPv6-based MANETs. In IMMH, a user always communicates 
with a node via its home address, and both the node's mobility 
handover and care-of address updating processes eliminate the 
cost and latency associated with duplicate address detection. In 
[26] the authors address the handover problem for a fixed path 
by introducing a cloud-assisted ant colony-based solution 
termed CAFP. This solution leverages Cloud Computing to 
significantly reduce the time required for handover, notably 
during handover judgment. 

The energy issue is among the most difficult issues to deal 
with when using cloud networks and MANETs together. When 
there is a disconnect between a MANET and the cloud, it 
might result in a cost issue. Many studies have offered routing 
options for MANETs that save energy and increase 
performance. EERR is an energy-efficient and effective routing 
method that has been developed by the authors in [27] for 
mobility prediction-based MANET systems. EERR uses 
location information to determine the best transmission power 
for delivering packets successfully. In [10,18] the authors 

proposed CEPRM method, in which service requests can be 
directed directly to the destination cloud server by preserving a 
content map on the Super Peer nodes. It decreases the cost of 
searching time and so minimises the amount of energy 
consumed by the cloud server's search operation. To help CA-
MANETs recover quickly when a connection fails, the authors 
in [28] developed an EECRM -Energy Efficient Cloud-
Assisted Routing Mechanism. In this mechanism, the Bellman-
Ford algorithm is altered with parameters such as residual and 
total energy of the nodes in the network. Backup nodes 
discovered via nearby nodes during the route maintenance 
stage aid quick route restoration by presenting alternate paths 
that are discovered, which reduces energy exhaustion. 
According to existing research, it is clear that high energy 
consumption and connection handover issues in CA-MANET’s 
are still unsolved [30]. Also, most of the currently available 
techniques, such as CEPRM and EEPRM, are proposed for 
optimal route recovery and maintenance in the event of a link 
failure between the Main Peer and the Super Peer. However, 
none of these approaches took into account the scenario of 
establishing and maintaining an effective route for the Indirect 
Peer when it moves out of range during the on-going 
communication process. This contributes to the motivation for 
the proposed NMABHM, which successfully establishes a path 
between the Indirect Peer and the Main Peer, by utilising 
residual energy and handover procedures effectively. 

III. PROBLEM DESCRIPTION 
Fig. 2 describes the problem scenario in CA-MANET that 

has been considered for the proposed work. Here, Peer A is the 
Main Peer as it connects directly to the Super Peer S1. The 
services provided by Super Peer S1 can be accessed by the 
Indirect Peers via Main Peer A. Now the Indirect Peer C 
requests service from S1 through A. If the service requested by 
Peer C is in the cache of S1, then S1 can respond to the service 
through Main Peer A. 

 
Fig. 2. Link Failure in CA-MANET during Ongoing Communication Process. 
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Assume that the requested service is in the cache of S1 and 
the communication is initiated between the Super Peer S1 and 
the Indirect Peer C through Main Peer A, as shown in Fig. 2(a). 
During the ongoing communication process between Super 
Peer S1 and indirect Peer C through Main Peer A and relay 
Peer B, imagine that Indirect Peer C begins to move away from 
Main Peer A. As shown in Fig. 2(b), when the indirect Peer C 
comes out of range from Main Peer A, a link failure occurs, 
resulting in communication loss between Super Peer S1 and the 
indirect Peer C. This interrupts the ongoing service 
communication between Super Peer S1 and Indirect Peer C, as 
the Indirect Peer C is now out of range from the Main Peer A 
to access the service. This is due to loss of connectivity and it 
results in a problem of incomplete service requests. This 
problem can be resolved by the effective handover of the 
requested service when the Indirect Peer moves out of range of 
its service resource. 

A. Approach 
To address this problem, we propose a Node Monitoring 

Agent-Based Handover Mechanism (NMABHM), in which the 
main idea is to implement a mechanism that allows the Indirect 
Peer to have access to the requested service from the cloud, in 
the case when it moves out of range from the Super Peer. For 
the proposed work, we follow an approach based on the 
following assumptions in CA-MANET: 

• A Hybrid MANET scenario is implemented using a 
cluster-based architecture and the Cluster Head (CH) is 
considered the Main Peer. 

• CH maintains a direct link to the Super Peer to 
communicate with the cloud services. 

• CHs are all static in nature. 

• Using the CEPRM algorithm, the Super Peers can share 
service information with one another and with 
additional Super Peers when they enter an overlay [10]. 

IV. PROPOSED MECHANISM 

A. NMABHM Algorithm 
Fig. 3 represents the CA-MANET considered for the 

proposed work, in which the NAMBHM operates in three 
phases as follows: 

1) Step 1: Using a K-means algorithm to group the mobile 
nodes for reliable and successful data transmission and 
Optimal Cluster Head Selection by following K-means 
algorithm based on the Euclidean distance and residual 
energy. 

2) Step 2: Implementing a Node Monitoring Agent 
(NMA) to perform effective handover in the event of  a link 
failure. 

3) Step 3: Introducing the TOPSIS technique into the 
AODV algorithm for Effective Route establishment and 
Maintenance. 

 
Fig. 3. Indirect Peer Movement from Cluster 1 to Cluster 2 during Ongoing 

Communication Process. 

B. Clustering and CH Selection using K-Means Algorithm 
1) Clustering: Clustering is still the most extensively 

utilised performance optimization technique for MANETs, 
enabling them to expand to a large number of mobile nodes. In 
order to perform the clustering in the network, a K-means 
algorithm is applied to group the mobile nodes, which creates 
clusters of nodes based on their Euclidean distances from one 
another [28]. This technique is used to generate clusters, so 
that the distance between nodes and the CH is as short as 
possible. For this, we suppose that most nodes have 
understood their particular location information by using 
either a GPS unit or a network localization technique. 

2) Cluster head selection: The CH selection procedure is 
divided into three steps, which are as follows: 

a) Step1: The First step is initial clustering. 
The K-means technique is used to form clusters among the 

nodes within the network [24]. Assume that the n-node 
network is partitioned into k-clusters. Then, k nodes out of n 
are chosen at random to be the CHs. Based on the Euclidean 
distance, each of the available node chooses the CH nearest to 
it. 

b) Step 2: The next step is to re-cluster. 
The centroid of each cluster with an “s” number of nodes is 

computed after assigning each node to one of the network's k-
clusters. 

Centroid(X, Y) = �1
𝑠

  ∑ 𝑥𝑖𝑠
𝑖=1  , 1

𝑠
  ∑ 𝑦𝑖𝑠

𝑖=1  � (1) 
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c) Step 3: The third step is to choose a Cluster Head. 
After generating the clusters, each node is assigned an ID 

number in the cluster based on its centroid distance, such that 
the closer nodes receive smallest ID number. A node's ID 
number determines the sequence in which it shall be elected as 
the Cluster Head. As a result, the ID number is critical in 
determining which node is designated as CH. 

In each round, the CHs residual energy is verified to 
maintain the networks connectivity link.  If the energy of the 
CH is less than the predefined threshold, the next order node is 
chosen as the new CH. The newly elected CH communicates 
the change in the CH to other nodes. This approach employs a 
routing mechanism that enables CHs to communicate directly 
with the Super Peer through a single-hop connection. The 
Super Peer then processes the collected information. 

C. Node Monitoring Agent based Handover Mechanism 
Once the Cluster Heads (CHs) are selected, Node 

Monitoring Agent Based Handover Mechanism (NMABHM) 
is incorporated with group mobility over cluster-based 
architecture involving agents in the CA-MANET for effective 
handover of service during the link breakage. This mechanism 
comprises all the correspondent properties for making 
handover decision. The various properties considered by the 
NMA are described as follows: 

1) Capacity of cluster: This property ensures that the 
number of nodes available in a cluster is always lower than the 
original capacity of nodes that could be serviced by the CH in 
the corresponding cluster. Failure of this property results in 
handover. 

2) Cloud Services: If the cloud service demanded by the 
mobile host is the same as that supplied by CH, the Peer must 
be present in the cluster, otherwise, according to the 
application specifications, it must scan for another network. 

3) Received signal strength indication (RSSI): If the 
mobile host has same RSSI values from two different CHs it is 
then important to search the next near-hop and decide which 
cluster it will have to communicate with. 

4) NMA: NMA is a handover issue detection agent that 
supervises various network events and updates the collection 
of CHs and is ultimately responsible for property-based 
handover decisions. It is responsible for interacting with CHs 
and Super Peers with various parameter-based decisions to 
choose the appropriate policy and providing CHs with 
suggestions. If anyone of the following properties fails, then 
handover occurs. 

5) Property 1: Capacity of cluster 

If the nodes count in a cluster is greater than the capacity, 
then 

Set value for the parameter as:  

𝑝𝑟𝑣𝑎𝑟1: No. of nodes to make handover 

𝑝𝑟𝑣𝑎𝑟2: D is distance in terms of hop count to new cluster 

head. 

𝑝𝑟𝑣𝑎𝑟3: Handover latency (H lay) 

6) Property 2: Cloud Services 

When looking for specified services on mobile hosts, the 
parameter values are 

𝑝𝑟𝑣𝑎𝑟1: Offered Service list 

𝑝𝑟𝑣𝑎𝑟2: Offered service plans 

𝑝𝑟𝑣𝑎𝑟3: Security features provided 

7) Property 3: Next Hop Specification 

If two mobile hosts receive same RSSI from two or more 
different cluster heads, then 

Set parameter Value as:  

𝑝𝑟𝑣𝑎𝑟1: Min PConsumed (MN)  

𝑝𝑟𝑣𝑎𝑟2: RSSI value  

𝑝𝑟𝑣𝑎𝑟3: Weight variable value 

To perform these steps, dynamic packets are created. Those 
packets are known as Request Packets of Handover (RPH). 
Then handoff is predicted via Handoff Label Packet (HLP) as 
shown in Table I. 

TABLE I.  PACKET INFORMATION 

Request Packet of Handover (RPH) 
 

𝑝𝑟𝑣𝑎𝑟1 𝑝𝑟𝑣𝑎𝑟2 𝑝𝑟𝑣𝑎𝑟3 

Handoff Label Packet (HLP) 

RSSI value Hlay Min PConsumed (MN) 

D. Optimal Route Selection using TOPSIS Algorithm 
In the proposed work, nodes can communicate with each 

other by using the AODV routing protocol and a backup 
routing table is maintained based on two parameters such as 
the hop count and the available energy. In case of an ongoing 
communication process, when the communicating Indirect Peer 
moves out of range from the Main Peer (CH), communication 
loss occurs between the Main Peer and the communicating 
Indirect Peer which results in a connectivity issue between the 
Super Peer and the communicating Indirect Peer. Now, to 
utilize the requested service, the Indirect Peer must be 
connected to the Main Peer (CH) of that particular region in 
which the Indirect Peer is present i.e. a route must be 
established between the Cluster Head and the Indirect Peer. 

1) Route establishment and maintenance: 

• The node movement information is shared by the NMA 
with all the Cluster Heads in the CA-MANET. 

• On receiving the node movement information, the CH 
broadcasts the HELLO messages to all of the 
neighbouring nodes in the cluster. 

• The Indirect Peer broadcasts RREQ and route 
establishment is done between the CH (Main Peer) and 
the Indirect Peer as shown in Fig. 4. 
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Fig. 4. Route Establishment and Maintenance when Indirect Peer Enters into 

Another Cluster. 

2) TOPSIS process: 

The following measures include the TOPSIS process: 

a) Step 1: To define the Decision Matrix (DM) 
  𝑇1      𝑇2 … 𝑇𝑛  

DM =  
AP1
AP2
APm

�

t11 t12 … t1n
t21 t22 … t2n
⋮ ⋮ ⋮

tm1 tm2 … tmn

�                                            (2) 

In this case, i = 1...m represents the criterion index, m 
represents the number of possible connections, and j = 1...n 
represents the alternative index [13,14]. The criteria are T1, T2 
..., Tn, and the alternate positions are AP1, AP2..., APm. The 
matrix components in alternative j are linked to the set of 
parameters i. 

b) Step 2: Create a Normalized Decision Matrix (NDM) 
that accurately represents the output of design alternatives. 

NDM =  Rij =
Xij

�∑ Xij
2m

i=1

    (3) 

c) Step 3: Evaluate the weight decision Matrix by 
considering the random weight as 𝑊𝑗. 

V =  Vij = Wj × Rij   (4) 

d) Step 4: Using the weighted decision matrix the Ideal 
solutions are generated. 

 I+ = �𝑣1+,𝑣2+,𝑣3,
+, . . . , 𝑣𝑛+�                                                     (5) 

in which Vj+ = ��𝑚𝑎𝑥𝑖�v𝑖𝑗�if j ∈ J�; �𝑚𝑖𝑛𝑖 𝑣𝑖𝑗  if j ∈ J′��   

   I− = �𝑣1−,𝑣2−,𝑣3,
−, . . . , 𝑣𝑛−�                                                         (6) 

in which Vj− = {�𝑚𝑖𝑛𝑖�𝑣𝑖𝑗�if j ∈ J�; (𝑚𝑎𝑥𝑖 𝑣𝑖𝑗  if j ∈ J′)}  

where, I+  is the Positive Ideal Solution and I−  is the 
Negative Ideal Solution [14]. The beneficial attributes are 
given with J and non-beneficial attributes with J'. 

e) Step 5: Using the above Ideal solution i.e., 𝐼+ and 𝐼−, 
compute each competitive alternative's separation distance 
(SD) with the criteria index ‘i’ and the alternative index ‘j’. 

SD+ = �∑ �Vj+ − Vij�
2n

j=1  for i = 1, … , m   (7) 

SD− = �∑ �Vj− − Vij�
2n

j=1  for i = 1, … , m (8) 

f) Step 6: Calculate the optimal solution for all the 
locations depending on their proximity. 

The relative closeness (RC) of each possible position 
within the optimal solution is determined for each competitive 
alternative. 

RCi = SDi
−

(SDi
+ + SDi

−)� , 0 ≤ RCi ≤ 1 (9) 

g) Step 7: Prioritize the alternatives in order of 
preference. 

The greater the value for relative proximity, the better the 
order of rating, and thus, dependent on the value of Ci, the 
greater the alternative output. In descending order, the rating of 
preference thus makes it possible to equate comparatively 
better results. 

V. PERFORMANCE EVALUATION 

A. Simulation Setup 
To evaluate the simulation findings with other research 

work, the standard simulation environment for the NS2 
simulator has been implemented using this mechanism. 
Table II presents the simulation parameters considered for the 
network. 

B. Result and Analysis 
By assuring effective handover, the proposed NMABHM 

addresses the issue of energy consumption in CA-MANETs. 
For this purpose, the execution process period and energy 
consumption are chosen as the parameters for performance 
evaluation. Energy consumption is calculated based on 
execution time, and a comparison is made between our Node 
Monitoring Agent-based Handover Mechanism-(NMABHM) 
and the existing Energy-Efficient Cloud-Assisted Routing 
Mechanism-(EECRM). 

TABLE II.  SIMULATION PARAMETERS:NS2 SIMULATOR 

Parameter Value 

Area 1000*500 

No of nodes 40 

Queue Length 50 

Protocol NMABHM (modifying AODV) 

Model Energy Model 

Initial Energy 100 J 

Topology Flat Grid 

Simulation time 400 sec 
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The other parameters considered are: 

1) Distance between node measurements in NS2: A 
Dynamic topology (coordinates x and y) is created. The 
distance between the nodes is calculated by applying the 
coordinates of the node (x, y) in the Pythagorean theorem. 

2) Available energy in NS2: The level of energy in the 
network is described by utilizing the energy model. In this 
energy model, the initial value, called “initial energy,” is the 
energy level that the node has at the starting point of 
simulation. At any given time, the variable "energy" indicates 
the amount of energy in a node. The original energy value is 
passed on as an input argument.  For each packet transmission, 
a node loses a particular amount of energy. As a result, the 
value of a node's initial energy is reduced and is known as the 
“Residual Energy”. This residual energy is evaluated at 
different times by accessing the built-in variable "energy" in 
the find Energy method. 

By considering the above parameters, we simulated 40 
nodes with a total simulation time of 400 sec with the EECRM 
and our proposed NMABHM. The results obtained for the 
metrics are as follows: 

a) Average End-to-End delay: Fig. 5 depicts the average 
end-to-end delay in milliseconds (m/s) experienced while 
transmitting data from mobile nodes to the Main Peer within 
400 units of time. For simulation times up to 200 seconds, the 
EECRM and the NMABHM both produce outputs that are 
delayed by a similar amount. The delay in EECRM begins to 
increase after 200 units of time, but our NMABHM achieves 
respectable results in terms of delay. 

 
Fig. 5. Average End-to-End Delay in 400 Units of Time. 

b) Throughput: It is defined as the number of 
successfully received packets in a unit time and is shown in 
Fig. 6. While the results of both approaches are identical at the 
beginning of the simulation, our proposed NMABHM strategy 
achieves a maximum throughput of 180 kbps (approximately) 
towards the end of the simulation. 

c) Average Energy consumption in NMABHM: Fig. 7 
depicts the average amount of energy spent by the MANET 
nodes during the communication process during a period of 
400 units of time. This energy consumption is measured based 

on the Optimal Route Selection using the TOPSIS Algorithm 
and the shortest Euclidean distance from the Super Peer to the 
Main Peer. During the simulation, it can be observed that the 
energy requirements of the existing EECRM approach is high 
than our suggested NMABHM approach. The energy 
consumption is reasonable in the midst of the execution, but at 
the end of the process, NMABHM has demonstrated 
reasonable energy usage. 

 
Fig. 6. Throughput in 400 Units of Time. 

 
Fig. 7. Average Energy Consumption in 400 Units of Time. 

 
Fig. 8. Rouiting Overhead (RO) in 400 Units of Time. 
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d) Routing Overhead: The total number of routing 
packets needed for network communication is “Routing 
Overhead”. Fig. 8 represents the routing overhead caused due 
to the route failure and route establishment of nodes in 
MANET. It is clear from the graph that there is a significant 
variation in the routing overhead results. The packet dropping 
rate is identical at the beginning of the simulation, but as the 
simulation progresses, the EECRM causes considerably more 
packet losses when compared to the NMABHM, resulting in a 
higher routing overhead when compared to our proposed 
work. 

The experimental results show that the End-to-End delay in 
our proposed work has shown approximately 25% 
improvement than the compared EECRM. Also, there is 25-
30% of energy gains, the Overhead is improved 
by approximately 10-15% and the throughput is achieved 
almost by 80-90%. The experimental results indicate that our 
suggested work can significantly minimize energy 
consumption in the event of a network link failure. 

VI. CONCLUSION AND FUTURE WORK 
In this work, we proposed a Node Monitoring Agent-based 

Handover Mechanism (NMABHM) in CA-MANET that helps 
in reducing the high energy consumption which occurs due to 
connectivity loss between the Super Peer and Indirect Peer. A 
Cluster-based CA-MANET architecture is suggested for 
effective use of bandwidth and energy in the network. We 
employ a Node Monitoring Agent (NMA) that acts as a 
Supervising node in the network to indicate the handover issue 
which can be effectively solved by adapting a multi-attribute 
decision-making technique called TOPSIS for Optimal route 
selection in MANET. The Simulation is done using an NS-2 
simulator and the experimental results prove that the 
NMABHM mechanism helps in handling the Handover 
situation and lowering the energy consumption in the CA-
MANET efficiently when compared to the existing EECRM 
mechanism. Simulations of our proposed work have been done 
with fewer nodes and with the assumption that cluster heads 
are static. By considering the cluster head's dynamic nature and 
scaling the simulation to include a larger number of nodes, we 
may expect our suggested technique to find many more 
practical applications in future work. 
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Abstract—Nutrient contents are important for plants. Lack of 
macronutrients causes plant damage. Several macronutrient 
deficiencies exhibit similar visual characteristics that are difficult 
for ordinary farmers to identify. Collaboration between 
Computer Vision technology and IoT has become a non-
destructive method for nutrient monitoring and control, included 
in the hydroponic system. Computer vision plays a role in 
processing plant image data based on specific characteristics. 
However, the analysis of one characteristic cannot represent 
plant health. In addition, knowing the percentage of 
macronutrient deficiencies is also needed to support precision 
agriculture systems. Therefore, we propose a Multi Layer 
Perceptron architecture that can perform multi-tasks, namely, 
identification and estimation. In addition, the optimal 
architecture will also be sought based on the characteristics of 
the combination of three features in the form of texture, color, 
and leaf shape. Based on analysis and design, our proposed 
model has a high potential for identifying and estimating 
macronutrient deficiency at the same time as well and can be 
applied to support precision agriculture in Indonesia. 

Keywords—Multi Layer perceptron; internet of things; feature 
combination; leaf image; nutrient deficiency 

I. INTRODUCTION 
The chili plant is a high economic value of the 

horticultural plant in Indonesia. However, the production level 
is lower than the consumption level, with inflation of 0.20% to 
0.55% in 2019 [1]. The thing that causes low production is 
limited land due to the transition of the farming areas to 
settlements. Another thing is crop failure due to erratic 
weather changes, pest attacks, and plant diseases[2]. A System 
that can be applied to limited land in uncertain weather is 
hydroponics [3]. 

Hydroponics is a farming system that emphasizes the 
fulfillment of plant nutrients [4]. A plant needs macro and 
micronutrients to grow and develop [5]. Macronutrients 
include N, P, K, Ca, Mg, S (> 1000 mg/kg dry matter) and 
micronutrients include Iron, Mn, Zn, Cu, Cl, B, and Mo (<100 
mg/kg dry matter)[6]. Inappropriate nutrient content causes 
plants to have macronutrient deficiency. Nutrient deficiency is 
more easily observed in the leaves [7], [8]. The symptoms in 
leaves include marginal, interveinal, and uniform chlorosis, 
distorted edges, reduction in the size of the leaf, necrosis, etc. 
[9]. However, identifying macronutrient deficiency is difficult 
for ordinary farmers because several nutrients show similar 
characteristics [10]. 

Technology in agriculture is an important part of 
supporting the application of industry 4.0 in Indonesia [11]. 
One of its applications is a monitoring and control system in 
intelligent hydroponics using the Internet of Things (IoT) [12]. 
One thing that needs to be monitored is the plant’s health 
condition. Computer Vision is one of the technologies that can 
help the farmer to check the condition of plants [13], [14]. 
Collaboration between IoT technology and computer vision 
produces an automatic hydroponic system that can find out the 
condition of the plant and the solution. 

Computer vision technology utilizes image data for 
analysis. Several images color model have been used, one of 
them is an RGB image that works like the human eye which is 
sensitive to the red, green, and blue light bands [15], [16]. 
Identification of macronutrient deficiencies using RGB leaves 
images has been carried out. Coffee, tomato, chili, cucumber, 
etc. have been analyzed using texture and color using K-
Nearest Neighbors (KNN), Artificial Neural Network (ANN), 
Naïve Bayes [17], Multi Layer Perceptron (MLP), and 
Convolutional Neural Network (CNN) with various 
architecture [18], [19]. MLP gives a promising result. 
However, most of these studies only determined the type of 
nutrient deficiency [20]. To support a precise agricultural 
system, the percentage of deficiency is important so nutrient 
solutions accordance with plant needs [21], [22]. 

The percentage of macronutrient deficiency estimation 
using plant RGB images has been carried out [16], [23]. Color 
characteristics in plants have been used as in wheat using 
Multivariate Linear Regression, Genetic Algorithm, Back 
Propagation-ANN, and KNN [23], [24]. Texture features have 
also been developed using the Support Vector Machine 
(SVM) algorithm[25]. Several studies have also utilized deep 
learning such as in chili plants using Recurrent Convolution 
Neural Network (RCNN) [1]. Most of them only use one 
feature for estimation, so the resulting model is not robust for 
all types of macronutrients [26]. It because of each 
macronutrient shows different visual characteristics. 

The proposed study is image-processing-based to identify 
and estimate the percentage of macronutrient deficiencies in a 
hydroponics environment. There are several phases to 
determine the lack of macronutrients such as image 
acquisition, preprocessing, segmentation, feature extraction, 
identification, and estimation task. The smart hydroponic 
system is assisted by IoT so that the process of image data 
acquisition is carried out automatically. Image data is crop 
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data in real conditions so, preprocessing such as histogram 
equalization is required. Then, the chili plant objects are 
separated from a complex background using a segmentation 
technique. One of the challenges faced at the segmentation 
stage is separating overlapping leaves images. A combination 
of three features in the form of color, texture, and leaf shape is 
proposed to support precision agriculture. Careful selection of 
features must be conducted to obtain accurate models. The 
main contribution in this paper is identification and estimation 
in a multi-layer perceptron architecture based on combination 
features. The study aims to identify and estimates five types of 
plant conditions such as healthy, potassium deficiency, 
calcium deficiency, magnesium deficiency, and Sulphur 
deficiency. 

II. RELATED WORK 
The study of macronutrient identification and estimation 

has been done from destructive to non-destructive methods 
[5], [16]. The destructive method is tested in the laboratory but 
it is costly and time-consuming[27]. Then, a monotonous and 
long duration of work would raise a human error [28]. 
Therefore, non-destructive is needed. 

Internet of Thing is one of the non-destructive methods 
that have been used [29]. IoT can be used to monitor and 
control physical phenomena around agricultural environments 
such as temperature, light intensity, pH, and others [30], [31], 
[33]. Not only observing, but IoT also helps to determines the 
health condition of plants based on the image data [38]. 
However, the visual condition of the plant is not considered, 
even though the condition of the plant is important. Table I 
shows visual characteristics of several macronutrient 
deficiencies. A sensor that can perform visual plant condition 
is camera sensors that usually used for monitoring the 
agricultural environment [39]. 

The camera is useful for capturing plant images in a 
hydroponic environment [34]. Some of the plants that have 
been observed are tomato, chili, tobacco, spinach, okra, and 
others  [28], [35], [36]. Digital image processing is used to 
analyze the captured images to obtain plant conditions. Plant 
conditions that will be analyzed are the type of macronutrient 
deficiency and the percentage. These stages are preprocessing 
and augmentation, segmentation, feature extraction, to 
identification and estimation tasks [22], [37]. 

Preprocessing uses to improve image quality[48]. Several 
preprocessing types are an enhancement, resizing, histogram 
equalization, and others[7]. Histogram equalization has been 
used to cope with different exposures on captured images [39], 
[40]. Then, data augmentation is a process for data 
enrichment. One example of data augmentation is processing 
rotation and blurring [41]. The study [42], [43] has proven that 
image augmentation so that each class has the same amount of 
data increases the accuracy of the model. 

Segmentation is process to separate objects from the 
background, even a complex background [9], [16]. Several 
methods have been applied for segmentation, from K-Means 
Clustering, Genetic Algorithm with DSELM, Otsu, masking 

green, Fuzzy C-Means (FCM) method to thresholding [21], 
[22], [44]. However, thresholding and green masking methods 
cannot overcome overlapping leaves. FCM is a clustering 
method that can group data. In [45], it is proven that FCM can 
overcome overlapping objects. 

Feature extraction can be done using several methods 
based on the information characteristics. Statistical features in 
the RGB, HSV, and YUV color models represent color 
information from objects [24], [32]. While some methods, 
such as GLCM, Sobel, etc., can represent texture and shape 
information on leaf objects [17]. Feature combination is 
important because each deficiency shows a different visual 
features[9]. There is a nutrient that shows color characteristics, 
and some do not. Therefore, a combination of 3 features such 
as color, shape, and leaf texture is needed. A combination 
GLCM, hue, and color histogram has been used to analyze 
maize plants [46]. Then, a combination of RGB and Sobel 
edge improves the accuracy [21], [35]. 

Several methods have been used to identify and estimate 
macronutrient deficiencies in plants, such as Rule-based 
method to deep learning in the different models [47], [48]. The 
rule-based, histogram, and RGB-based method were used to 
identify leaf deficiency [48], [49]. However, those methods 
cannot handle data with high variance. Learning methods such 
as supervised learning have also been used, such as MLP, 
ANN, KNN, SVM, and others [24], [50], [51]. MLP shows 
promising results for data in different lighting conditions [52]. 
It can be concluded that MLP is a method that can be used to 
process hydroponic data in a natural environment. Each 
method is only robust on certain macronutrients. It is proven 
in [26] study using the derivative function method. The first 
derivative obtains more accurate results for predicting N, P, 
and S. Nutrient such as Mg, and K in plants uses logarithmic 
transformation while Ir uses smoothed reflectance. Br and Mn 
use the first derivative, while Zn uses the second derivative. In 
addition, CNN with various architectures has been used. 
However, it is a black box method [2], [8], [53] so it can be 
challenging to analyze the effect of feature combinations on 
the resulting model. Table II shows a summary of some of the 
studies that have been mentioned. 

TABLE I.  KEY SYMPTOMS OF NUTRIENT DEFICIENCIES [19] 

Type of 
Deficiencies 

Characteristics of leaves plant 

Colour Shape Texture Part of 
Plant 

(-Ca) Healthy Green Misshapen curling 
leaf tip Top 

(-N) Turning yellow Ellipse Smooth Bottom 

(-Mg) Necrosis (cell injury), 
interveinal chlorosis 

Ellipse/  
Misshapen Smooth Bottom 

(-K) Brown in the edge Misshapen Curling Top 

Health Green  Ellipse Smooth overall 
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TABLE II.  RESEARCH ON IDENTIFICATION MACRONUTRIENT DEFICIENCY 

Plant Dataset Preprocessing Feature Extraction Classifier Result Reference 

Paddy 
500 images 
for 5 
categories 

resize to 256x256 and 
Median Filter RGB feature (0-255)  Rule based 

improving the database and 
refining the rules can improve 
the accuracy. 

[54] 

Paddy 
400 images 
for 5 
categories 

RGB to HSV HSV color model Rule based 86% of accuracy  [48] 

Coffee 
269 images 
for 4 
categories 

Segmentation using Otsu 
method 

BSM and GLCM to 
extract Shape and 
Texture 

KNN, Naïve bayes, 
NN 

the best results associated 
with the GLCM for Iron [17] 

Wheat 360 images Segmentation using 
DSELM and GA Color 

a number of DSELMs 
and committee with 
GA 

single color features and 
their combinations are not 
suitable to estimate nitrogen  

[22] 

Okra Plant 
231 images 
for 4 
categories 

Resizing image to 299 x 
299 and data augmentation 
using ImageDataGenerator 
by Keras 

Automated FE Inception ResNet-v2 
CNN 

the amount of data for several 
deficiency only produces 2 
classes 

[35] 

Banana 
540 images 
for 4 
categories 

Data augmentation, RGB 
convert to YUV, HE, 
CIELAB, YCbCr and HSV. 

Automated FE Neural Network. 
VGG16 model. 

The model has very high 
accuracy and minimal error 
by data augmentation 

[42] 

Tobacco 
204 tobacco 
leaves for 
tested  

RGB to HSV color space, 
image thresholding, 
morphologyical operation, 
and crop leaf image 

Color analysis 
Voting from each 
patch based on a set 
of thresholds 

The proposed method was 
able to detect the defect and 
classify tobacco leaf with 
91.667% accuracy 

[28] 

Eucalyptus 100 leaves 
First and second Derivative, 
Leaf reflectance logarithmic 
transformation 

Color feature PLSR 
each nutrient has high 
performance in different 
methods 

[26] 

Tomato 596 images 
 

596 images of 3024 x 4032 
px size were stored in the 
dataset 

a set of convolutional 
layers as the feature 
extraction part, 

CNN+AHN 

CNN+AHN is able to 
estimate with an accuracy of 
95.57% outperforming the 
literature 

[8] 

Olive tree 
4000 images 
for 2 
categories 

RGB to HSV color space, 
masking 

YGB, percentage of 
RGB value 

ML, decision tree and 
Naïve Bayes models 

machine learning model 
showed the best results with 
97% accuracy.  

[55] 

Multi Plant 
484 for 
training and 
13 for testing 

There is no pre-processing Automated FE CNN the model only search for 
colors in the leaf images  

[56] 
 

Multi Plant 
5000 images 
of different 
plants 

preprocessing task using 
SMOTE 

CNN is used to extract 
the patterns of leaf 
images 

the use of an EM 
classifier to 
supplement the ELM-
based classifier. 

proposed modified CNN 
model obtains improved 
training and testing 
classification accuracy than 
other methods. 

[29] 

Rice  
8911 images 
for 5 
categories 

Segmentation using Mean 
Shift image. Then, RGB 
image is convert to 
grayscale for other color 
model such as YCbCr and 
HSI 

Color using Ybr and HSI 
value, shape using 
traditional shape feature 
such as area, roundness, 
shape complexity 

CNN, Deep learning 
CNN + SVM, 
AlexNet, VGG 

CNN with image 
segmentation shows better 
result than without 
segmentation. But, CNN 
+SVM best result. 

[57] 

Vigna 
Mungo 

4088 images 
for 7 
categories 

Flipping and resizing of the 
image, 

taking the advantages of 
the deep pre-trained 
model using ResNet50 

CNN, SVM, and MLP 

MLP achieved superior 
performance than SVM and 
logistic regression by the 
accuracy of 88.33 %. 

[14] 

Based on some of the literature reviews above, it can be 
concluded that IoT and Computer Vision-based in smart 
hydroponic farming can help farmers find outcrop conditions 

quickly. In addition, methods for analyzing image data are 
essential, such as MLP, which can process image data with 
different lighting. Then, MLP performs the best result with 
88,33 accuracy than logistic regression and SVM in [14]. 
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Several features can be used to analyze, such as histogram 
value, HSV statistic value, texture using GLCM, and others. 
But, several researches above shows that the types of features 
analyzed from the image data need to be combined to improve 
the quality of the model so that the model can be robust across 
various types of macronutrients. 

III. PROPOSED SYSTEM 
This section discusses intelligent hydroponics system 

workflow and Computer Vision in Hydroponics systems. The 
discussion of the two parts of this model answers the research 
question. 

A. Smart Hydroponics System Workflow 
Overall, there are three steps in a hydroponics system such 

as data acquisition, data analysis, and user area. Fig. 1 presents 
a schematic of the proposed model. Based on Fig. 1 below, 
Part A is the data acquisition stage. Part B contains a process 
to identify and estimate macronutrient deficiency in the plant. 
Then, part C is an interface that connects farmers with 
hydroponic systems so plants and agricultural environments 
can be observed and controlled well. The hydroponic system 
runs automatically. The detail of each part is discussed below: 

• Data Acquisition: There are two types of data in the 
hydroponic system: agricultural environmental and 
plant conditions data. The environment data includes 
light intensity, humidity, temperature, and water levels. 
While plant conditions are plant image data. Each 
sensor acquires different data. Then via Raspberry Pi, 
data is sent to the server using Wi-Fi and other protocol. 

Image plant data is taken in the morning and afternoon 
to avoid distraction by lighting conditions. Image data 
is taken using a camera sensor with a certain distance. 

• Data Analysis:  Data is grouped into a database 
according to their needs. Plant image is used to test the 
identification and estimation model that has been built 
using digital image processing and machine learning. 
The result is plant condition and their percentages. 
These results are used as input on the Nutrient Control 
to give nutrient solutions according to plant needs. 

• Web Development: Hydroponic runs automatically, but 
each process can be observed on the web development 
interface that can be accessed through computers or 
smartphones. So, users can observe the ongoing process 
and control the agricultural environment. 

B. Identification and Estimation Process 
Image data are analyzed using digital image processing. 

Fig. 2 shows a flowchart of identification and estimation of 
macronutrient deficiency. The stages of digital image 
processing are divided into five stages. The first stage is 
preprocessing using histogram equalization and extraction of 
three types of features. Features are selected and combined 
with high considerations so that the analyzed features can 
represent the condition of the plant, then, training to determine 
the percentage of visual characteristics match. The percentage 
of visual characteristics becomes the input for the MLP 
training stage. The output is an appropriate identification and 
estimation model. 

 
Fig. 1. Smart Hydroponics Design System. 
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Fig. 2. Identification and Estimation Macronutrient Deficiency Steps. 

In this proposed method, there are two types of training 
data. The first train is to determine the percentage of matches 
based on visual characteristics. Then, the second train uses the 
percentage of matching data obtained from the first training 
for identification and estimation tasks. Our model develops a 
system that can identify macronutrient deficiencies and 
estimate the percentage of deficiency at one time. In addition, 
we are also looking for the suitable MLP architecture based on 
the combination of three features used, namely color, shape, 
and leaf texture. The model is evaluated using two different 
types of evaluators based on their tasks. The last is the 
resulting model will test in a natural hydroponic system 
environment that has been build. Each stage is described in 
detail in the next section. 

IV. EXPERIMENTAL RESULT AND DISCUSSION 
This section discusses the detail process of image 

processing in hydroponic systems. The camera acquires the 

image data in natural environment. Fig. 3 shows some results 
of image acquisition of chili plants. Healthy plants are given 
different treatments by reducing certain macronutrients. After 
1 week, the plants will show visual characteristics. The 
planned amount of data taken is 500 for each class. The data 
includes data with a percentage label of the deficiency. 

     
Fig. 3. Image Plant Data in Real Condition. 

141 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

1) Preprocessing and feature extraction: Each training 
and testing data are treated the same at this stage. The result of 
the acquisition is an RGB image with different lighting. 
Histogram equalization is applied to equalize the different 
exposures in the image. Where the results of the conversion of 
RGB to HSV images are transformed into histograms so that 
they can be normalized using the Cumulative Distribution 
Function (CDF) as shown in (1) where 𝑛𝑟𝑗  is the histogram 
value and 𝑛 is the total [51]. Then the intensity transformation 
is carried out from the input image 𝑟𝑘  to 𝑠𝑘  as shown in (2) 
with a pixel of level L. 

𝑐𝑑𝑓(𝑗) = ∑
𝑛𝑟𝑗
𝑛

𝑘
𝑗=0              (1) 

𝑠𝑘 = 𝑇(𝑟𝑘) = 𝑟𝑜𝑢𝑛𝑑(𝑐𝑑𝑓(𝑟𝑘)  × (𝐿 − 1))           (2) 

The result of Histogram equalization shown on Fig. 4 It 
will be segmented to separate objects from complex 
backgrounds using FCM. FCM is a clustering method that can 
be used for abstract data. In this case, FCM is used to 
overcome overlapping leaves. The basic idea of FCM is to 
divide n pieces of data into non-unique sets to improve cluster 
data based on membership degrees, where the membership 
degrees are real numbers in the range [0,1] [52]. To select the 
leaves that are not overlapping ROI is applied. Segmentation 
and ROI result are several single leaf images whose leaves do 
not overlap as shown on Fig. 5. 

Feature extraction is performed for each single leaf image. 
In this study, three features used are: shape, texture, and leaf 
color. These traits were chosen based on the leaves visual 
characteristics. Each feature is processed using a different 
method. Color feature extraction using HSV values, texture 
feature extraction using Gray Level Co-occurrence Matrix 
(GLCM), and shape feature extraction using Canny edge 
detection with Freeman Chain code. The output of color 
feature extraction is Mean value in (3), Standard deviation in 
(4), and skewness in (5) for each H, S, and V [48]. Where μ24T is 
Mean, σ24T is Standard Deviation, M is image dimension based i-
th pixel, N is the total number of j-th, and Iij is value of the j-
th pixel of the image at the i-th color channel. 

μ = 1
MN

∑ ∑ IijN
j=1

M
i=1              (3) 

σ =  � 1
MN

∑ ∑ (Iij − Mean)2N
j=1

M
i=1

2             (4) 

Skewness =  � 1
MN

∑ ∑ (Iij − Mean)3N
j=1

M
i=1

3            (5) 

While the GLCM output is two parameters, such as 
Angular second moment (ASM) in (6) and Inverse Difference 
Moment (IDM) in (7) [17]. In shape feature extraction, it is 
still a chain code. Chain code can be converted into 15 
normalized Elliptic Fourier Descriptors based on the Chain 
code result. 

Kontras =  ∑ n2L
n=1 �∑ GLCM(i, j)|i−j|=n �           (6) 

IDM =  ∑ ∑ (GLCM(i,j))2

1+(i−j))2
L
j=1

L
i=1             (7) 

2) Training to get matching percentage of visual 
characteristics: The results of each feature extraction are 
trained using NN-Backpropagation to check the matching 
percentage of characteristics. The output of NN-Backprop is 
the percentage matching characteristics which grouped into 
specific types, as shown in Table III. For example, for 
Nitrogen, The possible matching percentage is shown in 
Table III. The output of NN-Backprop is input into the MLP 
architecture, so the type of nutrient deficiency and its 
percentage are known. 

3) Training to get identification and estimation model 
using mlP: The model proposed in this study is an MLP 
architecture that can perform estimation and identification 
simultaneously. The model has two output types. They are 
numerical predictions and class predictions. Fig. 6 shows the 
proposed MLP architecture. 

The type of MLP developed is fully connected. Each 
neuron is accumulated using a certain activation function 
where Wi is the weight of the i-th data, Xi is the i-th data, the 
value of b is the bias, and y is the output. Neuron input 
consists of nine values of chili plant matching percentage 
normalized with a range of [0-1]. After normalization, 
initialized weights and biases are given for each input neuron 
to the hidden layer with values 𝑤11 , 𝑤12 ,.., 𝑤𝑥𝑥,  and 𝑏11 , 
𝑏12,…, 𝑏𝑥𝑥[19]. The decision layer has three neurons, where 
two neurons are for identification and one neuron is for 
estimation. The MLP output representation uses a binary 
output with the number of classes is 2𝑛 where n is the number 
of neurons. 

 
Fig. 4. Histogram Equalization Result. 

 
Fig. 5. Segmentation and ROI Result. 

TABLE III.  TYPE OF VISUAL CHARACTERISTICS 

Colour Texture Shape 
Dar
k 
gree
n 

Yello
w 

Brow
n 

Gree
n 

smoot
h 

wav
y 

hol
e 

Norm
al 

Mishap
en 

10% 75% 5% 10% 80% 15% 5% 90% 10% 
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Fig. 6. Multi Layer Perceptron Architecture Design. 

The activation function in the hidden layer is different 
from the output layer. Each neuron in the hidden layer uses the 
Rectified Linear Unit (ReLU). ReLU makes a limit on the 
number zero, if x ≤ 0 then x = 0 and if x> 0 then x=x as shown 
in (8)[14]. Meanwhile, in the decision layer, two different 
activation functions are used. A numerical prediction has 
single node and SoftMax activation function[5]. SoftMax not 
only maps the outputs to the range [0,1] but also maps each 
output with the total sum is 1. Therefore, SoftMax’s output is 
suitable for the binary classification problem [0,1] as shown in 
(9). The Sigmoid activation function as shown in (10) is used 
for the estimation[58]. The sigmoid output normalized to 
obtain the percentage of macronutrient deficiency in the range 
0%–100%. 

𝑓(𝑥) = max(0, 𝑥)             (8) 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥 =  𝑒𝑧𝑖

∑ 𝑒𝑧𝑗𝐾
𝑗=1

             (9) 

∅ =  𝟏
𝟏+𝒆−𝒚

 , where 𝑦 = (∑ 𝑊𝑖𝑋𝑖 + 𝑏 𝑛
𝑖=1 )         (10) 

In the machine learning method, the loss function is used 
to optimize the model during training so that the error is 
minimum. In identification task, the loss function that will be 
used is Categorical Cross Entropy that can be shown in (11) 
where 𝐿𝐶𝐸 is the loss category entropy, 𝑇𝑖  is the target value 
and 𝑆𝑖  is the result of the Softmax. A good model has 𝐿𝐶𝐸 
close to 0. However, estimation task uses using Mean Square 
Error (MSE) [59]. 

𝐿𝐶𝐸 = −∑ 𝑇𝑖 log (𝑆𝑖)𝑖=1            (11) 

The number of hidden layers used affects the learning 
process. More hidden layers are used, the deeper features are 
studied. In the proposed model, the exact number of hidden 
layers and nodes of MLP is sought so that the optimal 
architecture is produced based on the three features 
combination. The effect of the number of epochs, learning 
rate, and others are considered. 

4) Find match percentage of testing data: The test data 
that has been through the preprocessing process is searched 
for the matching percentage of the visual characteristics using 

the NN-Backprop model from the previous stage. The 
expected output is to know each matching percentage of the 
visual characteristics. 

5) Identification and estimation macronutrient deficiency: 
The matching percentage of its characteristics data is tested on 
the MLP model to know plant condition and its percentage. 
An evaluation is carried out to find out the model's 
performance against the test data. The identification task is 
evaluated using the confusion matrix to get the accuracy and 
precision based in (12) and (13) [9,14]. The rule of a 
confusion matrix is shown in Table IV. 

TABLE IV.  CONFUSION MATRIX REPRESENTATION [60] 

 
Prediction Class 

Positive Negative 

Actual Class 
Positive TP FN 

Negative FP TN 

While the estimation task is evaluated by calculating the 
error using Mean Square Error (MSE) and Mean Absolute 
Percentage Error (MAPE). Predictive result are good if the 
MAPE value is less than 10% [58]. Meanwhile, for MSE 
using a gradient-based method, a lower value makes a better 
prediction. The formula for calculating MAPE and MSE can 
be observed in (14) and (15) where Yt is the actual value of 
period t, Y't is the forecast value of period t, and n is the 
number of periods. 

Accuracy = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

 × 100%          (12) 

Precision = 𝑇𝑃
𝑇𝑃+𝐹𝑃

 × 100%              (13) 

𝑀𝑆𝐸 = 1
𝑛

(∑ (𝑌𝑡 − 𝑌′𝑡)2 𝑛
𝑖=1 )          (14) 

𝑀𝐴𝑃𝐸 = 1
𝑛
∑ |𝑌𝑡−𝑌′𝑡|

𝑌𝑡
𝑛
𝑡=1            (15) 

The intelligent hydroponic system can identify nutrient 
deficiencies and provide solutions automatically. Based on the 
analysis and literature study that has been done, the proposed 
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model potential is to be applied. The MLP architecture 
performs two different tasks, namely, classification and 
regression. In addition to developing a multi-task architecture, 
the number of hidden layers and nodes will find based on the 
combination of the three features used. 

V. CONCLUSION 
This research is in the stage of data collection and software 

development. Intelligent hydroponics hardware has been built 
and is still being evaluated based on system requirements. 
This proposed model answers research questions about 
identifying and estimating macronutrient deficiency in 
intelligent hydroponics systems. First, identification and 
estimation are faster and more precise so that the provision of 
plant considers the needs of plants. Second, three features 
combination such as color, shape, and leaf texture is applied to 
increase information so that the system can identify the right 
type of nutrient. Third, build a model that can perform both 
identification and estimation tasks. Fourth, it analyzes more 
than one type of nutrients to be applied in the real 
environment. In the future, this model can be implemented in 
the natural environment of intelligent hydroponics systems in 
Indonesia. Limitations still exist because the model is only 
implemented in chili hydroponics plants. 
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Abstract—As a range of daily phenomena, Fake News is 
quickly becoming a longstanding issue affecting individuals, 
public and private sectors. This major challenge of the connected 
and modern world can cause many severe and real damages such 
as manipulating public opinion, damaging reputations, 
contributing to the loss in stock market value and representing 
many risks to the global health. With the fast spreading of online 
misinformation, checking manually Fake News becomes 
ineffective solution (not obvious, difficult and takes a long time). 
The improvement of Deep Learning Networks (DLN) can 
support with high degree of accuracy and efficiency the classical 
processes of Fake News spotting.  One of the keys improvement 
strategies are optimizing the Word Embedding Layer (WEL) and 
finding relevant Fake News predicting features. In this context, 
and based on six DLN architectures,  FastText process as WEL 
and Inverted Pyramid as News Articles Pattern (IPP), the 
present paper focuses on the assessment of the first news article 
feature that is hypothesized as affecting the performances of fake 
news predicting: News Title. By assessing the impact that the 
Embedding Vector Size (EVS), Window Size (WS) and Minimum 
Frequency of Words (MFW) in News Titles corpus can have on 
DLN, the experiments carried out in this paper showed that the 
News Title feature and FastText process can have a significant 
improvement on DLN fake news detection with accuracy rates 
exceeding 98%. 

Keywords—Fake news; automatic detection; deep learning; 
FastText; news title 

I. INTRODUCTION 
Nowadays, fake news and sophisticated disinformation can 

have serious real world negative effects [1]. Often the main 
objectives of these false information is to intentionally deceive, 
gain attention, manipulate public opinion or to damage 
reputations. 

During a time of uncertainty or crisis (ex. Covid-19), 
people are more likely to believe the false rumour they find on 
web, social media as well as online newspapers if it appeals to 
their emotions. As shown in Table I, this phenomenon of fake 
news can fall into different categories and take on 
different faces. 

Deciphering these massive, instantaneous and 
heterogeneous daily news categories are valid or not becomes 
a serious challenge. In the era of social media, these false 
information and hoaxes spread freely, wider and more faster 
than ever before. These digital platforms enable novel forms 

of communication, affect and accelerate the way individuals 
interpret daily developments. 

Recently, in many democratic systems fake news distort 
and change how the electoral campaigns of candidates and 
political parties [2]. In the post-election period, significant 
number of websites and social media publish and share 
falsified or heavily biased information and stories, which calls 
into question the legitimacy of the elections. 

In business and economics systems fake news and 
sophisticated disinformation are currently a hot topics. On the 
world economy, disinformation and hoaxes have direct and 
greater impacts. As example of consequences, every year fake 
news contribute to the loss in stock market value and investors 
can lose money due this problem [3]. 

In health systems, false information can spread easily and 
widely than pandemics, and can become accepted as true [4]. 
False information about virus can do real harm with often 
dangerous consequences. As examples, misleading 
information about medical services, medical products, 
treatments, official sources and guidelines can directly 
endangering the public health. 

To develop the ability to decipher these fake news 
categories, various techniques and approaches have been 
developed. These solutions can be classified into two classes 
of methods (Fig. 1). 

The first class is manual. This class is mainly based on 
comparing real news with unverified news by visiting fact 
checking sites. 

TABLE I. FAKE NEWS CATEGORIES 

Fake news categories 

 Blatantly false articles 

 True articles with some false interpretations 

 Pseudoscientific articles 

 Opinion articles disguised as news 

 Satirical articles 

 Articles comprised of mostly text, tweets and quotes from other 
people 
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Fig. 1. Fake News Detection Approaches. 

The second class is based on automated systems. To detect 
and predict misinformation, these recent systems exploit many 
important benefits of Natural Language Processing (NLP) and 
Artificial Intelligence (AI) [5]  such as Machine Learning (ML) 
algorithms and Deep Learning (DL) networks (Singh et al., 
2021)[6]. 

Recently, the improvement of these automated models can 
support with high degree of accuracy and efficiency the 
classical process of Fake News spotting. One of the key 
improvement strategies is optimizing the main Fake News 
predicting features and Word Embedding Layer (WEL). 

In this context, and based on many DLN architectures and 
the news articles pattern IPP (Inverted Pyramid Pattern), the 
present paper focuses on  the assessment of the first news 
feature that is hypothesized as affecting the performances of 
automatic Fake News spotting: News articles title. 

The experiments carried out in this paper  assess the 
impact of this key feature on Fake News DLN predicting 
performances by using six Deep Learning models: Simple 
LSTM, Stacked LSTM with two layers, Bidirectional LSTM, 
Simple GRU, Stacked GRU with two layers and Bidirectional 
GRU. These DLN models are feed by several rows of real and 
Fake News titles. Each title is a collection of English language 
words. To improve the embedding process of this corpus, the 
FastText process is used as a first embedding layer. 

For each used model, the experiments assess the impact 
that Embedding Vector Size (EVS), Window Size (WS) and 
Minimum Frequency of Words (MFW) in the used corpus can 
have on Fake News spotting performances (execution time, 
loss and accuracy). To illustrate the diagnostic ability of each 
used model as its discrimination threshold is varied, the 
Receiver Operating Characteristics Curve (ROC) are plotted 
and the AUC values (Area Under the ROC Curve) are 
calculated by testing several values of  EVS,  WS and MFW. 

Compared to many recent relevant studies on automatic 
fake detection based on the DLN architectures (summarized in 
paragraph III-B), the main objective of these experiments is to 
improve the performance of the execution time, loss and 
accuracy by testing a new embedding process (FastText), and 
reducing the dimensionality of the used articles news data by 
assessing the impact of the first news title feature that is 

hypothesized as affecting the performances of automatic Fake 
News spotting. 

This paper is organized as follows. Section 2 presents a 
brief overview of the used deep learning architectures. 
Section 3 provides a review of recent relevant studies on Fake 
Detection based on DLN and we summarize our findings. The 
contribution of this paper is presented in Section 4. This 
section presents the used architecture, embedding layer, used 
dataset, summarizes the five main features of the Inverted 
Pyramid Pattern (IPP), and discuss the impact of news title 
feature and FastText on fake news spotting performances. 
Finally, Section 5 presents our conclusions. 

II. FUNDAMENTALS OF THE USED DEEP LEARNING 
ARCHITECTURES 

In Deep Learning, Recurrent Neural Networks (RNN) are 
a family of Neural Networks [7]. These networks excels in 
learning by processing sequential data (one input follows 
another in time). RNN models use the current input and 
remember the preceding elements. The output at the current 
time step becomes the input to the next time step (Fig. 2). 

Through its effectiveness, this kind of neural network is 
often used to handle text as news articles, tweets, comments, 
and have shown an important success in many Natural 
Language Processing (NLP) projects (Machine Translation, 
Speech Recognition, Generating Image Descriptions). 

The basic architecture of RNN networks is Vanilla RNN 
(RNN network with single hidden layer). To deal with many 
limits of this RNN class, researchers have invented more 
advanced types of RNNs [8] such as Stacked RNNs, 
Bidirectional RNNs, Deep Bidirectional RNNs, Long Short 
Term Memory Networks (LSTM) [9], and Gated Recurrent 
Unit Networks (GRU). 

The Stacked (Deep) RNN networks use multiple hidden 
RNN layers (Fig. 3). This architecture stacks multiple layers 
on top of each other. Each layer contains multiple cells, 
processes some part of the project tasks and passes it on to the 
next layer. The last layer provides the output. This approach 
(processing pipeline) has many potential benefits: 
exponentially more efficient to represent some functions and 
can for example extract more abstract features of news titles. 
However, these networks suffer from the vanishing gradient 
problem in the vertical direction. 

 
Fig. 2. Vanilla RNN. 
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Fig. 3. Stacked RNN. 

Bidirectional Recurrent Neural Networks (BRNNs) (Fig. 4) 
put two independent RNNs together without interacting with 
one another [10]. The first RNN network feeds the input 
sequence in normal time order (positive time direction). The 
second one feeds the input in reverse time order (negative time 
direction). Therefore, the model receives information from 
both past and future states. At each time, the output of BRNNs 
is computed after passing the merged results (by concatenating, 
adding, multiplying) of the forward and backward layers into 
the sigmoid function. Applied to fake news spotting process, 
this approach can improve the mode performance and 
accuracy by obtaining the context in two directions compared 
to unidirectional RNN. 

The Recurrent Neural Networks presented above suffer 
from vanishing and exploding gradient problems [11]. One of 
the important approaches to deal with these problems is Long 
Short Term Memory Networks (LSTM) [12]. To learn, 
remember and store relevant information for learning, these 
networks use a memory unit. By using a gating mechanism, 
LSTM architecture decides to pass the information to the next 
layer or forget the information it has. Fig. 5 summarizes the 
basic cell of LSTM network. 

 
Fig. 4. Bidirectional RNN. 

 
Fig. 5. Basic Cell of LSTM Network. 

Each LSTM cell has three inputs (h(t-1), c(t-1), x(t)) and 
two outputs (h(t), c(t)). 

x(t) : the input at time t. 

h(t-1) : the previous hidden state. 

h(t) : the current hidden state. 

c(t-1) : the previous cell state (the explicit memory unit). 

c(t) : the current cell state. 

The forget gate (first sigmoid layer with the inputs x(t) and 
h(t-1)) selects the amount of information of the previous cell 
to be included. The input gate (second sigmoid layer with the 
inputs x(t) and h(t-1)) decides what new information is to be 
added to the cell. These sigmoid layers determine the 
information to be stored in the cell state. By calculating the 
point-wise multiplication of the result of the tanh layer and the 
result of the input gate (Fig. 5), LSTM cell decides the amount 
of information to be added to the cell state. To produce c(t), 
the result of this point-wise multiplication is added with the 
result of the first sigmoid layer multiplied with c(t-1). By 
using a sigmoid and a tanh layer, the LSTM cell calculates the 
output. The sigmoid layer decides which part of c(t) will be 
present in the output. The tanh layer shifts the output in the 
range of [-1,1]. 

To simplify the internal design and to improve the design 
complexity, Cho proposed the Gated Recurrent Unit Network 
(GRU). This variant of the LSTM is based on two gates 
illustrated in Fig. 6: update gate (z) and a reset gate (r). To 
keep around how much previous memory, the GRU cell uses 
the update gate. To define how much information needs to be 
forgotten this cell uses the reset gate. 

z : update gate 

r : reset gate 

Instead of the input, forget, and output gates in LSTM cell, 
GRU architecture uses this gated mechanism to capture 
dependencies of different time scales effectively, and retains 
LSTM's resistance to the vanishing gradient problem. The 
internal structure of GRU needs few computations to make 
updates to its hidden state. 
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Fig. 6. Basic Cell of GRU Network. 

III. RELATED WORK 

A. Study Objective 
This study investigates the impact of news articles titles on 

Fake News DLN spotting performances by using six DLN 
models: Simple LSTM (SI_LSTM), Stacked LSTM 
(ST_LSTM), Bidirectional LSTM (BI_LSTM), Simple GRU 
(SI_GRU), Stacked GRU (ST_GRU) and Bidirectional GRU 
(BI_GRU). To improve vectors representation of news titles 
corpus, the FastText library is used as first embedding layer. 

By feeding these six models by several values of 
Embedding Vector Size (EVS), Window Size (WS) and 
Minimum Frequency of a Word in news titles corpus (MFW), 
an empirical study is performed on how does news titles 
impact Fake News prediction performances based on DLN. 

To check and visualize these performances, the assessment 
process is based on the time execution, loss and accuracy. To 
illustrate the diagnostic ability of each used model as its 
discrimination threshold is varied, the Receiver Operating 
Characteristics curves (ROC) are plotted [13] and the Area 
under the ROC Curve values (AUC) are calculated [14]. 

The ROC curves are plotted with the rate TFNR (True 
Fake News Rate) on the y-axis against the rate FFNR (False 
Fake News Rate) on the x-axis.  These rates are defined as 
follows: 

TFNR = True Fake News
True Fake News+False Real News

            (1) 

FNR = False Fake News
True Real News+False Fake News

            (2) 

B. Automatic Fake News Detection based on Deep Neural 
Networks (DLN) 
In the paragraph below, a summary of recent relevant 

studies on automatic fake detection based on the DLN 
architectures is provided above. 

Recently, detecting fake news and sophisticated 
disinformation has become an important need and challenge 
for citizens and governments. This phenomena is turbo-
charged by digital technology, and can have significant 
negative effects on individuals, social, political and economic 
environments. 

Across the world, people need to be well-equipped to 
separate false information from real information. using 
classical solutions (manual processes) to meet this need has 
many drawbacks. Indeed, with the fast spreading of online 
information, checking manually Fake News becomes an 
ineffective approach (not obvious, difficult, takes a long time). 
Therefore, automated Fake News detection based on Natural 
Language Processing (NLP), Machine Learning (ML) and 
Deep Learning (DL) present an efficient, accurate and fast 
solution to support and improve manual methods [15]. 

In the era of artificial intelligence, Deep Learning models 
can be trained through the use of large amounts of real / fake 
articles news and accomplishing complex news tasks. One of 
these important tasks is Fake News prediction. 

Lastly, Deep Learning architectures such as Recurrent 
Neural Networks (RNN), Short Term Memory Networks 
(LSTM) and Gated Recurrent Unit Network (GRU) offer a lot 
of promise for spotting Fake News. Indeed, various recent 
research projects have been used these architectures to detect 
Fake News by taking advantages of these networks. 

Among these recent investigations, we can cite the 
important recent study of S. R. Sahoo and B. B. Gupta [16]. In 
this investigation, the authors introduce automatic Fake News 
detection approach in chrome environment on which it can 
detect Fake News on Facebook. They use multiple features 
associated with Facebook account with some news content 
features to analyze the behavior of the account through deep 
learning. This Fake News detection approach has achieved 
higher accuracy than the existing state of art techniques. 

Other recent important deep learning model is proposed by 
R. K. Kaliyar et al. [17]. To extract several features at each 
layer, the authors propose a Deep Convolutional Neural 
Network (FNDNet) for Fake News detection. The proposed 
model achieved state-of-the-art results with an accuracy of 
98.36% on the test data. 

To address the shortcoming caused by Deep Learning 
model entirely based on Natural Language Processing (NLP), 
D. S and B. Chitturi [18] propose a new Deep Neural 
approach to Fake News identification. This system includes a 
live data stage mining which provides secondary features 
(source domains of the article, author names, etc.). By 
exploring LSTM and FF Neural Networks, the authors seek to 
compare the results from models with and without these 
secondary mined features. 

By using different embedding models for news items of 
different lengths, M. H. Goldani et al [19] propose the use of 
capsule neural networks in the fake news detection task. The 
authors use two recent well-known datasets in the field, 
namely ISOT and LIAR. They apply different levels of n-
grams for feature extraction. The results show encouraging 
performance. 

Based on Bi-directional LSTM-recurrent neural network, 
Bahad et al. [10] propose a deep leaning model for a fake 
news detection. This study uses two publicly available 
unstructured news articles datasets are used to assess the 
performance of the model. This model shows an important 
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accuracy over other methods namely CNN, vanilla RNN and 
unidirectional LSTM. 

C. Used Embedding Process 
Producing efficiently numerical dense vector (word 

embedding) is a key process for many news articles 
processing tasks such as articles news classification, fake 
news predicting, etc. 

The optimized numerical vectors can encode efficiently 
the semantic information, measure the semantic similarity 
between two words in news articles, and use these numerical 
vectors as news articles features [20]. 

One of the most popular techniques used to create and to 
learn these vectors is Word2Vec [21]. This model developed 
by Google supports supervised learning and unsupervised 
learning. It based on two methods involving simple Neural 
Networks with one hidden layer: the Skip-Gram model and 
the Continuous Bag-of-Words model (CBOW). The word 
vectors are learned via backpropagation and stochastic 
gradient descent. The Skip-Gram model can use the target 
word to predict the context. The CBOW method takes the 
context of each word as the input and tries to predict the word 
corresponding to the context. 

As a modified version (extension) of Word2Vec (Skip-
Gram and CBOW) presented above, the FastText process [22] 
is used as embedding layer in the proposed architecture. 

FastText is a library for efficient word embeddings and 
text classification. This library is developed by the Facebook 
research team has shown excellent results on many Natural 
Language Processing (NLP) projects (faster with superior 
performance). 

To improve the used vector representations, FastText 
process treats each word in news titles corpus as composed of 
character n-grams (split each word in multiple n parts). It may 
be bigram, trigram, etc. (Table II). The character n-grams of 
length n can be generated by sliding a window of n-characters 
from the start till the end. 

By providing Skip-Gram and CBOW models, FastText 
process computes News words representations. Each word of 
the used dictionary is represented by the sum of the vector 
representations of its n-gram. Consequently, and by averaging 
the vectorized representation of all its constituent n-grams, the 
embedding process can generate News Titles word vectors for 
the words that does not appear in the training corpus. 

In addition to this last benefit, this used embedding layer is 
significantly better than the original Word2Vec on syntactic 
tasks, especially in the case of training corpus with small sizes 
(case of the present study). 

The pooling strategy of FastText can generate a huge 
number N of unique n-grams. To bind the memory 
requirements, a hashing process is used. Each character n-
gram is hashed to an integer between 1 to H (bucket size). 
Therefore, FastText learns a total H embeddings instead of 
learning a total N embedding (Fig. 7). 

TABLE II. EXAMPLES OF DIFFERENT LENGTH CHARACTER N-GRAMS 

Word Length(n) Character n-grams 

author 3 <au, aut, uth, tho, hor, or> 

author 4 <aut, auth, utho, thor, hor> 

author 5 <auth, autho, uthor, thor> 

author 6 <autho, author, uthor> 

 
Fig. 7. Hashed Dictionary. 

D. Used News Article Pattern 
Usually, news articles describe events, persons, 

occurrences, experiences, places and other topics by following 
a particular pattern (how information should be prioritised and 
structured) [23]. 

One of the most common used patterns is the Inverted 
Pyramid (IP) which often composed of five important news 
features (Fig. 8). 

News information in the IP pattern is presented in 
descending order of importance. The first part (feature) is the 
title (headline). This feature tells what the news is about. The 
second feature shows who wrote the news (byline). The third 
feature is the lead (first paragraph). This paragraph 
summarizes the main and important facts of the news, and 
based on 5 W’s (who, what, when, where, and why) and how. 
The fourth feature is the body. This part is the core 
information and details about the news, which supports and 
amplifies the lead. The fifth feature is the ending which 
usually gives something to think about. 

Often the order of IP pattern allows reading quickly the 
most crucial information, and estimating an initial manual 
spotting of Real or Fake News. 

Based on IP order of importance, this paper assesses the 
impact of news title feature (first feature) that is hypothesized 
as affecting the performances of fake news spotting. 

 
Fig. 8. Used Article News Pattern IP. 
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E. Used Dataset 
The present study uses two Fake and Real News datasets 

from Kaggle source [24]. This news dataset is based on two 2 
files (two lists of news articles): Fake News and True News 
files. Each file has four features: News Title, News Lead, 
News Subject and News Date (Table III). 

TABLE III. FEATURES OF THE USED DATASET 

News title News lead News subject News 
date 

The title of 
the article 

The lead of 
the article 

The subject of 
the article 

The date at which the 
article was posted 

After downloading, these two files are merged into a single 
dataset. This news dataset is labelled by adding a new feature 
called News Label. "0" value is assigned to Fake News (FN) 
and "1" value is assigned to True News (TN). 

Fig. 9 summarizes the number of each label value. News 
Title data are extracted to fed FastText embedding layer and 
building the used six DLN models. 

 
Fig. 9. Number of used Fake and True News Articles. 

The encoded news data are tokenized, created and padded 
by using TensorFlow [25] and Keras [26] preprocessing tools 
(Fig. 10). 

 
Fig. 10. Articles News Data Pre-Processing Process. 

F. Automatic Fake News Detection based on DLN, FastText 
and News Titles 
1) Assessment of execution time performance: Usually 

fake news predicting projects focus on the accuracy of Deep 
Learning (DL) or Machine Learning (ML)  models that they 
are using. However, optimizing DLN execution  time is one of 
the important processes that can improve the performances of 
Fake News detection software. Particularly, when DL model is 
used as a specific service or part of service installed on 
personal computers or other devices with limited resources 
[27]. In this context, the first experiments of this study assess 

the time performances of the used embedding layer (FastText 
process) based on news title feature. 

Generally, the duration of the embedding process can be 
due to the hardware platform architecture (Central Processing 
Unit (CPU), Graphics Processing Unit (GPU), Random 
Access Memory (RAM)), internal or external interruptions 
during the computation and  the used libraries if are optimized 
or not. 

The first experiments used the hardware configuration 
summarized in the following Table IV: 

TABLE IV. USED HARDWARE CONFIGURATION 

Processor Intel (R) Core (TM) i7- 4610 M 
Processor's speed CPU@3.00 GHz 
Memory size 8.00 Go 

The main objective of these first experiments is estimating 
and assessing the impact that the main parameters of the 
embedding layer (Embedding Vector size (EVS), Window 
Size (WS), Minimum Frequency of Words (MFW)) can have 
on time performance. These experiments start by feeding the 
embedding layer by several EVS values and setting the used 
maximum dimension to 140 (≈ half of the maximum length of 
News Titles). As shown in Fig. 11, the execution time of the 
embedding layer increases with important rate by increasing 
EVS values. The average execution time obtained by smaller 
sizes (less than 40) is relatively small compared to longer 
embedding vectors (greater than 100). If the embedding size 
go from 10 to 100, the execution time will double its value. 

The second experiment assesses the effect of WS 
parameter (window of surrounding context words) on the 
execution time. We fed the embedding layer by several WS 
sizes on a scale of 1 to 10.  As shown in Fig. 12, as WS values 
increase, the execution time increases. When WS changes 
from WS =1 to WS = 10, the approximate change in the 
execution time is around 67 percent (67, 01%). Large values 
of WS (greater than WS = 5) increase slightly the execution 
time (≈3 seconds of difference from WS = 6 to WS = 10). 

 
Fig. 11. Variation of the Execution Time Values with Different Embedding 

Vector Sizes. WS =2, MFW=2. 
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Fig. 12. Variation of the Execution Time Values with Different Window 

Sizes. EVS=50, MFW=2. 

In contrast with the impact of the parameters EVS and WS 
discussed above, the execution time of the embedding layer 
decreases by increasing the MFW values in the used corpus. 
As shown in Fig. 13, the execution time can be reduced to half 
(≈55,96%) of its initial value when MFW changes from  
MFW =1 to MFW = 10. 

 
Fig. 13. Variation of the Execution Time Values with Different MFW Values. 

EVS=50, EVS=50, WS=2. 

As a main result of these first experiments, the execution 
time of the used embedding layer can be improved if the set of 
parameters (WS, MFW, EVS) is optimized. Consequently, 

this optimized execution time can positively impact the total 
duration of DLN computation process (embedding layer and 
DLN models execution times). 

2) The impact of embedding vector size (EVS) on fake 
news detection performances: This experiment assesses the 
effects of FastText process and News title feature on Fake 
News detection performances by building the used six DLN 
architectures with less EVS sizes and then more EVS sizes. 
The used EVS  ranges from 10 to 140 (140 ≈ half of the 
maximum length of news titles). As shown in Table V, as 
EVS values increase, the loss values decrease slightly for all 
the used six DLN architectures. When EVS changes from 
EVS =10 (small size) to EVS = 140 (high-dimensionality), the 
approximate decreases in the loss are around 0.67% for simple 
GRU, 0.86% for bidirectional GRU,  0.63% for stacked GRU, 
0.54% for simple LSTM, 0.54% for stacked LSTM, and 
0.71% for bidirectional LSTM. According to the Table VI, the 
News Title feature  has a significant influence on the accuracy 
for all used detection models. These six architectures can 
achieve an accuracy that exceeds 98% for small and high 
values of EVS. The accuracy value increases slightly by 
increasing EVS. If EVS go from 10 to 140, the approximate 
increases in accuracy are around 0,83% for simple GRU, 
1,06% for bidirectional GRU, 0,76% for stacked GRU, 0,72% 
for simple LSTM, 0,71% for stacked LSTM, and 0,99% for 
bidirectional LSTM. Compared to the other used models, the 
bidirectional LSTM network achieved the best accuracy for all 
used EVS values. 

The ROC curves plotted with different models and EVS 
values show that News Title feature and the six used 
architectures provide a high fake news detection accuracy (Fig. 
14). These curves show that there is significant improvement 
in News classification accuracy with lower decision thresholds, 
in particular with the bidirectional LSTM network. The AUC 
(Area Under ROC Curve) ranges in value from 0.95 to 0.97 
when the used EVS values range from 10 to 140. 

As a main result of this experiment, it's possible to achieve 
better Fake News detection performance by choosing a low 
Embedding Vector Sizes (EVS). 

TABLE V. VARIATION OF LOSS VALUES WITH DIFFERENT DEEP LEARNING MODELS AND EVS VALUES. WS =2, MFW=2 

 Embedding Vector Size (EVS) 

Models 10 50 80 100 140 

Simple GRU 1,16% 0,62% 0,53% 0,52% 0,49% 

Bidirectional GRU 1,12% 0,46% 0,31% 0,27% 0,26% 

Stacked GRU 1,11% 0,55% 0,55% 0,55% 0,48% 

Simple LSTM 1,09% 0,63% 0,59% 0,55% 0,55% 

Stacked LSTM 1,05% 0,57% 0,54% 0,53% 0,51% 

Bidirectional LSTM 0,96% 0,44% 0,30% 0,27% 0,25% 
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TABLE VI. VARIATION OF ACCURACY VALUES WITH DIFFERENT DEEP LEARNING MODELS AND EVS VALUES. WS =2, MFW=2 

 Embedding Vector Size (EVS) 

Models 10 50 80 100 140 

Simple GRU 98,63% 99,30% 99,45% 99,45% 99,46% 

Bidirectional GRU 98,68% 99,50% 99,69% 99,74% 99,74% 

Simple LSTM 98,68% 99,31% 99,37% 99,40% 99,40% 

Stacked GRU 98,74% 99,29% 99,33% 99,42% 99,50% 

Stacked LSTM 98,75% 99,38% 99,44% 99,44% 99,46% 

Bidirectional LSTM 98,82% 99,61% 99,73% 99,79% 99,81% 

 

 

 

 

 

 
Fig. 14. ROC Curves with Different Deep Learning Models, News Titles and 

EVS Values. WS =2, MFW=2. 
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TABLE VII. VARIATION OF LOSS VALUES WITH DIFFERENT  DEEP LEARNING MODELS AND WS VALUES. EVS =50, MFW=2 

Window Size (WS) 

 1 3 5 7 9 10 

Bidirectional LSTM 0,35% 0,28% 0,30% 0,31% 0,32% 0,29% 

Bidirectional GRU 0,36% 0,29% 0,30% 0,31% 0,34% 0,31% 

Simple GRU 0,61% 1,28% 0,84% 0,76% 0,64% 0,30% 

Stacked GRU 0,62% 0,64% 0,68% 0,53% 0,65% 0,60% 

Simple LSTM 0,62% 0,51% 0,55% 0,50% 0,52% 0,54% 

Stacked LSTM 0,64% 0,55% 0,58% 0,51% 0,55% 0,57% 

TABLE VIII. VARIATION OF ACCURACY VALUES WITH DIFFERENT DEEP LEARNING MODELS AND WS VALUES. EVS =50, MFW=2 

Window Size (WS) 

 1 3 5 7 9 10 

Bidirectional LSTM 99,32% 99,65% 99,01% 99,12% 99,27% 99,68% 

Bidirectional GRU 99,61% 99,70% 99,69% 99,66% 99,63% 99,68% 

Simple GRU 99,32% 99,29% 99,24% 99,41% 99,29% 99,31% 

Stacked GRU 99,31% 99,44% 99,40% 99,44% 99,42% 99,41% 

Simple LSTM 99,28% 99,39% 99,35% 99,45% 99,40% 99,36% 

Stacked LSTM 99,61% 99,73% 99,67% 99,68% 99,67% 99,71% 

3) The impact of window size (WS) on fake news detection 
performances: Generally, Window Size (WS) has the impact 
of giving more importance to closer words. Smaller WS lead 
to similar interchangeable words. Larger WS  lead to similar 
related words. This  experiment assesses the impact of WS by 
using less WS values and then more WS values. The used WS 
ranges from WS=1 to WS=10. According to the Table VII, 
increasing WS values causes a small variance of loss values. 
When WS changes from WS =1 (small Window Size) to WS 
= 10 (high Window Size), the difference between the 
minimum and  the maximum of loss values does not exceed 
0,07% for Bidirectional LSTM and Bidirectional GRU, 0,15% 
for simple LSTM,  Stacked LSTM / Stacked GRU and  1% for 
simple GRU. 

These architectures achieve high accuracy exceeds 98% 
for small and high used values of WS. If WS go from 1 to 10, 
the approximate difference between the minimum and the 
maximum of accuracy values does not exceed 0,09% for 
Bidirectional GRU, 0,17% for simple LSTM / simple GRU, 
0,13% for Stacked LSTM / Stacked GRU and 0.67% for 
Bidirectional LSTM (Table  VIII). By testing smaller and 
larger WS values, the ROC curves plotted with different 
Window Sizes show that news title feature and FastText 
process provide a high Fake News classification accuracy 
(Fig. 15). 
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Fig. 15. ROC Curves with Different Deep Learning Models and WS Values. 

EVS =50, MFW=2. 

Increasing WS values impacts slightly the ROC decision 
thresholds. Important improvement in Fake News 
classification is obtained from lower decision thresholds for 
all the six used models. When WS values range from 1 to 10, 
AUC ranges in value from 0.96 to 0.97 for LSTM 
architectures and from 0.96 to 0.98 for GRU architectures. As 
main result of this these experiments, the use of News Title 
feature with low dimensions of Windows Size (WS between 
two and three) are enough to capture enough information with 
to detect Fake News with high performance. 

4) The impact of minimum frequency of a word (MFW) on 
fake news detection performances: The hyper-parameter MFW 
(Minimum Frequency of Word) specifies the minimum 
frequency of a word in the News Titles corpus for which the 
word embedding will be generated. This last experiment 
assesses the impact of MFW by testing  less MFW values and 
then more MFW values. The used MFW ranges from 1 to 9. 
As shown in the Table IX, the loss value is slightly decreased 
by increasing the values of MFW. If MFW go from 1 to 9, it 
decreases by 0,11% for Bidirectional LSTM, 0,16% for 
Bidirectional GRU, 0,04% for Stacked LSTM, 0,17% for 
Stacked GRU, 0,09% for Simple LSTM and 0,11% for Simple 
GRU. The minimum of loss values is observed for high values 
of MFW (MFW = 5 for simple GRU, MFW = 9 for all other 
models). The stacked GRU model shows the higher loss value 
for MFW between 1 and 5. 

Compared to the other used models, Bidirectional LSTM 
and GRU models show the higher accuracy for all used MFW 
values. The ROC curves plotted with different MFW values 
show that news title feature used as input of FastText 
embedding layer provides a high Fake News classification 
accuracy for smaller and larger MFW values (Fig. 16). 
Increasing MFW value impacts slightly the ROC decision 
thresholds. Important improvement in the Fake News 
classification is obtained from lower decision thresholds for 
all the used models. 

For higher values of MFW (MFW between 7 and 9), this 
maximum value is obtained by the simple GRU model. 

The six used architectures achieve high accuracy exceeds 
98% for small and high used values of MFW. According to 
the Table X, news title feature has a significant influence on 
the accuracy for all the used MFW values. As MFW values 
increase, the accuracy values increase slightly for all the used 
models. When MFW changes from MFW =1 (small frequency) 
to MFW = 9 (high frequency), the approximate increases in 
accuracy are around 0.14% for Bidirectional LSTM, 0.17% 
for Bidirectional GRU, 0.12% for Stacked / simple LSTM, 
0.16% for Simple GRU, and 0.25% for Stacked GRU. 

When MFW values range from 1 to 9, the AUC (Area 
Under the ROC Curve) ranges in value from 0.96 to 0.97 for 
all used LSTM architectures and from 0.96 to 0.98 for all used 
GRU architectures. The findings of this last experiment 
showed that News titles with low size of the minimum 
frequency of words (MFW) didn't affect significantly the 
performances of Fake News detection. 
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TABLE IX. VARIATION OF LOSS VALUES WITH DIFFERENT DEEP LEARNING MODELS AND MFW VALUES. EVS =50, WS=2 

 Minimum frequency of a word (MFW) 

Models 1 3 5 7 9 

Bidirectional LSTM 0,46% 0,39% 0,39% 0,39% 0,35% 

Bidirectional GRU 0,47% 0,44% 0,42% 0,39% 0,31% 

Stacked LSTM 0,60% 0,60% 0,58% 0,56% 0,56% 

Simple LSTM 0,65% 0,59% 0,58% 0,58% 0,56% 

Simple GRU 0,72% 0,66% 0,58% 0,60% 0,61% 

Stacked GRU 0,75% 0,67% 0,64% 0,58% 0,58% 

TABLE X. VARIATION OF LOSS VALUES WITH DIFFERENT DEEP LEARNING MODELS AND MFW VALUES. EVS =50, WS=2 

 Minimum frequency of a word (MFW) 

 1 3 5 7 9 

Bidirectional LSTM 99,56% 99,62% 99,65% 99,70% 99,70% 

Bidirectional GRU 99,51% 99,55% 99,56% 99,59% 99,68% 

Stacked LSTM 99,26% 99,32% 99,35% 99,39% 99,38% 

Simple LSTM 99,29% 99,33% 99,35% 99,38% 99,41% 

Simple GRU 99,20% 99,23% 99,33% 99,35% 99,36% 

Stacked GRU 99,13% 99,25% 99,30% 99,37% 99,38% 
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Fig. 16. ROC Curves with Different Deep Learning Models and MFW 

Values. EVS =50, WS=2. 

IV. CONCLUSION 
Today, Fake news phenomena are one of the world's top 

global risks. Therefore, social, political and economic 
environments need to be well-equipped to decipher and detect 
this massive, instantaneous and heterogeneous daily 
misinformation. 

One of the promising fields of automated systems used to 
deal with this problem is Artificial Intelligence (AI), 
especially Deep Learning Networks (DLN). 

In this context, the present paper focuses on the 
improvement of DLN Fake News detection by using Inverted 
Pyramid Pattern (IPP), and integrating the FastText process in 
many DLN architectures: Simple LSTM, Stacked LSTM, 
Bidirectional LSTM, Simple GRU, Stacked GRU and 
Bidirectional GRU. More precisely, this empirical study 
focuses on how  news title feature and FastText embedding 
process can impact and improve the existing automatic DLN 
Fake News detection. 

By testing these six architectures with many ranges of 
embedding layer main hyper-parameters (EVS, WS, MFW), 
these experiments showed that the news title feature and 
FastText process can have a significant improvement on DLN 

automatic Fake News detection with accuracy rates exceeding 
98%. 

This paper is the first step of our future Fake News 
framework project based on many DLN architectures. 
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Abstract—In teaching environments, student facial 
expressions are a clue to the traditional classroom teacher in 
gauging students' level of concentration in the course. With the 
rapid development of information technology, e-learning will 
take off because students can learn anytime, anywhere and 
anytime they feel comfortable. And this gives the possibility of 
self-learning. Analyzing student concentration can help improve 
the learning process. When the student is working alone on a 
computer in an e-learning environment, this task is particularly 
challenging to accomplish. Due to the distance between the 
teacher and the students, face-to-face communication is not 
possible in an e-learning environment. It is proposed in this 
article to use transfer learning and data augmentation techniques 
to determine the concentration level of learners from their facial 
expressions in real time. We found that expressed emotions 
correlate with students' concentration, and we designed three 
distinct levels of concentration (highly concentrated, nominally 
concentrated, and not at all concentrated). 

Keywords—Emotion recognition; level of concentration; 
transfer learning; data augmentation 

I. INTRODUCTION 
In recent years, E-learning is very popular because this type 

of learning system uses modern educational technologies to 
implement an ideal learning environment by integrating 
information technology into the program. 

E-learning is gaining prominence in universities, colleges, 
and industries by examining its advantages over traditional 
approaches, as students can access all the data they need for 
their research. Through webinars, they can access information 
they might not otherwise be able to access in person due to 
finances, distances, or time constraints. Depending on the level 
of understanding of the student, they can study at their own 
pace, which may increase their satisfaction with the course and 
reduce their stress levels. It also helps students with special 
needs or having difficulty getting to school for one reason or 
another, such as illness or unforeseen accidents. 

In traditional classroom teaching, the experienced teacher 
can know the level of concentration by the students from their 
behaviors which can be studied by heart rate, pose, gesture, 
gaze, height of the voice and facial expressions and, 
accordingly, it can adjust the pace, improve the educational 
system and provide content. While the online environment 
separates teachers from students and students from students, 
there is a lack of face-to-face communication to understand 
students' emotions and cognitive state. 

An effective individualized learning system must therefore 
be not only intelligent but also emotional. Researchers in 
neuroscience and psychology have found that emotions are 
largely related to cognition / concentration. These eLearning 
system models place particular emphasis on assessing learner 
emotional states and adjusting teaching strategies. 

Among the challenges teachers face is examining how 
learners acquire course content, as noted in [1]. In order to 
improve the educational system, it is of paramount importance 
to ensure student concentration through participation in the 
learning environment. 

Virtual classrooms were introduced as early as the mid-
1990s [2]. Deconcentration of students is an issue that is 
addressed daily. 

The way that students are taught is also a factor behind 
student concentration. Bradbury [3] reported that between 25% 
and 60% of students became bored in the classroom and lost 
concentration for a long time [4]. According to Ekman, 
Friesen, and Ellsworth, [5], facial expression can be the fastest 
way to understand an individual's emotions. You can use a 
student's emotional state during their learning period (in the 
classroom or another setting) to determine if they are paying 
attention to the content. 

To identify students' concentration, other authors suggest 
using pupil dilation, which occurs when students view images 
of emotional arousal [6], or the length of time the eyes are 
closed [1. Students' facial expressions can be captured by using 
the embedded webcam in their laptop computers in a typical e-
learning environment. The teacher can use this information to 
determine the level of concentration of the students, and 
measure how focused they are (or aren't). The teacher can use 
this information to make the learning environment cost-
effective. 

The concentration of learners is influenced by several 
factors. The emotional life of learners has a profound impact 
on academic success, learning techniques, and academic 
achievement [7]. If emotions could be recognized as impacts 
on motivation and concentration, educational outcomes could 
be improved [8]. Emotion in this context corresponds to the 
psychological and physiological characteristics of a being, 
which are individual, efficient, and personal in nature, which 
relates to habits, manners, thoughts, and sensations [9]. It has 
been shown that facial muscles move in relation to different 
emotions, such as happiness, sadness, anger, fear, surprise, and 
disgust [10]. 
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Most facial expression recognition approaches are based on 
a posed expression database, such as the Japanese Female 
Facial Expression Database (JAFFE), Cohn-Kanade Database 
(CK) which are built on six Universal emotions such as 
happiness, sadness, surprise, anger, disgust and fear due to the 
lack of database of facial expressions in educational 
environments. 

The proposed system automatically identifies the emotional 
state of the learner based on facial expressions to know the 
level of concentration. This helps the teacher to identify slow 
learners who have difficulty understanding the lesson, 
therefore the lesson may be changed. 

Students' engagement and concentration during learning is 
a prerequisite for successful learning effects and is positively 
correlated with students' academic success and development of 
higher-level abilities (Pascarella, Seifert, & Blaich, 2010). 
Effective detection of students' learning situations can provide 
information to instructors so that they can identify struggling 
students in real time. And this is so that a student's level of 
concentration and state of learning engagement can help 
intelligent tutoring systems provide students with 
individualized learning resources. 

The purpose of this article is to examine the concentration 
level of students in a typical e-learning scenario, by analyzing 
their facial emotions in real time. In our analysis, we attempt to 
define how emotions affect concentration level and to devise a 
concentration index based on this. A facial emotion index is 
generated in real time by Python and the Keras algorithm, 
which is derived from the Haar-cascade algorithm and we will 
compare the transfer learning (a pre-trained convolutional 
neural network (CNN): VGG16, VGG19, XCEPTION, 
ALEXNET) models to determine the best performing model 
for our proposal. 

This paper is structured as follows: Section 2 presents a 
review of related work; Section 3 discusses the methodology 
adopted for facial emotion recognition. The implementation 
environment, datasets, as well as the algorithms used, the 
experiment performed and the results are presented in 
Section 4. We concluded the paper by summarizing the 
research performed and providing some remarks in Section 5. 

II. RELATED WORK 
Currently available e-learning systems have a flaw: they do 

not monitor student concentration. Recent years have seen 
increased interest in finding clues to determine student 
concentration. Due to the absence of a teacher and the inability 
to grasp emotions, emotions, etc., are particularly important for 
students using standalone e-learning systems. According to the 
study conducted by Du, Tao, and Martinez [11], there are 22 
different types of emotions: seven basic emotions and twelve 
compound emotions. There are forty-six fundamental muscles 
that form the UA of the face, including those that produce 
facial expressions. Based on individual UA, the system 
classifies facial categories by combining each individual UA, 
then identifying the facial category using that individual UA 
(Fig. 1). In the case of AU12 and 25, if the system recognizes 
that the image indicates a "happy" emotion (Table I), the 
system will classify the image accordingly (Table I). 

Bidwell and Fuchs [13] used an automated gaze system to 
measure student engagement. Classifiers were created based on 
video recordings of classrooms. A face tracking system was 
used to track student gaze. After the automated gaze model and 
observations of a panel of experts were combined, a Hidden 
Markov Model (HMM) was constructed. HMM incorrectly 
categorized the data, suggesting eight discrete categories of 
behaviors, but they were only able to determine whether 
students were "engaged" or "not engaged". 

TABLE I. THE UNITED STATES OBSERVED UAS IN BOTH BASIC AND 
COMPOUND EMOTION CATEGORIES [12] 

Category AU Category AU 

Satisfied 12,25 Sadly, disgusted 4,10 

Unhappy 4,15 Fearfully angry 4,20,25 

Frightful 1,4,20,25 Fearfully surprised 1,2,5,20,25 

Annoyed 4,7,24 Fearfully disgusted 1,4,10,20,25 

Amazed 1,2,25,26 Angrily disgusted 4,25,26 

Disgusted 9,10,17 Disgusted surprised 1,2,5,10 

Happily sad 4,6,12,25 Happily fearful 1,2,12,25,26 

Happily surprised 1,2,12,25 Angrily disgusted 4,10,17 

Happily disgusted 10,12,25 Awed  1,2,5,25 

Sadly fearful 1,4,15,25 Appalled 4,9, 10 

Sadly angry 4,7,15 Hatred 4.7,10 

Sadly surprised 1,4,25,26 - - 

 
Fig. 1. Different Units of Action for the Upper and Lower Part of the Face 

[11]. 

In their paper [14,15], Cha and Kim proposed the use of 
webcams to measure the duration of attention and a learner's 
movements. The changes of these facial features were analyzed 
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in [14]: face up, face down, face turned, eyes closed, eyes 
open. It is claimed that they "determine the focus and unfocus 
states for the face and the eye from the coordinates of the 
extracted characteristic points". The authors fail to explain or 
define how they achieved this "focused state" or "unfocused 
state". When the learner's face is in a "front face" position, they 
conclude they are concentrated. Additionally, they claim that 
whether a student is "focused" or "non-focused" depends on 
the data obtained from "the learner's face tilts or turns sideways 
or their eyes open or close". However, they do not demonstrate 
a degree of concentration or explain how this analysis is 
performed. Adding a set of new features to [14], [15], the 
authors added smiles, surprise, sadness, anger, and closed and 
open mouths. In the study, "concentration" was defined as "the 
state of an open eye, open mouth, depressed expression, face 
turned, and facial expressions of emotion," while "non-
concentration" was defined as "the state of a closed eye, open 
mouth, or dejected expression". 

If both the criterion value and the value are above 0.9 
milliseconds ", the learner's eyes are closed, indicating that he 
is not focused. The blinking eye occurs if the value is under 0.9 
ms", indicating concentration. Those who do not concentrate 
will have their eyes closed, their mouth open, their faces 
turned, or facial expressions of emotion such as smile, surprise, 
sadness, or anger. 

Students' gaze tracking behavior in front of a computer 
screen is studied by Yi et al. [16]. The resulting learning status 
is calculated. By assessing this learning status, the quality of 
the teaching can be evaluated. During the cognitive learning 
process, the eyes perform three basic actions: scanning, 
searching, and seclusion. According to them, pupils do not use 
the information captured by their eyes in a situation of 
inactivity on a cognitive level. This method, however, only 
utilizes eye movement information. 

Yale and JAFFE [17], Xia Mao and Zheng Li designed an 
intelligent online learning system to learn about a student's 
emotional states through facial expression, speech, and text. 

Lan Li, Li Cheng, and Kun-xi Qian explored the use of 
affective computing in facial expression-based e-learning 
system, and classify learners' emotional states into four 
categories such as surprise, confusion, frustration and 
confidence [19]. 

An analysis and representation of facial dynamics is 
described in [20]. Using facial expressions, the algorithm 
calculates the optical flow to determine the direction of 
movement. 

By automatically detecting subtle changes in expressions, 
[21] is aimed at developing an optical flow-based approach to 
capturing facial expressions. 

Fig. 2 illustrates the comparison of Sanchez et al.'s [22] two 
FER methods, which are based, respectively, on feature point 
tracking and dense flow tracking. 

  
(a) Feature Point tracking (b) Dense flow Tracking 

Fig. 2. Applications of Optical Flow based Methods on Facial Images in 
[22]. 

When using deep learning for FER, CNN is well suited to 
detect DU. FACS-based CNN-based FER methods have shown 
the capacity to generalize both cross-task and cross-data 
networks associated with FER [23]. Microexpressions are 
detected by the model in a well-executed manner. By using the 
CNN of Kim et al. [24], the LSTM is trained to learn the 
temporal characteristics of a spatial representation through 
facial expressions. We determine the most representative 
expressions in facial sequences regardless of the intensity or 
duration of their expressions as part of network learning. 
Kritika [25] monitors the position of pupils' eyes and heads, 
and generates an alert if concentration is low. Videos were 
analysed and dissected. MATLAB was used to implement and 
detect faces and Violas-Jones features using different 
functions. Students can find out whether they are feeling 
negatively in e-learning environments by using the system. 
Even though considerable progress has been made in this field 
of research, emotion and focus still need further exploration. 
This article attempts to establish an index of student 
concentration by analyzing facial expressions. 

III. PROPOSED METHOD 
In this article, a system is proposed that automatically 

discovers the learner's state of concentration in real time from 
facial expressions using a web camera. 

From the learner's camera, facial expressions are analyzed 
to determine the student's state of concentration, but there is no 
standard database for the teaching environment and most 
studies are based on databases of posed expressions based on 
six universal expressions such as happiness, sadness, anger, 
surprise, neutral and fear. These are not suitable for an online 
learning environment. 

The datasets used in this research were collected from 
different datasets. Therefore, The Concentration State Ranking 
System consists of three modules, as shown in Fig. 3: 

A. Face Detector 
This algorithm detects and extracts the student's features 

quickly and efficiently by using the Haar Cascade algorithm 
developed by Viola & Jones. In recent years, this method has 
become one of the most popular methods to accomplish this 
purpose [26]. 
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Fig. 3. System Proposed for Determining the Concentration Level of 

Students in Real Time from their Facial Expressions. 

B. Recognition of Facial Emotions 
An alternative model (that is useful for detecting facial 

expressions) uses transfer learning to identify the dominant 
emotion represented by a student's face at any given moment. 
There are six categories of facial expressions based on the 
emotion expressed: angry, scared, happy, sad, surprised, or 
neutral. Transfer learning is a machine learning approach that 
focuses on the ability to apply relevant knowledge from 
previous learning experiences to a different but related 
problem. We used a transfer learning approach to create a 
phrase recognition framework using databases (CK+, fer2013, 
and JAFEE). We used 4 pre-trained models (VGG16, VGG19, 
Resnet50, AlexNet, Xception) [27], which are deep 
convolutional networks designed for object recognition [28] 
and have shown good results on the ImageNet dataset [29] for 
object recognition. We replaced the last fully connected layers 
of our models with a dense layer with six outputs. The number 
of outputs in the last dense layer corresponds to the number of 
classes to be recognized. We trained the last dense layer with 
images from the database using the softmax activation function 
and the ADAM optimizer [30]. 

C. Classification of Concentration 
The concentration index (CI) is calculated by multiplying 

the probability of dominant emotions (DEP) by the 
corresponding emotion weights (EW) see Table II. Another 
way to put it is that emotional weight is the measure of how 
well one's mental state reflects one's concentration at a given 
time. A value between 0 and 1 is assigned to it. 

According to the results, a student's concentration level is 
classified into one of three categories: highly concentrated, 
nominally concentrated, and not concentrated. 

TABLE II. CLASSIFICATION OF CONCENTRATION 

Emotion EW 

neutral 0.9 

happy 0.6 

suprised 0.5 

sad 0.3 

fear 0.3 

angry 0.25 

• Very concentrated: a student falls into this category 
when the value of his concentration index based on 
facial emotion is between 50% and 100%. 

• Nominally concentrated: a student falls into this 
category when the value of the Facial emotion 
concentration index is between 50% and 20%. 

• Not at all concentrated: the student's concentration is in 
this category when the value of the facial emotion 
concentration index is less than 20%. 

Fig. 3 shows an example of a real-time system that 
provides information data to teachers in real-time. Teachers 
and e-learning systems use these data to monitor learners in 
real time as they stream content, so that the teacher can adjust 
the teaching accordingly, that is, if the concentration level gets 
too low score, then the teaching material is too difficult for the 
learners and the difficulty level of the material can be adjusted.
  

IV. COLLECTING AND PREPROCESSING DATA 
To ensure that the output was not biased in favor of a 

particular dataset, multiple datasets were gathered. 

The following standard facial databases are available 
online: CK & CK+ [31], FER2013 [32], and JAFEE [33]. 
There were 29,207 images in the training dataset prior to the 
increase in data. 

• Class ‘anger’ contains 4160 images,  

• Class ‘fear’ contains 4204 images,  

• Class ‘happy’ contains 7453 images, 

• Class ‘neutral’ contains 4995 images, 

• Class ‘sadness’ contains 4945 images, and the class 
‘surprise’ contains 3450 images. 

The validation dataset contained a total of 3,533 images. 

• Class ‘anger’ contains 467 images,  

• Class ‘fear’ contains 496 images,  

• Class ‘happy’ contains 895 images,  

• Class ‘neutral’ contains 607 images,  

• Class ‘sadness’ contains 653 images, and the class 
‘surprise’ contains 415 images. 

Examples of model datasets are shown in the following 
Fig. 5. 

A. Face Detection and Cropping 
Detecting the location of faces from images is known as the 

face detection process, or face registration. The faces from the 
images were detected using OpenCV Cascade [34]. The face 
was detected and then cropped to avoid the complexity of the 
background, thereby improving the efficiency of the model. 

B. Converting to Grayscale 
Red, green, and blue channels were added to the images to 

make them 224 x 224 pixels. By converting the images to 
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Grayscale with only one channel, we were able to reduce the 
pixel complexity in the dataset [18] [35]. The training process 
was streamlined as a result. 

C. Image Augmentation 
The amount of data could be increased to improve the 

model's performance. An image augmentation process 
produces additional images by performing certain operations 
on existing image data sets, such as random rotation, zoom, 
shear, flip, etc. (see Fig. 4). 

 
Fig. 4. Dataset Samples. 

 
Fig. 5. Data Augmentation. 

V. EXPERIMENTAL RESULTS 

A. Comparison between the Models 
Using Keras and TensorFlow (https://keras.io/) [15], we 

created a neural network and image processing system using a 
Python-based neural network API. The program offers many 
functions and models, which are important for improving the 
quality of images. 

It provides easy-to-use tools for creating custom neural 
networks, which facilitate rapid experimentation. Google 
Colaboratory, a free cloud service that supports GPUs, was 
used to reduce training time. 

To train our dataset, we used 100 epochs of 871 steps each. 
We analyzed the pre-trained models, VGG-16 and VGG-19, 
Xception, Alexnet. 

The VGG 19 model performed excellently with a training 
accuracy of 90% (show Fig. 8 and Fig. 9 ) achieved in the 70th 
epoch, while the VGG16 and Xception (show Fig. 10, Fig 11 
and Fig. 12 and Fig 13) model achieved its full 90% accuracy 
in the 50th epoch. However, the AlexNet (show Fig. 6 and 
Fig. 7) model was a bit long with a 91% accuracy in the 90th 
epoch. The accuracy of Alexnet training was 99.8%, but it 
could have been higher. 

From Table III, we can observe that Vgg16 obtains the 
highest accuracy 100%. Vgg16 and Vgg19 get the most 
optimal scores in terms of Accuracy and error rate - 100%, 
19% and 99.8%, 18%, respectively. 

As a conclusion, VGG16 is a powerful deep learning model 
for facial emotion classification, specifically for CK+, JAFEE, 
and FER13 images classification. VGG16 produced the highest 
training and testing accuracy compared to other models. 
Vgg19, outperforming AlexNet, obtained Xception the second 
highest accuracy. 

B. Determine the Level of Concentration of Students 
The concentration level can be detected by analyzing the 

result of the seven emotions. The level of concentration can be 
categorized into three levels: high, medium and low, 
respectively. 

TABLE III. COMPARISON BETWEEN THE MODELS 

Model name Maximum training 
accuracy 

Maximum Validation 
accuracy 

Xception 100% 85% 

Vgg16 100% 86% 

Vgg19 99.8% 87% 

AlexNet 99.8% 64.5% 

 
Fig. 6. AlexNet Training and Validation Accuracy Loss. 

 
Fig. 7. AlexNet Training and Validation Accuracy. 
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Fig. 8. VGG19 Training and Validation Accuracy. 

 
Fig. 9. VGG19 Training and Validation Loss. 

 
Fig. 10. VGG16 Training and Validation ACCURACY. 

An evolution of the student's concentration based only on 
facial expressions. For the index of concentration to be 
calculated, each emotion adds its own value. Based only on 
facial emotion detection, we calculated the percentage 
concentration using the following rules shown in Table IV: 

 
Fig. 11. VGG16 Training and Validation Loss. 

 
Fig. 12. Xception Training and Validation Loss. 

 
Fig. 13. Xception Training and Validation Accuracy. 

Fig. 14 shows an overview of the system operating in real 
time and presenting information data to the teacher. This data, 
which includes the learner's facial emotions, and the level of 
concentration detected (Very concentrated, Nominally 
concentrated, Not at all concentrated). 
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TABLE IV. CALCULATE THE LEVEL OF CONCENTRATION 

Emotion CI 

neutral (DEP * 0.9) * 100 

happy (DEP * 0.6) * 100 

suprised (DEP * 0.5) * 100 

sad (DEP * 0.3) * 100 

fear (DEP * 0.3) * 100 

angry (DEP * 0.25) * 100 

Not Emotion 0 (i.e., Not at all concentrated) 

 
Fig. 14. General view of the System Operating in Real Time. 

VI. CONCLUSION 
Recognizing human emotions is one of the most 

challenging tasks in e-learning. In this paper, we explored 
emotion detection to predict students' concentration level. One 
of the biggest challenges and benefits of distance learning, and 
especially online learning, is having a system that can 
determine the concentration levels of students. We 
experimented with transfer learning models on the dataset we 
combined (JAFEE + FER2013+CK+) for facial expression 
recognition to determine the concentration level of students 
during educational tasks and then estimated their effectiveness. 
The results show that VGG16 performs better than other 
proposed models, while the results show that the VGG19 
model could also achieve decent accuracy in facial expression 
recognition. In our research we present an approach to a system 
for detecting students' concentration level from facial 
expressions. Only the web camera provides information to the 
system. We developed a system that produces a concentration 
index based on the facial expressions captured by the camera. 
It was designed to work in real time. Three different 
concentration levels are presented: "highly concentrated", 
"nominally concentrated", and "no concentration whatsoever". 
This system can also help teachers to know the learning state of 
their students, so that the teacher can adapt the teaching 
material accordingly, i.e. if the concentration level is too low, 
the teaching material is too difficult for the learners and the 
difficulty level of the material can be adjusted. Furthermore, 
the research can be improved by including an analysis of the 
history of emotions detected over a given period of time in 

order to establish a predictive model of when students are 
likely to drop out or fail in a subject. 
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Abstract—Currently available modern medical system 
generates large amounts of data, such as computerized patient 
data and digital medical pictures, which must be kept securely 
for future reference. Existing storage technologies are not 
capable of storing large amounts of data efficiently. It is a key 
and abrogating topic of specialized, social, and medical 
significance and a key and abrogating subject of general interest. 
The results of cars, purchasers, and Internet of Things industry-
based and essential segments, sensors, and other daily objects are 
fused with a network of the Internet and solid information 
abilities that promise to alter the way we operate and live future. 
The suggested work demonstrates a symmetric-key lightweight 
technique for secure data transmission of images and text, which 
uses an image encryption system and a reversible data hiding 
system to demonstrate the program's implementation. On the 
other hand, cloud storage services can meet demand due to 
features such as flexibility and availability. Cloud computing is 
enabled by amazing internet innovation as well as cutting-edge 
electrical equipment. Even though medical images may be stored 
on the cloud, most cloud service providers only save client data in 
plain text. As part of their overall strategy, cloud users must take 
responsibility for protecting medical data. Because attackers' 
increasing computing power and creativity are opening up more 
and more areas in this mathematical form, most existing image 
encryption schemes are vulnerable to the plaintext attack of 
choice. This article presents an image encryption method 
inspired by an Adaptive IoT-based Hopfield Neural Network 
(AIHNN) that can resist other assaults while optimizing and 
improving the system through continuous learning and updating.  

Keywords—Cloud storage; IoT; medical image; neural network 

I. INTRODUCTION  
There have been enormous improvements in Information 

Technology (IT) and analytics during the last several years. 
Cloud computing is one kind of technology that many 
businesses use for the hosting of their apps and data storage. 
Modern gadgets, which allow for digitalized data exchange, 
have established a new standard for transmitting information 
globally, regardless of the application. The information is 
shared with the public. There is a concern about the level of 
privacy and security that should be provided for people and 
confidential material [14]. Information sharing across different 
companies, particularly medical imaging system users, has 
increased in recent years, resulting in novel storage methods 
such as cloud edge [1]. Many online services, such as e-

commerce, telemedicine, electronic payment access, and social 
networking sites are hosted on the cloud. 

Storage as a Service (SAS) is by far the most frequently 
demanded service according to most Internet of Things (IoT) 
devices [2], and computing has reached a pinnacle in recent 
years. Data security in cloud storage is a joint responsibility of 
customers and service providers. Thus, issues related to 
medical data privacy, in particular, must be successfully 
handled via the use of suitable cryptographic standards. It is 
essential for patient safety to be able to offer information 
security for a medical image stored in a public and shared 
system such as the cloud. According to the cloud data security 
debate, cloud service providers are focusing on security 
measures for cloud infrastructure, hosts, and data. User data, on 
the other hand, is only accessible as plain text up to a certain 
point in time. 

To address this issue, it is suggested that data be encrypted 
and stored utilizing encryption methods. The authors proposed 
a fully homomorphic encryption (FHE) technique to encrypt 
photos in cloud storage in order to guarantee image security, 
even for small-scale images, while the complexity increased 
even for small-scale images [13]. There are many encryption 
methods available, and they may be used to encode the text, 
images, and audio. Despite this, the security measure used for 
text transmission less performs when used for image 
transmission due to the intrinsic characteristics of images, 
including such mass data capacity, also has and strong 
association among the pixel data; as a result, a separate security 
system is presented by each type of multimedia data protection. 
Image security becomes more critical due to the difficulties in 
managing pictures as contrasted to text documents. As a bonus, 
pictures are used to convey the context of the majority of 
critical applications such as telemedicine and education and 
biometric verification and identification. Chaos-based picture 
encryption methods [9] have gained popularity due to their 
increased vital strength, which is achieved via key sensitivity. 
That perhaps the key has an actual value is the reason for the 
importance of the turmoil. According to chaos theory, the 
nature of chaos is entirely dependent on the original seeds. 

According to cryptanalysts, chaos-based cryptographic 
protocols, on the other hand, are not resistant to the chosen 
plaintext attack. On the other hand, most contemporary 
cryptographic methods are susceptible to cryptanalysis, in 
which the attackers undermine the cryptosystem by using 
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known-plaintext and chosen-plaintext assaulting strategies. The 
reverse exclusive-OR procedure has been integrated into 
picture encryption because of its advantages, including 
reversibility and the ability to cause bitwise confusion. It is 
also possible to construct a stream cipher using this method. It 
does, however, allow for cryptanalysis via the use of a specific 
plaintext attack. In this paper, the homomorphic encryption 
method is discussed as superior encryption technology, 
emphasizing cloud data security. On the other hand, the 
homomorphic encryption method is susceptible to 
cryptanalysis, wherein security keys may be recovered with 
less than 8s [19]. 

According to the initial study, most current schemes are 
vulnerable to plaintext attacks because of their daily use of 
simple XOR-based propagation and continuous operation 
rounds. The number of activities may enhance the complexity, 
but the change in processing time is unneeded, resulting in a 
low throughput rate. The encryption method must be 
complicated to avoid cryptanalysis, particularly the selected 
plaintext attack, and that it is irreversible, self-adaptive, and 
parameter aware. As previously stated, neural-based encryption 
methods are the preferred option for meeting the criteria. An 
artificial neural network (ANN) is a set of predictive 
classification networks capable of performing multiple 
classifications and optimization operations in parallel while 
still including essential components known as neurons. 
Because of the self-learning and adaptable character of ANN, it 
may be used in conjunction with traditional methods to provide 
correct results. Furthermore, ANN may learn about its 
environment by using real-time and training data. As a 
consequence, neural networks are being used in a variety of 
applications, including data protection, predictive analytics, 
medical data classification, and civil structure analysis [6][7], 
with data security being the focus of this study. 

A. Artificial Neural Networks and Cloud Computing 
Artificial neurons should have been able to replicate the 

activity of actual neurons, according to the basic principle. As a 
result, it is characterized by erratic behavior. Because of the 
security concerns, cryptography applications [12] are attracted 
to the chaotic activity of neurons. According to the research, 
the ANN model may be expanded to describe complex 
reversible encoders as well. ANN may also be used in 
combination with a non-traditional image encryption 
technique. The ANN may be thought of as a nonlinear encoder 
that might replace the traditional diffusion method. Random 
indexes, in addition to dispersion, are needed to achieve the 
appropriate degree of confusion. To produce random indices, 
the neural network must also show recurrent activity, which is 
inevitable in the generation of pseudo-random sequences for 
picture encryption applications. 

As a result, the recurring as a major component of this 
paper's proposed neural blended adaptive image encryption 
system, an adaptive IoT-based Hopfield neural network (ANN) 
is presented (NBAIE). The Adaptive IoT-based Hopfield 
neural network is an influence exerted based on human brain 
features [3]. It is a one-of-a-kind neural network model that is 
based on human mind features. It has a time-dependent 
behavior. In many respects, it varies from previous neural 
architectures. Other neural networks are ideally suited for 

classification and grouping tasks and other activities since they 
are made up of distinct hidden units that process the inputs. 

In contrast, recurrent AIHNN contains hidden units that are 
linked. Time-dependent behavior is achieved by activating one 
of the hidden units at a certain point in time. It is helpful in 
applications dependent on the sequence of consecutive 
occurrences, like pseudo-random sequence generation, where 
the sequence of succeeding occurrences is essential. The 
following are the key differentiators of the algorithm 
suggested:  

Because of its BPN's multi-layered architectural design and 
nonlinear activation device weight matrix, predicting the key is 
reduced.  

Because distinguishing features of the image are used as 
input for the BPN, and the generated keys are much more 
highly adaptable to the input plain image than the primary 
image itself. 

• Keys' behavior may be varied due to BPN's ability to 
self-learn. 

• Because of its recurrent and chaotic behavior, AIHNN 
necessitates the use of crucial seeds which are similar to 
chaos, which is favourable to linear neural architectures 
including such BAM and BPN because the preliminary 
essential seed is larger in scale (size is much larger than 
basic image), reducing communication rate [20]. 

• Establishing a link between the authorized user and the 
public cloud computing environment Each image has its 
own key. As a consequence, unauthorized people will 
not be able to attack the image and key using a specific 
plaintext attack. 

• Image specific pseudo-sequence creation, followed by 
dynamic ambiguity and diffusion, to achieve the desired 
effect. 

• Medical picture repositories on the cloud may now have 
enhanced privacy protection. 

• The weight matrix of the AIHNN may be modified for 
each picture, resulting in the creation of image-specific 
pseudo sequences using the algorithm. 

As a result, the algorithm's prediction becomes more 
complicated due to the use of an Adaptive IoT-based Hopfield 
neural network, which is implemented in this scheme [16]. 

Further, this work is furnished such as in Section – II, 
describes about Internet of Things are discussed, in Section – 
III, the parallel research outcomes are analyzed and discussed 
for finding the bottlenecks of the current applications, in the 
Section – IV, the identified drawbacks and the proposed 
solutions are presented using The Proposed Adaptive Iot-Based 
Hopfield Neural Network (AIHNN), based on the 
mathematical models, the proposed algorithms are furnished 
and discussed, the obtained results from these two novel 
algorithms are furnished and realized, in the Section – V, and 
in the Section – VI, the final research conclusion is presented.  
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II. THE INTERNET OF THINGS (IOT) 
The Internet of Things (IoT) is expected to provide social 

and financial benefits to emerging and developing countries 
soon. Incorporating Blockchain technology addresses 
supported agriculture, water quality utilization, human 
services, and ventures managing condition, among other things 
[5]. The Internet of Things (IoT) also promises to become a 
means of achieving the Sustainable Development Goals of the 
United Nations. It is not new for developed countries to be 
confronted with the enormous scope of Internet of Things 
problems [10]. The benefits of the Internet of Things must also 
be considered by the municipalities that are developing them. 

More requirements and challenges in putting this concept 
into action in less-developed areas must be addressed, such as 
frameworks, marketplace. Enterprise motivating factors, 
specialist skills, and approach resources, among other things, 
because the connections between things, the environment, and 
the general public are becoming more dynamic [4]. The 
Internet of Things today ensures that we will live in a 
progressive, fully connected, dazzling world]. However, the 
tests and concerns regarding the Internet of Things should be 
examined. Moreover, it should be addressed to determine the 
possible benefits to individuals, communities, and businesses 
[17]. Finally, increasing the benefits of the Internet of Things 
while simultaneously reducing the security risks cannot be 
achieved by engaging in an unending debate that pits the 
affirmation of the Internet of Things against its flaws. It will 
pledge dedication and collaboration throughout the partner 
meetings to provide the most acceptable ways to the public in 
the future. The use of Internet of Things segments prompted a 
slew of legal questions and gave rise to previously unaddressed 
legal problems relating to the Internet of Things. The inquiries 
are massive in scope, and the rapid evolution of IoT technology 
concerns the ability of the associated approach, legal 
framework, and regulatory zones to be changed. In this group 
of problems, one would be the information stream which 
occurs when IoT devices collect information about people 
within their purview and transmit it to a different location with 
different data security rules to advance the treatment of the 
information. Another issue is that the data collected by IoT 
devices are susceptible to misuse, which results in 
unsatisfactory outcomes for the customers [11]. Other legal 
problems associated with the Internet of Things devices 
include disagreements between law enforcement agencies and 
standards-setting organizations, information pulverization, and 
legal obligations for non-required uses, security, and protection 
concerns. The Internet of Things is now accessible because we 
have information internet associations, which allows us to 
access it. The development of information and internet 
association may be traced back through history and across 
time. The time information is sent to the Internet facilitates the 
efficient delivery of information to the Internet. After that, the 
following section provides a brief historical overview of the 
information era [18-24]. 

This study aims to develop and evaluate lightweight and 
asymmetric block cipher-based cryptosystems that are suitable 
with MANET, IoT, and wireless communication devices to 
achieve data security while also maintaining quality control. 
The following are some possible discussion points on the 

work's goal. Prepare a design and simulation of a data security 
system that incorporates a block cipher, image processing, and 
reversible data concealing. To develop standard protocols that 
is interoperable with WSN, MANET, and the Internet of 
Things. Understanding and implementing the mathematical 
modeling of cryptographic algorithms is essential for success. 

III. PARALLEL WORKS 
When it comes to security, a lightweight authentication 

model for the Internet of Things (IoT) provides a high degree 
of protection against various assaults such as impersonation 
attacks, man-in-the-middle attacks, and unknown key sharing 
attacks in the E-health domain. Based on IoT-based E-health 
apps, the author proposed a safe, lightweight authentication 
method that is easy to implement. The suggested approach, 
based on the Internet of Things, offers authentication, an 
energy-efficient system, and computing for healthcare. Elliptic 
curve cryptography (ECC) is a concept that defines the 
characteristics of the suggested model, in addition to the 
individuals who offer healthcare and the patients. In general, 
the author's motivation is to design a lightweight security 
scheme based on ECC principles for E-health applications 
based on the IoT (IoT) [8. The author devised an authentication 
method based on the minor key, which offers a high degree of 
security for the system. They also developed a high-
performance, lightweight security scheme for E-health 
applications based on the Internet of Things. The proposed 
security model is based on the RSA cryptographic algorithm. 
The algorithm for public-key cryptography is most widely 
used. In communication stacks, it is used to offer UDP/IPv6 
networking to use less power and energy [8]. 

In [15], a protocol for robust and secure authentication in 
the Internet of Things systems was suggested to be efficient 
and safe. In order to ensure security, the proposed protocol uses 
a physical function that cannot be copied. The proposed 
protocol protects various attacks while being highly efficient in 
memory, computations, energy, and communication. An 
Internet of Things (IoT) mutual authentication mechanism was 
described by the author. The system is based on PUFs, which 
use a challenge-response mechanism to send authentication 
information [15]. Because the protocol offers secure 
authentication and creates a session key without the need for it, 
an IoT device does not need to store anything. The author 
demonstrated that the proposed protocol is highly efficient and 
provides security against a variety of attacks, including 
physical attacks, side-channel attacks, and cloning attacks, 
among others. One of the most important requirements for 
Internet-of-Things (IoT) systems is security while using as few 
resources as feasible. Because IoT devices are low-cost and 
simple, they are a great target for physical, side-channel, and 
cloning threats, among others. To solve the same issue, the 
developer developed an effective protocol for mutual 
authentication for Internet of Things devices. 

IV. PROPOSED ADAPTIVE IOT-BASED HOPFIELD NEURAL 
NETWORK (AIHNN) 

AIHNN features metastable states that are triggered by 
external input and a previously selected state. The chaotic 
behavior is provided by an ANN that is constructed with a 
minimal number of nodes, chosen node connections, and a 
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suitable asymmetric weighted route. The proposed work will 
be utilized for the AIHNN, which consists of eight nodes. It 
features an AIHNN architecture with eight nodes, and each 
node may be connected to any other node and any external 
input sources. It also has a link to itself. The starting state of 
the input nodes and external input, as well as other variables, 
influence the output of each node. The weighted route links 
every node in the network to every other node. As 
demonstrated in the previous section, Fig. 1 depicts a recurrent 
AIHNN that has been rebuilt into a chaotic architecture with 
eight nodes. 

Each node in chaotic design is considered as an 
input/output node, resulting in a faster generation of the 
pseudo-random sequence than in traditional architecture. As a 
result, it is said to be an instance of hyperchaotic architecture. 
Because each node in this design is not connected to every 
other node and weights are modified using the Hebb rule in 
combination with the hyperbolic activation function, this 
architecture has several distinguishing features. Furthermore, 
AIHNN has been designed with a certain number of nodes and 
an appropriate asymmetric weighted path to produce the 
desired chaotic behavior in a controlled setting. 
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Fig. 1. Architecture of Hyperchaotic AIHNN with Eight Nodes. 

Given that the selected Adaptive IoT-based Hopfield neural 
network has eight nodes, the weight matrix dimension is 8x8, 
equivalent to W11–W88 in the preceding example. The weight 

values in Equation 2 relate to the neural network strength 
acquired during training, which influences the accuracy of the 
produced result (rate of closeness among required and received 
output). The weight values are either integers or floating 
decimal numbers, depending on the activation function 
(identity or hyperbolic activation function). The following 
equation (2) and the following equation (3) are used to 
incrementally update each node (3). Each node in the 
preceding equation (2) receives a weighted signal from the 
other nodes, as well as external input and information from 
other nodes (Xi). The adjusted sigmoid transfer function is then 
computed using the revised Xi as shown in the equation: 

• The architecture depicted in Fig. 1 produces cyclic 
random sequences by deriving the following equations: 
(2) and (3), where Cmax is the steady and Max. 

• Cmax is the initial state. 

• Wij is the mass function in both. 
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V. EXPERIMENTAL RESULTS AND DISCUSSION 
Visual information that is not medical is referred to as 

Image data (I), and it serves as a carrier of Critical Medical 
Information (CMI). As shown in Fig. 2, a Secret Key (SK) is 
utilized by the Steganographic embedding function (SFE) to 
conceal CMI, and Stego data (SD) is produced as an output (by 
the device at the transmitting end DT). 

170 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

 
Fig. 2. Steps Involved in Reversible Hiding Algorithm. 

The Steganographic extraction function (SFE) extracts CI 
using the precise Secret Key (K) provided by the user (as a 
device at receiving end DR). The stego data is CI is Extracted 
Critical Information, and the secrete key is the secrete key. 
Fig. 3 depicts a generalized hardware Steganographic data 
concealing device that is used in the industry. Crypto 
xStegoSystem is the name given to the proposed reversible 
data concealing system, intended for use in the implementation 
of a data hiding system and comprises cryptographic and 
Steganographic methods. The suggested approach is shown in 
the Fig. 3. 

The central idea of the investigation may be broken down 
into the many shown in Fig. 3. 

1) Ensure that low-complexity symmetrical key 
encryption is implemented on various platforms (JPEG-2000, 
JPEG, BMP, PNG, GIF). 

2) Evaluation of the performance of the simulated method 
on user-defined and real-time imagery. 

3) An investigation of incorrect key encryption. 
4) Design and development of the Graphical User 

Interface for the proposed system. 
5) An evaluation of the suggested system's execution time 

and memory allocation is performed. 
6) The development of a reversible data-hiding system for 

picture and text multiple encryptions is underway. 
7) Evaluation of the suggested system's AIHNN and MSE 

results as shown in Fig. 4 and Table I. 

 
Fig. 3. Phases in Key Sharing in AIHNN Algorithm. 

Algorithm 1: The overall process is explained as follows: - 
1. Validate CI and store it in the Message Cache 
2. Accept the LOOK-UP Table as an Embedding Key in Step 2. (K) 
3. Parse the cover data in 8-byte chunks (C) 
4. Compute the DWT of the first 8bytes of the cover data 
5. Select a byte(Ym) at random from the Message Cache. 
6. It was chosen using 3LSBs of the contents of the selected 
byte LOOK-UP Table. 
7. Insert the chosen bit at DWT coefficient C3 to complete the 
operation. 
8. Compute IDWT of 8bytes of cover data in order to get 
Stego information. 
9. Repeat steps three within 8 for all of the bits in the Message 
Cache and all of the characters. 

TABLE I. AIHNN ENCRYPTION AND DECRYPTION MSE 

Type of Medical Image ANN MSE 

BMP 70.543 0.0242 

GIF 66.231 0.0242 

JPEG 67.001 0.0231 

JPEG-2000 71.643 0.0176 

PNG 68.332 0.0209 

 
Fig. 4. AIHNN Encryption and Decryption MSE. 

The method presented here is to create chaotic sequences 
using AIHNN rather than nonlinear equations that show 
chaotic behavior. The image-specific key is treated as a control 
parameter, and the bit of color is produced using the pseudo-
code shown in Algorithm 2. Followed by the tested images and 
its testing results mentioned in Fig. 5, Fig. 6, Fig. 7 and 
Table II. 
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Algorithm -2: Random sequence generation using AIHNN 
and image specific key 
Input: Multiplicative identity matrix (B) _(8×8), Sampling 
rate T_w, Random initiator h_(1×8)  
Output: Nonlinear random sequence Ω 
Step 1. Initialize  

𝑤𝑖𝑗 ← �
𝑤 𝑤
2𝜎

− 𝑤;Ψ2𝑤3𝑤0; 3𝑤𝜙𝑤0;𝑀𝑊 𝑤 0 0 𝑛𝑤�
← [1 0.5 −5 −1 ;−0.37 

 

Step 2. 2 3 0 ; 3 −13 1 0 ; 100 0 0 170]
Update the 𝑤𝑖𝑗 with new 𝜎,Ψ,𝜙  

Get H(0) ← [h]T 
Step 3. For i.j 11 to do 

𝑓(𝐻(𝑟)) = tanh 𝐻(𝑟)
H(𝑟 + 1) = (1 − B𝑇𝑤)H(𝑟) + 𝑇𝑤𝑤𝑓(H(𝑟))
Dh = |(H(r + 1) − ⌊|H(r + 1)|⌋)|

 

Step 4. Until r ≤  (Image size / 4) Initialize Ω ← {}  for 

f ← 1 to 16384 

Step 5. for i ← 1 to 4 Ω((4 × (f = 1)) + i) = Dh(i) 
Step 6. End  
Step 7. End 

Step 8. Return Ω 

The encrypted medical image has also been stored in public 
cloud storage, and only authorized customers will be forced to 
access the clouds to get a ciphered image. The main image may 
only be accessed using the private key(s) that were assigned to 
it. 

  
 

Fig. 5. Medical: (i) A Plain Image (Img); (ii) an Encrypted Image (EImg = 
E(Img); (iii) A Decrypted Picture (Img = D(EImg)). 

In order to arrive at exclusive encrypted pictures for each 
medical image, the proposed AIHNN system changes the 
weight matrix for each medical image. The adaptive encoding 
aspect of the proposed work has resulted in an average entropy 
of 8.11, independent of the original medical pictures used in 
the analysis. 

Healthcare terminology: 

Keys are important to the functioning of encryption 
systems, and key sensitivity analysis is a helpful tool for 
evaluating the robustness of encryption methods. Analysis of 
key sensitivities. For the most part, encryption techniques 

utilise the same key for each image transmission. The proposed 
approach, on the other hand, offers an independent and 
adjustable key for each image based on image attributes. When 
the key is in double data type, it is feasible to reflect even 
minor changes in the image's properties. 

   

Fig. 6. (iv) Plain (MImg); (v) Encrypted (EImg = E(MImg); (vi) Decrypted 
(MImg = D(EImg)). 

TABLE II. TEST IMAGES WITH ENTROPY 

Test 
images 

Global Entropy Local entropy 

Original 
image 

Encrypted 
image 

No. of blocks =50 Block size: 88*88 
Encrypted image 

MI1 4.5 8.1245 8.1106 

MI2 5 8.1263 8.1112 

MI3 6.3 8.1272 8.1118 

MI4 6.5 8.1287 8.1124 

MI5 7.4 8.13005 8.1131 

MI6 8.13 8.1314 8.1136 

MI7 8.86 8.13275 8.1142 

MI8 9.59 8.1341 8.1148 

MI9 10.32 8.13545 8.1154 

MI10 11.00 8.1368 8.1163 

 
Fig. 7. Test Images with Entropy. 

VI. CONCLUSION 
The consolidation of computers, sensors, and systems to 

pass the report on and control devices have been around for a 
long time, but as significant technological and business trends 
advance, the "Internet of Things" is experiencing a new 
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phenomenon known as the "Internet of Things." A progressive, 
fully linked world is promised by the Internet of Things, 
connecting different things and their surroundings and between 
articles and people becoming increasingly securely connected 
over time. On a basic level, it has the potential to alter how 
people perceive what it means to be "on the web." Even the 
potential is significant, and there are many obstacles to 
overcome – primarily in the areas of security and protection, 
interoperability and scales, legal problems, and human rights 
issues, including emerging economies. Consequently, it is 
necessary to recognize and address its problems while 
maximizing its benefits and minimizing its risks. Answers for 
enhancing the optimal use of IoT while also minimizing the 
risks cannot be found by being involved in a heated debate that 
pits the benefits of IoT against the concerns of cybersecurity. 

There are numerous obstacles to overcome when it comes 
to the Internet of Things, including intensity, data transmission 
capacity, flexibility, security, and protection. Predefined 
security arrangements at each tier are nevertheless vulnerable 
to security-related attacks, even though they have been 
strengthened. Because of their openness and multi-tenancy, 
cloud storage systems are susceptible to a wide range of 
security vulnerabilities. This suggested solution provides data 
security for data saved in cloud storage and data in various 
states such as underuse, rest, and transit, among others. 
Creating a secure medical picture archive on the cloud is the 
driving force behind this project. It is crucial to highlight that 
the Hopfield attractor is an important component of the 
surveillance system for medical images stored in the cloud, and 
its fitness is also validated using standard metrics. The 
proposed research utilized a Hopfield attractor to confuse 
pixels, followed by diffusion, and the findings demonstrated 
that the system was resistant to additional attacks. 

REFERENCES 
[1] Asadi S, Nilashi M, Husin ARC, Yadegaridehkordi E (2017) Customers 

perspectives on adoption of cloud computing in the banking sector. Inf 
Technol Manag 18:305–330. 

[2] Dana Halabi, Salam Hamdan, “Enhance the security in smart home 
applications based on IoT-CoAP protocol. 

[3] Domer B, Fest E, Lalit V, Smith IFC (2003) Combining dynamic 
relaxation method with artificial neural networks to enhance simulation 
of tensegrity structures. J Struct Eng 129:672–681. 
https://doi.org/10.1061/(ASCE)0733-9445(2003)129:5(672). 

[4] Himanshu Gupta, GarimaVarshney, “A Security Framework for IoT 
devices against wireless threats, second international conference on 
telecommunication and networks, 2017. 

[5] Jin HyeongJeon, Ki-Hyung Kim, "Blockchain-based data security-
enhanced IOT server platform, IEEE ICOIN, 2018. 

[6] Kohonen T (1988) An introduction to neural computing. Neural Netw 
1:3–16. https://doi.org/10.1016/0893-6080(88)90020-2. 

[7] Maria Almulhim, Noor Zaman, “Proposing secure and the lightweight 
authentication scheme for IoT based E-health applications” International 
conference on advance communication technology; 2018. 

[8] Mourad Talbi and Med Salim Bouhlel, “Application of a Lightweight 
Encryption Algorithm to a Quantized Speech Image for Secure IoT”, 
Preprints.org; 2018. DOI: 10.20944/preprints201802.0096.v1. 

[9] Muhammad NaveedAman, KeeChaing Chua, "A lightweight mutual 
authentication protocol for IOT system, 2017. 

[10] MuhammetZekeriyaGunduz, Resul Das, “A comparison of cyber 
security-oriented testbeds for IOT based smart grids, IEEE 2016. 

[11] Nithya C, Pethururaj C, Thenmozhi K, Amirtharajan R (2020) An 
advanced framework for highly secure and cloud-based storage of 
colour images. IET Image Process. https://doi.org/10.1049/iet-ipr. 
2018.5654. 

[12] Qin K (2017) On chaotic neural network design: a new framework. 
Neural Process Lett 45:243–261. https://doi.org/10.1007/ s11063-016-
9525-y. 

[13] Qin Z, Weng J, Cui Y, Ren K (2018) Privacy-preserving image 
processing in the cloud. IEEE Cloud Comput 5:48–57. https://doi. 
org/10.1109/MCC.2018.111121403. 

[14] Shahzadi S, Iqbal M, Dagiuklas T, Qayyum ZU (2017) Multiaccess edge 
computing: open issues, challenges and future perspectives. J Cloud 
Comput. https://doi.org/10.1186/s13677-017- 0097-9. 

[15] Singh A, Chatterjee K (2017) Cloud security issues and challenges: a 
survey. J Netw Comput Appl 79:88–115. https://doi.org/ 
10.1016/j.jnca.2016.11.027. 

[16] Tang H, Li H, Yan R (2010) Memory dynamics in attractor networks 
with saliency weights. Neural Comput 22:1899–1926. 
https://doi.org/10.1162/neco.2010.07-09-1050. 

[17] Tao M, Ota K, Dong M (2017) Ontology-based data semantic 
management and application in IoT- and cloud-enabled Smart homes. 
Future Gener Comput Syst 76:528–539. https://doi.org/ 
10.1016/j.future.2016.11.012. 

[18] Dr. Ranga Swamy Sirisati, M Vishnu Vardhana Rao, S Dilli Babu, Dr. 
M.V.Narayana, “An Energy effecient PSO based Cloud Scheduling 
Strategy”, Lecture Notes in Networks and Systems book series (LNNS, 
volume 171) Springer, Singapore, Print ISBN 978-981-33-4542-3, 
Online ISBN 978-981-33-4543-0, DOI: https://doi.org/10.1007/978-
981-33-4543-0_79, - pp: 749-760. 

[19] Thomas Maurin, Laurent, George Caraiman, "IoT security assessment 
through the interfaces P-SCAN test bench platform, 2018 EDAA. 

[20] Yu W, Cao J (2006) Cryptography based on delayed chaotic neural 
networks. Phys Lett Sect A Gen At Solid State Phys 356:333–338. 
https://doi.org/10.1016/j.physleta.2006.03.069. 

[21] U Shivanna, NiladriShekar Dey, K Purnachand, M V Narayana, 
Govardhana Rao I, “A Comparative Study of Famous Image 
Compression Methods Based on Bits per Pixel: A Survey”, Journal Of 
Critical Reviews, VOL 7, ISSUE 18, 2020, pp.1094-1104, ISSN-2394-
5125. 

[22] M V Narayana, “Compression, Encryption, Watermarking & 
Steganography (CEWS) Technique for Image Steganography” 
International Journal of Latest Engineering and Management Research 
(IJLEMR), Volume 3, Issue 3, PP. 20-27, (March, 2018), e-ISSN: 2455-
4847– UGC Indexed Journal- 48163. 

[23] M V Narayana, U Shivanna “A Review on Region of Interest (ROI) 
based compression Techniques for Medical Images” International 
Journal of Management, Technology And Engineering, Volume 7, Issue 
IV, APRIL/2017 PP 51-56. ISSN NO : 2249-7455 (UGC Approved 
Journal). 

[24] M V Narayana, U Shivanna “Local Features Based Image Matching 
Using Sift Algorithm” International Journal of Research, Volume 5, 
Issue 2, 2016 PP 51-55. ISSN NO : 2236-6124 (UGC Approved 
Journal). 

 

173 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Analysis of Logistics Service Quality and Customer 
Satisfaction during COVID-19 Pandemic in  

Saudi Arabia 
Amjaad Bahamdain1, Zahyah H. Alharbi2, Muna M. Alhammad3, Tahani Alqurashi4 

Management Information Systems Department, King Saud University, Riyadh, Saudi Arabia1, 2, 3 

Common First Year Deanship, Computer Science Department, Umm Al-Qura University, Makkah, Saudi Arabia4 

 
 

Abstract—Logistics companies' success is inextricably linked 
to the quality of their services, particularly when dealing with 
customer issues. Nowadays, social media is the first place that 
users turn to in order to express their thoughts on services or to 
communicate with customer service representatives to resolve 
problems. Businesses can retrieve and analyze these data to gain 
a better understanding of the factors that affect their operations, 
both positively and negatively. During the COVID-19 pandemic, 
we conducted a sentiment analysis to assess customer satisfaction 
with logistics services in Saudi Arabia's private and public 
sectors. Using a lexicon-based approach, 67,124 tweets were 
collected and classified as positive, negative, or neutral. A 
support vector machine (SVM) model was used for classification, 
with an average accuracy of 82%. Following that, we conducted a 
thematic analysis of negative opinions in order to identify the 
factors that influenced the effectiveness and quality of logistics 
services. The findings reveal five negative themes: delay, 
customer service issues, damaged shipments, delivery issues, and 
hidden prices. Finally, we make suggestions to improve the 
efficiency and quality of logistics services. 

Keywords—Logistics services; sentiment analysis; lexicon-
based approach; SVM; sentiment classification 

I. INTRODUCTION 
Logistics adds value by meeting customers’ delivery needs 

in a cost-effective manner [1]. As a result, logistics service 
performance represents a provider’s ability to consistently 
deliver requested products within the specified time frame and 
at an acceptable cost [2, p. 34]. This means that the quality of 
the provided logistics services can be considered the most 
significant success guarantor of a logistics business [3]. It 
increases customer satisfaction, which in turn increases the 
business’s profitability and competitive advantage [4]. 
Customer satisfaction will determine whether or not customers 
make further purchases or refer the business to others [5]. 

People rely heavily on social media for information, news, 
and entertainment. Twitter and other social media platforms 
are growing in popularity because they provide easy access to 
real-time posts on a daily basis. Tweets and mentions on 
Twitter contain information about current events, news, user 
opinions, and reviews. These data are useful to businesses 
because they allow them to better understand user preferences, 
improve their services, and increase customer satisfaction. 
Twitter provides an Application Programming Interface (API) 
through which researchers, developers, and business owners 

can obtain data to analyze and learn more about topics of 
interest to them. Sentiment Analysis is the process of 
extracting, analyzing, and distinguishing opinions or emotions 
from text [6]. It is a branch of natural language processing 
(NLP) research. Sentiment analysis is currently used to 
analyze data posted on social media platforms or websites in 
order to determine opinions, attitudes, or emotions about 
businesses, products, or services. These classifications are 
beneficial to business owners because they allow them to 
identify their strengths and weaknesses in order to improve 
future services and thus increase profits. To the best of our 
knowledge, no previous studies have used Twitter users' 
opinions to analyze customer satisfaction with logistics 
services in Saudi Arabia during the COVID-19 pandemic. 
Therefore, this study aims to fill this gap and to achieve the 
following objectives: 1) to investigate customer satisfaction 
with logistics services during COVID-19 in Saudi Arabia by 
analyzing customer opinions; and 2) to identify the elements 
of logistics service quality that influence customers’ 
sentiments toward logistics service providers. 

The following is how the paper is structured. First, we 
review the relevant literature, and describe the methods 
employed to collect the data and conduct the analysis. The 
results are presented, followed by a discussion of the results. 
Finally, the managerial implications of the findings and future 
research directions are explored. 

II. LITERATURE REVIEW 
This section begins by reviewing logistics service quality 

and customer satisfaction. Second, we discuss the various 
tools, methods, and results of sentiment analysis studies that 
have used Arabic tweets. We also review how researchers 
have used sentiment analysis to investigate customer 
satisfaction. 

A. Logistics Service Quality and Customer Satisfaction 
Customer satisfaction is defined as the perceived 

difference between prior expectations and actual product or 
service performance [7]. It is a sign that customers’ needs are 
being met in a pleasurable manner. According to some 
researchers, the ultimate goal of any organization is to meet 
the needs and achieve the satisfaction of its customers. 
Understanding the needs and expectations of customers is a 
necessary step in ensuring their satisfaction [8]. 
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The research of Parasuraman, Zeithaml, and Berry [9] 
identified five broad dimensions of service quality that 
influence customer satisfaction: dependability, receptiveness, 
assurance, empathy, and tangibles. Dependability explains the 
ability to provide the promised service consistently and 
reliably. Receptiveness represents the willingness to assist 
customers and provide prompt service. Assurance symbolizes 
employee knowledge and courtesy, as well as the ability to 
convey trust and confidence, while empathy is about 
providing caring and individualized attention to customers. 
Finally, tangibles represent the appearance of physical 
facilities, equipment, personnel, and communications 
materials. Several studies have applied these dimensions to 
identify the quality gap in logistics and to improve the services 
in order to achieve customer satisfaction. For example, [10] 
conducted a study to validate five determinants of service 
quality and to investigate the service quality-customer 
satisfaction link in the port logistics service industry in 
Vietnam. According to the findings, five factors influence the 
quality of port logistics services: responsiveness, assurance, 
dependability, tangibles, and empathy. The findings 
additionally show that the quality of port logistics services has 
a positive impact on customer satisfaction. 

Furthermore, Cho et al. [11] presented three factors of 
service quality in order to determine their effects on customer 
satisfaction, referral intentions, and loyalty. The study was 
linked to the port logistics service industry in Incheon and 
Shanghai. The result of their study showed that exogenous and 
relational quality remained important dimensions of customer 
satisfaction. According to their findings, relational quality 
included the positive attitude and professionalism of 
employees, partnership relations between the customers and 
the ports, and the ability of the port information system to 
provide timely information. However, the endogenous quality 
of services has an insignificant impact on customer 
satisfaction. 

Uvet [12] conducted a study that investigated the aspects 
of logistics services that affected customer satisfaction. These 
included timeliness, quality of personal contact, operational 
information sharing, order condition and handling of order 
discrepancies. He applied structural equation modeling (SEM) 
and confirmatory factor analysis (CFA) to examine customer 
satisfaction by utilizing the five factors of logistics service 
quality. The results showed that there are significant 
relationships between logistics service quality factors and 
customer satisfaction. Additionally, the finding of this study 
can be applied in any business to obtain competitiveness in 
logistics services. 

B. Sentiment Analysis and Customer Satisfaction 
Anastasia and Budi [13] examined Twitter opinion data to 

estimate users’ satisfaction with the GO-JEK and Grab 
companies, which provide online transportation services in 
Indonesia. From February to March 2016, they retrieved 
126,405 tweets using the Twitter API and the R programming 
language. RapidMiner was also used for data pre-processing 
and classification. The study examined the highest accuracy 
score using three classification algorithms: SVM, Naïve Bayes 

(NB), and Decision Tree. The results showed that Grab had 
higher user satisfaction than GO-JEK, and that the SVM and 
Decision Tree algorithms had the highest accuracy with a 
score of 72.97%. 

From September 2013 to February 2014, Gitto and 
Mancuso [14] conducted an exploratory sentiment analysis on 
passenger review data extracted from a blog called “Airport 
Reviews” on the SKYTRAX website. Their study looked at 
customer satisfaction for both aviation and non-aviation 
airport services. The study looked at five international airports 
in Europe: Amsterdam Schiphol, Frankfurt, London 
Heathrow, Madrid Barja, and Paris Charles de Gaulle. The 
researchers used KNIME, an open-source platform for data 
analytics, and Semantria, which uses a dictionary base and a 
machine learning technique, to conduct sentiment analysis and 
to detect positive, neutral, or negative sentiments. According 
to the findings, non-aviation services such as food and 
beverage and the shopping area had the greatest influence on 
passenger satisfaction levels. Non-aviation services received 
approximately 55% positive feedback, while aviation services 
received only 33%. 

Bhattacharjya et al. [15] investigated the effectiveness of 
customer services on Twitter for logistics services provided by 
e-retailers. The study looked at conversations between 
customers and businesses rather than individual tweets to 
investigate the effectiveness of customer services. A large 
sample of 203,349 tweets from e-retailers was collected, as 
well as a random sample of logistics conversations. After data 
preparation and cleansing, a total of 16,998 tweets were 
analyzed. According to the findings, e-retailers and logistics 
service providers mostly redirect customers to other channels 
to solve their problems, while ignoring their customers’ needs 
to find solutions and get their issues resolved on Twitter. The 
findings also revealed a lack of interaction between e-retailers 
and logistics service providers over providing effective 
customer service. 

Ahmadi et al. [16] performed a sentiment analysis on 
public service conversations in a hospital in Yogyakarta, 
Indonesia. The study created the “Kata Kita” product to 
translate conversations into text and to help deaf people 
communicate with service personnel by displaying the text on 
the screen. Customer satisfaction was also evaluated. The 
study combined NLP with K-nearest neighbors (KNN) and the 
term frequency-inverse document frequency (TF-IDF) 
algorithm to classify conversations as “satisfied” or 
“dissatisfied”. The results showed 74.00% accuracy, 76.00% 
precision, and 73.08% recall. 

This literature review demonstrates that researchers all 
over the world have been focusing on customer opinions in 
order to better understand customers and the factors that 
influence their satisfaction. Furthermore, due to the 
significance of this type of analysis and the scarcity of studies 
using sentiment analysis to analyze Arabic tweets to 
understand customers’ satisfaction with logistics services, this 
study will analyze customers’ opinions of logistics services 
during the COVID-19 pandemic. 
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C. Arabic Sentiment Analysis 
Several studies have used Arabic sentiment analysis to 

gain a better understanding of various phenomena. Aldayel 
and Azmi [17], for example, proposed a hybrid approach that 
combined a lexicon-based technique with machine learning 
techniques to develop a sentiment analysis of Arabic tweets 
retrieved via Twitter’s API that addressed social issues in 
Saudi Arabia. They used data cleaning, normalization, stop-
word removal, an n-gram model to remove repeated letters, 
and a light stemmer for Arabic text stemming during the pre-
processing phase. The training data were labeled using a 
lexicon-based classifier, and the classification model was built 
using an SVM classifier. According to the study’s findings, 
the hybrid approach achieved an F-measure of 84% and an 
accuracy of 84.01%. 

Al-Ghaith [18] created the SaudiSentiPlus, a Saudi dialect 
lexicon that includes a translation of English sentiment 
lexicons as well as 7,139 terms manually extracted from Saudi 
tweets. The dataset’s polarity classification was carried out 
manually by three annotators who were Arabic native speakers 
and Saudis. They divided the dataset into three categories: 
positive, negative, and neutral. For each classification, the 
output was 300 labeled tweets. The study conducted an 
experiment to assess the performance of the SaudiSentiPlus 
lexicon, using 971,000 tweets from Saudi dialect hashtags as a 
testing dataset. The accuracy of their results was 81%, which 
is considered very good. 

Al-Horaibi and Khan [19] proposed a sentiment 
classification system based on a combination of Arabic and 
English sentiment lexicons. A total of 14,984 tweets were 
collected from Twitter using the Twitter API and the Python 
Tweepy2 library. The tweets were pre-processed by the 
researchers, who removed @usernames, hashtag signs, 
symbols, numbers, non-Arabic letters, and re-tweets. 
Following the cleaning process, a total of 3,200 tweets were 
produced, and these were annotated by two native Arabic 
annotators. The researchers only used 2,000 tweets because 
the remaining tweets created uncertainty. There were 634 
positive tweets, 675 negative tweets, 691 neutral tweets, and 
26,349 tokens in total. A classification semantic approach that 
used the Arabic Sentiment Lexicon (ArSneL) and the English 
SentiWordNet lexicon was then employed. The findings 
indicated that there was a need to improve Arabic stemmer 
tools by including more roots to support the search process. In 
addition, the Arabic spelling correction tools needed to be 
improved, and more words needed to be added. 

Al-Hussaini and Al-Dossari [20] proposed a sentiment 
analysis approach based on a lexicon that included a Saudi 
dialect lexicon. The lexicon was built using a semiautomatic 
building technique, with the lexicon being built manually after 
the data were collected from Twitter. Then, two lists were 

manually constructed: one with the most frequently occurring 
positive sentiment words; and the other with the most 
frequently occurring negative sentiment words. The lexicon 
was divided into two columns: words and their polarities. 
Following classification, there were 762 positive 
words/phrases with a +1 value and 662 negative 
words/phrases with a -1 value. The results show that the 
developed Saudi dialect lexicon helped to improve the 
sentiment labeling of Arabic tweets. 

III. RESEARCH METHODOLOGY 
In this section, we will present our Arabic sentiment 

analysis methodology, which consists of four phases: data 
collection, data pre-processing, lexicon-based classification, 
and sentiment analysis. Fig. 1 illustrates the implemented 
Arabic sentiment analysis methodology, and the following 
sections explain each stage in more detail: 

A. Data Collection Phase 
The Python Tweepy2 library was used to extract tweets 

from the Twitter API. In total, 67,124 tweets were collected 
that mentioned public and private logistics companies. These 
included Aramex, DHL, Fetchr, Naqel, SMSA, and Saudi 
Post. The retrieved tweets were tweeted during the surge of 
the COVID-19 pandemic, precisely from June to September 
2020. 

B. Data Pre-processing Phase 
The data pre-processing phase consists of three successive 

stages: text cleaning, tokenization and stemming. In the text 
cleaning, a number of steps were performed as follows: 

• Removing irrelevant tweets that includes ads and were 
not related to our task. 

• Removing non-Arabic letters, including numbers, 
symbols, the hashtag sign and emojis as they are not 
part of the analysis. 

• Replacing “@username”, “www.” and “https?://” with 
empty strings. 

• Removing the punctuation. 

• Eliminating character repetition in a word by replacing 
it with a single character, such as “وییییییین شحنننننتي” 
which is replaced with “وین شحنتي”. 

• Normalizing some characters, including “إ“,”أ”, and “آ” 
with “ا”, the “ة” character with “ه”, the “ى” character 
with “ي”, and the character “ؤ” with “و”. 

• Removing stop words, the standard Arabic stop words, 
provided by the Natural Language toolkit (NLTK) 
library, were used. 
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Fig. 1. The Implemented Arabic Sentiment Analysis Methodology. 

Then, we split the text into tokens or words using NLTK 
tokenization1. 

Finally, for the stemming step, we used an Arabic light 
stemmer called ISRI Arabic Stemmer [21] to remove prefixes 
and suffixes in order to obtain the root of words. The output of 
the stemmed words, however, was rooted into three-character 
words, making the majority of the words unreadable or 
without meaning. As a result, we did not proceed with the 
stemming step. According to Albraheem and Al-Khalifa [22], 
stemming may be ineffective for Arabic dialects as most 
words lack roots or have roots with more than three 
characters. Another study [23] confirmed that Arabic dialect 
does not receive adequate processing in Arabic sentiment 
analysis because Arabic dialectal varieties necessitate 
advanced pre-processing and lexicon-building steps. 

C. Lexicon-based Classification Phase 
For sentiment analysis, a lexicon-based approach was 

used. First, an Arabic lexicon was needed to label the data 
before applying the classifier algorithm. There are few Arabic 
lexicons available, and it is difficult to find one that includes 
Saudi dialects. Only two studies, [24], [25], were discovered 
that constructed the Arabic lexicon with Saudi dialects in 
mind. Therefore, we updated the lexicon created by [18] for 
categorizing tweets as “positive” or “negative” by including 
words related to logistics services in each list. The resulted 
lexicon contained approximately 6,500 words. The lexicon 
was then applied to assign polarity scores to each word in the 
tweets: either 1, 0, or -1 according to whether they were 
positive, neutral, or negative, respectively. Following that, 
each tweet was labeled based on its maximum polarity scores, 
and when a tie occurred it was labeled as neutral. For instance, 
if a tweet contained three negative and two positive words, it 
was labeled as negative, and vice versa. It was otherwise 
labeled as neutral. 

Second, the feature extraction step was performed on our 
dataset. This step aims to extract numerical features from text 
data to make it more suitable for a classification algorithm. 
We used the TF-IDF algorithm, which increases the weight of 
rare words, while diminishing the weight of words that occur 
frequently in the dataset. 

1NLTK (Natural Language toolkit) tokenization is the process of dividing 
large text into smaller parts called tokens. 

After that, SVM was used to build the sentiment classifier 
model. SVM makes use of a learning algorithm that is based 
on statistical learning theory and optimization theory. It 
enables the computer to learn how to perform classification 
and regression tasks, to improve prediction accuracy, and to 
avoid the drawbacks of overfitting [26]. The main idea behind 
SVM is to find the hyper-plane that divides document vectors 
into two distinct classes [27]. According to several previous 
studies, SVM performs well with Arabic text. For example, 
[28] tested three different classification algorithms, the NB, 
SVM and KNN classifiers, and they found that the SVM 
classifier outperformed the other classifiers in terms of the 
precision measure. Another study confirming the ability of 
SVM to classify Arabic tweets was [29]. The authors tested 
six different classification algorithms: SVM, KNN, NB, 
Neural Network, and two Decision Tree algorithms including 
J48 and C5.0. They concluded that SVM outperformed the 
other tested classifiers. Moreover, they showed that using the 
SVM classifier without any stemming on Arabic text was 
better than other stemming methods [23]. Therefore, it was 
deemed to be suitable for this research. 

D. Experimental Setup 
 We used the train test split () function from the Python 

library SciKit-learn to split the dataset into 70% for training 
and 30% for testing during the training phase. The data were 
then subjected to a 10-fold cross-validation to ensure their 
accuracy and to prevent overfitting. The data were divided 
into ten parts in the cross-validation method. The first run 
included nine parts for training and one for testing. Another 
part was used for testing in the next run, while the remaining 
nine parts were used for training. The final accuracy is the 
mean of the accuracies obtained from the ten runs. The SVM 
classification model then predicted the sentiments of the 
tweets using the predict function to put the classification 
model to the test. 

IV. SVM PERFORMANCE EVALUATION 
To assess the performance of the SVM classifier, we 

employed a variety of evaluation metrics that can fairly judge 
the model and assess its performance. Accuracy, recall, and 
precision were calculated and Table I presents these results for 
SVM while Table II shows classification performance by 
sentiment polarity. The average accuracy of the SVM 
classifier in this study was 82%. The results show that SVM 
has a superior ability in 3-class classification because it can 
distinguish among classes of sentiment polarity. 
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TABLE I. RESULT OF SVM MODEL 

Classifier  Accuracy Precision Recall F1 

SVM 0.82  0.81 0.80 0.80 

TABLE II. RESULTS OF CLASSIFICATION PERFORMANCE BY SENTIMENT 
POLARITY 

Classifier  Polarity Precision Recall F1 

SVM 

Neutral  0.74 0.73 0.73 

Positive 0.82 0.80 0.81 

Negative 0.86 0.88 0.87 

V. THEMATIC ANALYSIS RESULTS 
After identifying positive and negative tweets, we 

conducted a thematic analysis of negative opinions in order to 
identify the factors influencing the quality of logistics 
services. We used Python to search for codes in the tweets and 
to then identify the most frequently occurring themes. As a 
result, five negative opinion theme categories emerged. These 
themes are: customer support issues, damaged shipments, 
delay, delivery issues, and hidden prices. Table III displays the 
negative themes, along with the percentage of occurrences in 
the entire dataset. 

A. Customer Support Issues 
Customers reported a variety of problems related to 

customer support, including a lack of support from customer 
service representatives and poor service from delivery drivers. 
For example, 5.7% of the tweets were associated with bad 
customer service. Many customers complained that customer 
service representatives were unable or unwilling to resolve 
their issues – some of the linked tweets are given below (note: 
translated from Arabic): 

“I want to file a complaint about your company, I have 
been waiting for my shipment for two months and I contacted 
you and you replied to me, we are working to follow up the 
request, and I did not see anything.” 

“Unfortunately, I submitted a complaint without any 
concern and care from you.” 

“I filed a complaint and the matter was neglected as if it 
was an unimportant report and they did not contact me till 
now.” 

“I sent complaints till I got bored, yet no one answers.” 

TABLE III. NEGATIVE THEMES 

Themes Occurrences  Percentage 

Customer Support Issues 2765 5.7% 

Delay 1986 4.0% 

Damaged Shipments 511 1.0% 

Delivery Issues 4736 9.7% 

Hidden Prices 756 1.5% 

B. Delay 
Approximately 4% of the negative tweets showed negative 

attitudes toward delayed shipment. Customers complained that 
their shipments were either late or had never arrived. Some 
examples of these complaints are as follows: 

“I hope the problem will be solved, two months have 
passed, and my shipment has not arrived yet.” 

“My shipment was supposed to be shipped on August 1, 
but it was not shipped, and you were 10 days late for the 
supposed delivery date.” 

C. Damaged Shipments 
About 1% of the negative tweets were related to receiving 

damaged shipments. Customers complained that their 
shipments had been damaged, broken, opened, or expired. 
Here are some examples of these tweets: 

“I received my shipment very late. And I received it with 
damaged products, spilled products, and the shipment arrived 
in a very bad condition ... Who will compensate me for the 
damage?” 

“65 days delay and the shipment arrived opened and 
dirty.” 

“I inform you that my shipment arrived after delaying 
three days of calling today at 1pm, the temperature was 47 
degrees Celsius. The car was not air-conditioned, and the box 
was at a high temperature, noting that the shipment contains 
vitamins, shampoo and makeup that does not bear the heat, 
and it has been spoiled.” 

D. Delivery Issues 
About 9.7% of the data showed negative opinions about 

delivery issues. Customers mentioned that they faced many 
issues with the delivery driver while delivering their shipment. 
Many customers complained that the delivery drivers were 
unreachable. Some examples of customer’s complaints are as 
follow: 

“A company like you should employ respectable 
employees who know how to deal with customer ... 
unfortunately your delivery driver was very bad and 
disrespectful today. He calls and raises his voice and talks 
with impoliteness to deliver the shipment! It is your duty to 
deliver the shipments to their owners!!” 

“Respond to me first and find my shipment!! My shipment 
has arrived two months ago, and the delivery driver did not 
answer my calls, and his mobile was locked.” 

“I shipped my shipment through express mail and paid 
extra money to deliver the shipment faster ... in the end I did 
not receive the shipment for two weeks.” 

Customers also complained about missing items in their 
shipments, lost shipments, delivering to the wrong location, 
and failing to provide the promised door-to-door service. See 
the examples below: 
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“I’ve called and you told me that my shipment was lost, 
and I've contacted you 3 months ago, and I’ve been told that 
you will communicate with me, but nothing happened.” 

“Unfortunately, they charge large fees for shipping 
shipments, and deliveries are delayed and their shipments 
arrive incomplete! I have a shipment about two weeks ago, 
and today it arrives incomplete.” 

“A paid shipment arrived two weeks ago and arrived at the 
wrong address. I contacted you 3 times to change the location 
and deliver it to my home, and there is no response!” 

 “The delivery driver left my shipment with negligence at 
the end of the street and not in front of the door of the house 
and went, which indicates the lack of integrity of the company 
representative!” 
E. Hidden Prices 

Customers were dissatisfied with shipment companies’ 
hidden fees. Approximately 1.5% of the data showed negative 
attitudes toward extra charges and taxes. The following are 
some examples: 

“Your representative asked me to pay an additional 
delivery fee, or he will return my shipment. I refused to pay, 
and he refused to deliver.” 

“Why pay 30 riyals for the delivery fee? I’ve paid for the 
order shipping fee earlier!” 

VI. DISCUSSION AND RECOMMENDATIONS 
Based on the above results, it is clear that logistics service 

providers in Saudi Arabia need to improve their service 
quality to maintain their credibility and reputation, and to gain 
customers’ trust. The domain of logistics services in Saudi 
Arabia is still immature, although significant changes have 
taken place in the last decade. Logistics service providers 
should try to gain competitive advantages over others by 
providing high-quality services that distinguish them from 
others [12]. 

Communication between the customer and employees is 
highly important during service delivery in terms of meeting 
customers’ expectations [12]. Logistics service providers 
should offer a variety of customer support mechanisms, such 
as instant messaging with chatbots to answer frequently asked 
questions, change the location details, or reschedule delivery 
dates [30]. It is also critical to provide real-time support with 
customer service representatives in order to resolve customer 
issues [31], [32]. In addition, logistics service providers 
should provide temperature-controlled vehicles and dry gel 
packs for fragile shipments in order to avoid damage to goods 
[33]. 

Logistics service providers should make certain that 
customers are always kept up to date on the status of their 
shipments and any delays. Radio Frequency Identification 
(RFID) can be used by logistics service providers to provide 
real-time data about shipments, allowing them to know 
exactly where the shipment is from start to finish. RFID can 
improve shipment visibility, prevent shipment loss, prevent 
delivery to the incorrect destination, and reduce customer 
frustration caused by shipment delays by providing them with 

a real-time delivery plan. RFID also reduces the amount of 
effort and time required to resolve these issues [34]. 

To resolve issues with unclear fees, transparency should be 
increased by creating an informed list that shows the shipping 
process, information required from customers, and a detailed 
bill. This procedure will save time and money while also 
increasing customer satisfaction [35]. Additionally, to mitigate 
the impact of delayed shipments on customer satisfaction 
during peak times, logistics service providers can offer 
customers discount coupons as a form of compensation for the 
delays and to reduce their disappointment and anger [36]. 
With regard to delivery drivers, logistics service providers’ 
systems should allow customers to rate their experience with 
the delivery drivers. This would allow the company to identify 
and control drivers’ behavior, improve the service quality, and 
ensure customer satisfaction [37]. In addition, the system 
could increase employee loyalty by providing bonuses to the 
highest-ranking employees [38]. 

VII. CONCLUSION 
In this paper, we have evaluated the quality of logistics 

services during the COVID-19 pandemic in Saudi Arabia by 
analyzing customers’ opinions. Sentiment analysis was 
performed to analyze customers’ opinions expressed via the 
Twitter platform. Specifically, an SVM classifier was applied 
to predict the sentiment polarity of customers’ opinions; this 
resulted in 82% accuracy, 81% precision, and 80% recall. Our 
findings revealed that the majority of the opinions were 
negative. Further investigation using thematic analysis 
revealed a number of themes representing factors that had a 
negative impact on the quality of logistics services. Based on 
the findings, we developed a set of recommendations to help 
logistics service providers improve their service quality. We 
intend to expand the lexicon by adding more Saudi dialects in 
the future, as well as broadening our approach to analyzing 
customer reviews on apps. This will allow us to assess 
companies’ strengths and weaknesses and to assist them in 
improving the quality of their services via their apps. 
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Abstract—Class imbalance problem become greatest issue in 
data mining, imbalanced data appears in daily application, 
especially in the health care. This research aims at investigating 
the application of ensemble model by intelligence analysis to 
improving the classification accuracy of imbalanced data sets on 
prostate cancer. The primary requirements obtained for this 
study included the datasets, relevant tools for pre-processing to 
identify the missing values, models for attribute selection and 
cross validation, data resembling framework, and intelligent 
algorithms for base classification. Additionally, the ensemble 
model and meta-learning algorithms were acquired in 
preparation for performance evaluation by embedding feature 
selecting capabilities into the classification model. The 
experimental results led to the conclusion that the application of 
ensemble learning algorithm on resampled data sets provides 
highly accurate classification results on single classifier J48. The 
study further suggests that gain ratio and ranker techniques are 
highly effective for attribute selection in the analysis of prostate 
cancer data. The lowest error rate and optimal performance 
accuracy in the classification of imbalanced prostate cancer data 
is achieved using when Adaboost algorithm is combined with 
single classifier J48. 

Keywords—Ensemble model; intelligence analysis; 
classification of imbalanced data; prostate cancer 

I. INTRODUCTION 
This Prostate cancer is among the leading causes of death 

in men worldwide. The prostate is a glandular structure located 
in the male productive system and its functions is to promote 
spermatic health and enhance fertility by adding a nutrient-rich 
alkaline fluid to the semen [1]. Malignant tumors that lead to 
prostate cancer state to develop when the rate of cell 
multiplication is higher than cell death. This alters the genetic 
structure leading to mutations and tumor metastasis on the 
urothelial lining. Compared to other glands, the prostate has a 
higher malignancy rate due to the heavy reliance on the 
androgenic signaling of hormones such as testosterone, 
abnormal Gli-1 oncogene expression, and Sonic Hedgehog 
(Shh) expression, which stimulate cellular proliferation and 
stromal tumor growth. The process in which prostate cancer 
develops is known as Prostatic Intraepithelial Neoplasia (PIN) 
While most research studies on the pathogenesis of prostate 
cancer report inconclusive findings, etiological factors such as 

genetic inheritance and family history, vasectomy, 
environmental carcinogens, low carotenoid intake, and high 
intake of saturated fats and other unhealthy dietary/lifestyle 
habits are known to increase the risks significantly. 

Prostate cancer is classified as a carcinoma since its 
malignancy develops primarily from the epithelium lining of 
the peripheral glandular tissue. The epithelial structure of the 
prostate gland is composed of three cell types including rare 
neuroendocrine cells, basal cells, and luminal cells, which are 
responsible for the expression of androgen receptors, secretion 
of glycoprotein prostate specific antigen (PSA) and prostatic 
fluids [1]. Research studies suggest that prostate tumors that 
initially form from the luminal cells metastasize more rapidly 
compared to those from the basal cells due to the alteration of 
epithelial stromal tissues and the damage of glandular 
structure. The accuracy of clinical interventions such as the 
classification of diagnostic data from cancer tissues is 
influenced by a range of factors including the extent of cellular 
differentiation on histology and cyclic biochemical recurrence 
risk. Accurate classification of diagnostic data significantly 
influences the efficacy of treatment intervention through timely 
detection based on the Tumor, Nodes and Metastasis 
framework. 

Data classification techniques for the diagnostic data are 
subject to structural imbalances and errors due to factors such 
as the underlying assumptions of evenly distributed training 
datasets. The classification approaches are highly vulnerable to 
bias when implemented on training data sets with severely 
imbalanced distribution. Insights from imbalanced training data 
sets may have severe practical implications on the associated 
decision outcomes. However, the problem of imbalanced data 
distribution is fairly common in real-world scenarios, 
especially when target classes lack uniform distribution across 
multiple class levels [2] . Data set imbalances occur when 
major classes have more instances and minor classes have 
relatively fewer instances. The classification of data sets with 
imbalanced distributions is a major challenge that has not been 
fully solved even by advanced machine learning algorithms 
with mathematical model mapping and computational 
prediction capabilities for identifying embedded data patterns 
[3]. 
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This paper develops multiple potential approaches based on 
algorithmic modification, feature selection, ensemble learning, 
cost-sensitive learning, and sample selection methods to 
address the challenges of imbalanced distribution in learning 
data sets. 

A. Production Statement 
Class imbalance is the most occurring and potentially risky 

analytics issue, especially in the data mining of unstructured 
sets from healthcare systems and processes due to the high 
likelihood of some classes having larger sample sizes 
compared to others [4]. A significant number of the current 
data mining techniques are structurally designed to ignore 
misclassification risks on minor samples while focusing on the 
classification of major samples. The accuracy of data 
classification techniques is impeded by factors such as data 
imbalances coupled with uneven distribution and sample size 
differences from one class to another. As a result, traditional 
classification algorithms are highly unreliable and unsuitable 
due to high risks of bias and inaccuracy. This explains to need 
to determine and test whether a data classification model based 
on machine learning ensemble is capable of delivering 
comparatively higher levels of accuracy [5]. 

B. Research Questions 
This research seeks to answer the following questions; 

1) Can the implementation of machine learning ensemble 
model to data classification improve the classification of 
imbalanced data sets for prostate cancer management? 

2) Is the application of resampling techniques based on 
machine learning reliable in optimizing and improving 
classification accuracy in imbalanced data sets for prostate 
cancer management? 

This research paper is organized in sections including a 
review of recently published literature on classifiers and 
prostate cancer for comparisons with related studies in both 
fields in Section II, a detailed description of the experimental 
procedure, methodology, imputation process , and the general 
set up in Section III, and the evaluation of experimental results 
in Section IV. Finally, Section V of this research paper 
discusses conclusions based on the experimental results and 
provides recommendations for future studies. 

II. LITERATURE REVIEW 
This section provides a conceptual description of data 

mining with relation to techniques such as ensemble learning 
and resampling to investigate the implications of data 
classification accuracy on the management of prostate cancer, 
including a review of recently published literature on classifiers 
and prostate cancer for comparisons with related studies in 
both fields. 

A. Prostate Cancer 
According to 2021 prevalence statistics by the American 

Cancer Society, prostate cancer is the second most prevalence 
type cancer after skin cancer among men in the United States 
with approximately 248,530 new reported cases and about 
34,130 deaths [6]. Data further shows that one in every 8 men 
develops prostate cancer, especially among adults aged above 

65 of African ethnicity. Prostate cancer is ranked as having the 
seconding highest death rate from lung cancer in American 
males. Statistical estimates suggest that in a sample population 
of 41, one man dies of prostate cancer [6]. In addition to age, 
other risk factors for prostate cancer in men include family 
history through genetic inheritance, ethnicity (60% more risk 
among blacks), and lifestyle factors such as diet, smoking, and 
level of physical activity [6]. Early detection of prostate cancer 
is linked to significantly higher chances of survival and 
longevity. Studies suggest that timely detection of prostate 
cancer plays a significant role in the effectiveness of treatment 
interventions hence the need for various interventions to 
promote the identification and detection of early symptoms. 

B. Data Mining Process 
Data mining techniques are applied used to extract trends 

and patterns through the Knowledge Data Discovery process 
(KDD) [7]. The extraction of patterns among multiple variables 
depends on data mining techniques, which may be predictive 
or descriptive. Predictive data mining methods provide a 
generalized description of the data attributes while predictive 
data mining uses historical data to make accurate trend forecast 
[8]. 

Data Mining software are designed analyze data on the 
basis of parameters such as sequence analysis (a pattern in 
which events are interdependent), degree of association (where 
events defined by the datasets are interconnected), clustering 
(where data with identical patterns are grouped), and 
classification (where predefined variables are used to identify 
new patterns) [9]. 

C. Data Mining Techniques 
The flow diagram shown in Fig. 1 provides a description of 

various techniques for data mining and retrieval based on 
regression, classification, clustering, and association [10]. 

D. Classification Techniques 
The classification approach to data mining in healthcare 

entails predicting and grouping a data set in sample class 
categories [11]. This provides important insights for the 
identification of unique disease patterns that associate certain 
risk factors to a patient population through supervised learning 
[12]. Binary classification is a technique where the risk factors 
are classified as either ‘high’ or ‘low’ while multiclass 
technique involves more than two classes for example ‘high’, 
‘medium’, or ‘low risks’ [8]. The data is further divided into 
classes; training and testing datasets, which are used to predict 
the possible outcomes from a historical event. 

 
Fig. 1. A Flow Diagram Illustration of Data Mining Techniques. 
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1) Decision tree: Decision trees are used as classifier 
representations and are constructed using data to solve research 
problems such that attribute tests are denoted by non-leaf nodes 
and test outcomes denoted by branches while leaf nodes are 
assigned particular class levels [8]. Decision tree analysis is 
used by researchers to determine conditional probabilities for 
optimal decision making and class separation based on 
information gain. In the healthcare field, decision trees are used 
in the classification discrete values due to the ability to process 
nominal and numeric attributes while adjusting missing data 
values. 

2) Support Vector Machine (SVM): Support vector 
machine is an advanced classification algorithm for linear and 
non-linear data sets. It is applied in the transformation of 
original training data to higher dimensions at which an optimal 
hyperplane that separates class instances can be determined. 
Support and marginal vectors provide a framework for 
determining the hyperplane in SVM subject to the kernel 
metric C = J [13]. 

3) Meta learning classifier: This is a classification 
approach in which historical data is used as a learning set using 
algorithms such as the random subspace, adaboost, and 
bagging. The adaboost algorithm is applied to improving the 
classification accuracy by performing multiple iterations to 
cluster weak learning algorithms and modifying the accuracy 
parameters, especially in imbalanced or misclassified sets. 
Adaboost algorithm is implemented as shown in Fig. 2 [14]. 

The bagging algorithm is implemented through boostrap 
aggregation, which involves deriving base classifiers from the 
decision tree. Boostrap samples D1, D2, …Dn are selected 
from a data set D provide the base classifiers C1, C2, … Cn 
[15]. Supposing that an optimal number of votes are assigned 
to a class for randomly selected labels, then the algorithm 
extracts training object and classifier sets for bootstrapping 
after which an integration process based on majority voting 
takes place [16]. The implementation procedure for the 
bagging algorithm is illustrated in Fig. 3. 

Ensemble learning technique describes a process in which 
multiple classifiers are trained to generate decision insights 
based on different classifiers through random subspace, 
bagging, and boosting approaches for increased performance 
[17]. The most common ensemble learning approaches include 
weighted averages, majority voting, and simple averages. 
Ensemble techniques combines multiple classifiers in 
determining the optimal classification model from different 
sub-models comprising of a base classifier layer and meta-
classifier layers, which make accurate predictions [17]. 

 
Fig. 2. The Implementation Stages of Adaboost Algorithm. 

 
Fig. 3. The Implementation Stages of Bagging Algorithm Ensemble 

Learning [15]. 

4) Attribute subset selection: Attribute selection 
techniques play a significant role of data reduction for more 
efficient analysis in the data mining process. When data sets 
have many attributes, attribute selection is used to determine 
those that align to the cost of data analysis and utility for the 
easier discovery of patterns. Filter and wrapping categorization 
methods are used in evaluate the estimation accuracy of the 
learning algorithm [18]. 

5) Resampling, oversampling, and under sampling 
method: Data mining techniques are applied in healthcare to 
identify emerging trends from unstructured data sets. 
Resampling methods combine multiple approaches, which 
include the Random-oversampling of minor data classes, 
random oversampling of major classes hence providing 
solutions to sample distribution problems. Under-sampling 
removes data imbalances through the random elimination of 
major classes while oversampling achieves the same objective 
by replicating minor classes [19]. 

III. METHODOLOGY 
This paper utilizes an integrated methodological framework 

for literature review, dataset extract, and pre-processing to 
prepare it for analysis. The primary requirements obtained for 
this project included the datasets, relevant tools for pre-
processing to identify the missing values, models for attribute 
selection and cross validation, data resembling framework, and 
intelligent algorithms for base classification. Additionally, the 
ensemble model and meta-learning algorithms were acquired in 
preparation for performance evaluation by embedding feature 
selecting capabilities into the classification model. 

A. Dataset Description and Data Transformation 
The data used for this study was obtained from the prostate 

cancer unit at Mayo Clinic, Rochester from a sample 
population of 1144 patients whose attributes such as age, size 
of tumor, Node-caps, degree of malignancy, metastasis, and 
class were recorded. Data imbalances were detected in 808 
zero reoccurrences and 336 recurrences as shown in the 
Table I. 
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TABLE I. DATASET DESCRIPTION 

Attribute Description Attribute Type 

Tumor Swollen prostates Numeric 

Age Age of the patient Numeric 

Node Absence or presence of node Nominal 

Metastasis Tumor spread throughout the body Nominal 

Class Recurrence of risk factors Nominal 

Degree of 
malignancy Stage of cancer development Numeric 

WEKA open source software was selected to perform the 
data mining processes in this study. This tool has integrated 
data mining capabilities for clustering, regression analysis, 
classification, pre-processing, and visualization [20]. Pre-
processing was performed to ensure that the attribute types of 
each data class was either nominal or numeric and all missing 
values replaced with the computed average. Imbalance 
problems in the dataset were resolved through resampling 
techniques and the attributes were selected through a 
dimensionality reduction technique with optimal gain ratio. 

B. Classification Algorithms Selection 
The classifier algorithms selected for data mining in this 

study include J48, Neural Networks, Rep Trees, and SVM as 
the base classifiers, and meta-classifiers such as random 
subspace, boosting, and bagging, which were used in the 
building of classifier models. 

1) Decisions tree J48 algorithm: The basic algorithm 
involved processes such as the construction of decision trees 
using the top-down divide-and-conquer approach with root 
training examples based on the categorical classification of 
attributes [21]. Recursive partitioning of the heuristic measures 
was implemented under conditions that all samples are 
assigned to the same classes and leaf classification based 
majority voting for all samples [22]. 

2) Neural network algorithm: The data input is embedded 
simultaneously into input layer after which it is weighted and 
adopted to a hidden layer, which is usually arbitrary. The last 
hidden layer contains weighted outputs which form the output 
layer, which produce predictive insights about the network 
patterns [20]. A feed-forward approach is applied to the 
network such that weight cycles in the input or output units are 
not returned to their previous layer. 

3) Rep tree algorithm: This algorithm prunes the decision 
tree to allow the re-generation of the initial tree with minimal 
error. The data instances are segmented into multiple units 
such that set leaf can be assigned the lowest number of 
instances [23]. 

4) SVM algorithm: A relatively new classification method 
for both linear and nonlinear data, It uses a nonlinear mapping 
to transform the original training data into a higher dimension 
[24]. 

With the new dimension, it searches for the linear optimal 
separating hyperplane (i.e. “decision boundary”). 

With an appropriate nonlinear mapping to a sufficiently 
high dimension, data from two classes can always be separated 
by a hyperplane. 

SVM finds this hyperplane using support vectors 
(“essential” training tuples) and margins (defined by the 
support vectors). 

5) Bagging algorithm: This algorithm classifies datasets 
into training and testing categories. Multiple training sets are 
generated and replaced in iterative sequences to reduce the 
likelihood of over-fitting and control variance. 

6) Boosting algorithm: The implementation of this 
algorithm follows an iterative procedure for adaptive 
classification of training datasets, especially the misclassified 
sets. The algorithm assigns equal weights to the initial records 
N and performs automatic adjustments unit weights are 
increased in the wrongly classified datasets and increased in 
the accurately classified data sets [25]. 

7) Random subspace algorithm 

Repeat forb= 1, 2, . . . ,B. 

Choose an r-dimensional random subspace b from the 
original p-dimensional feature space X. 

Build a classifier Cb(x) (with a decision boundary Cb(x) 0) 
in b. 

Aggregate classifiers Cb(x),b=1, 2, . . . ,B, by majority 
voting for the final decision. [26]. 

C. Ensemble Learning 
Ensemble model was applied to a combination of classifiers 

to determine the point at which classification performance is 
optimal. Ensemble learning model is composed of the base 
classifier and meta-classifier layers which receive and analyze 
prediction inputs to generate the desired output. 

D. Evaluation Approach and Techniques 
The ensemble model is utilized to classify prostate cancer 

data using combined sub-classifiers to improve performance 
and accuracy. Factors such as the relative accuracy of 
measures, degree of training and simulation errors, and 
classifier performance are used to validate the model [27]. 
Recall and precision measures are used to determine the 
accuracy of classification techniques [28]. Additionally, each 
classifier is evaluated on the basis of computation time matrix, 
which shows the rate at which algorithms make correct and 
incorrect predictions compared to the actual values defined in 
the dataset [29]. The evaluation of metrics accuracy is 
illustrated in the Table II. 

TABLE II. EVALUATION OF CONFUSION METRICS ACCURACY 

 Positive Prediction 
Class 

Negative Prediction 
Class 

Real Class Positive True Positive  False Negative 

Real Class Negative False Positive True Negative 
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True Positive: Accurate classification of recurrence 
instances. 

True negative: Inaccurate classification of no-recurrence 
instances. 

False positive: Inaccurate classification of no recurrence 
instances as recurrent instances. 

False negative: Inaccurate classification of recurrence 
instances no-recurrence instances. 

In order to get TP rate, FP rate, Precision, Recall, F-
Measure, Accuracy were used in this research as follows: 

1) True Positive (TP) rates (sensitivity/recall) – is the 
proportion of the actual recurrence (or no recurrence) cases 
correctly classified. 

𝑇𝑇𝑃𝑃 (recurrence) = 𝑇𝑇𝑃𝑃/ (TP +FN) 

TP (no recurrence) = TN / (TN +FP) 

2) False Positive (FP) rates (1-specificity/false alarms) – 
proportion of actual no recurrence (or recurrence) cases 
misclassified. 

FP (recurrence) = FP/ (FP + TN) 

FP (no recurrence) = FN/ (FN + TP) 

3) Precision – proportion of predicted recurrence (or no 
recurrence) cases that were correct classified. 

Precision (recurrence) = TP / (TP + FP) 

Precision (no recurrence) = TN / (FN + TN) 

4) Recall–Proportion of predicted recurrence (or no 
recurrence) cases that were correct classified. 

Recall = TP / (TP+FN) 

5) F—one of the performance measures that is used to 
retrieve data: 

F-measure = 2 x Precision x Recall / Precision + Recall = 2 x 
TP / (2 x TP + FP + FN) 

6) Accuracy – proportion of the total predictions that was 
correct. 

Accuracy = TP + TN / (TP + TN +FP +FN). [30] 

E. Receiver Operation Characteristic (ROC) Curve 
ROC curves are used in the summarization of classifier 

performance based on the analysis of error rates involving false 
positives and true positives. Acceptable performance metrics 
are defined by the area under curve and represents the optimal 
decision boundaries for measuring the estimated costs of 
instance misclassification [31]. 

IV. EXPERIMENTAL PROCEDURES AND RESULTS 
This section discusses the experimental procedures 

involving base classifiers with selected attributes, without 
selected attributes and resampling method in the first 
experiment while the second involved meta classifiers with 

selected attributes, without selected attributes and resampling 
method. 

A. Dataset 
The dataset used for these experiments was obtained from 

the prostate cancer department at Mayo Clinic. The instances 
are defined by the attributes defined in the methodology 
section. The data was pre-processed and analyzed using 
WEKA software. The table shown in Fig. 4 shows how the 
dataset appeared after preparation using the software. 

 
Fig. 4. Sample of Data After Preparing. 

B. First Experiments and Results 
The first experiment involving base classifiers was 

conducted to investigate the performance of different 
algorithms involving imbalanced prostate cancer data sets. The 
algorithms were applied to data through sampling techniques, 
without attribute selection, and with attribute selection. 

1) Result of support vector machine: The implementation 
of SVM algorithm to data classification without attribute 
selection had a performance accuracy of 70.63% within 
duration of 0.15 seconds, 0.3 mean absolute error, kappa 
statistic 0, relative absolute error 70.8%, and 118.99% root 
relative squared error as shown in the Fig. 5. 

 
Fig. 5. Result of Classification Model using SVM without Attribute 

Selection. 
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The performance outcomes of other base classifier 
algorithms are shown in the Table III. 

TABLE III. RESULTS OF A BASE CLASSIFIER ALGORITHMS WITHOUT 
ATTRIBUTE SELECTION 

Evaluation Criteria 
Classifier 

J48 SVM ANN Rep Tree 

Duration (seconds) 0.12 0.15 1.54 0.06 

Correct classification 799 808 771 792 

Incorrect classification 345 336 373 352 

Percentage Accuracy  69.8% 70.63% 67.39% 67.39% 

The experimental results of algorithm implementation of 
base classifiers with attribute selection are shown in the 
Table IV. 

TABLE IV. RESULTS OF A BASE CLASSIFIER ALGORITHMS WITH 
ATTRIBUTE SELECTION 

Evaluation Criteria 
Classifier (With ranker and gain ratio) 

J48 SVM ANN Rep Tree 

Duration (seconds) 0 0.14 1.24 0.06 

Correct classification 799 808 771 792 

Incorrect classification 345 336 373 352 

Percentage Accuracy  69.8% 70.63% 67.39% 69.23% 

The performance of experimental parameters was evaluated 
based on criteria such as the mean errors and kappa statistic is 
shown in the Table V. 

TABLE V. SIMULATION RESULTS 

Evaluation Criteria 
Classifier (With Ranker and Gain Ratio) 

J48 SVM ANN Rep Tree 

Kappa Statistic 0.0038 0 0.035 0.024 

Mean Absolute error 0.414 0.294 0.411 0.042 

Root mean squared 
error 0.462 0.542 0.472 0.472 

Relative absolute 
squared error 99.78% 70.76% 99.06% 100.39% 

Root relative squared 
error 101.42% 118.98% 103.63% 103.67% 

2) Experiment using rep tree with resampling method: 
Resampling technique was applied on the base classifiers and 
implemented on decision tree rep to obtain accuracy scores in 
the data classification. The implementation results for each 
classifier algorithm are shown the Table VI. 

C. Second Experiment and Results 
The second experiment involved the analysis of 

performance classification scores on meta learning algorithms 
with and without attribute selection. The relative accuracy 
values are shown in the Table VII and Table VIII. 

1) Evaluation of algorithms: The algorithms were further 
evaluated using criteria such as the mean errors and Kappa 
statistics and the results are shown in the Table IX. 

TABLE VI. REP TREE WITH RESAMPLING METHOD 

Evaluation Criteria 
Classifier (With Resampling) 

J48 SVM ANN Rep Tree 

Duration (seconds) 0 0.06 0.93 0.01 

Correct classification 799 808 771 792 

Incorrect classification 345 336 373 352 

Percentage Accuracy  69.84% 70.63% 71.24% 77.27% 

TABLE VII. RESULTS OF META CLASSIFIERS WITHOUT ATTRIBUTE 
SELECTION 

Evaluation Criteria Classifier  

Bagging Boosting Random 
Subspace 

Duration (seconds) 0.58 0.47 0.2 
Correct classification 795 808 807 

Incorrect classification 349 336 337 
Percentage Accuracy  64.9% 70.63% 70.54% 

TABLE VIII. RESULTS OF META CLASSIFIERS WITH ATTRIBUTE SELECTION 

Evaluation Criteria 
Classifier  

Bagging Boosting Random Subspace 

Duration (seconds) 0.27 0.17 0.13 

Correct classification 795 808 807 

Incorrect classification 349 336 337 

Percentage Accuracy  64.9% 70.63% 70.54% 

TABLE IX. SIMULATION RESULTS 

Evaluation Criteria 
Classifier  

Bagging Boosting Random 
Subspace 

Kappa Statistic 0.045 0 -0.001 

Mean Absolute Error 0.414 0.411 0.413 

Root mean squared error 0.4665 0.4555 0.4553 

Relative Absolute error 99.7% 98.95% 99.54% 

Root relative squared error 102.42% 100.01% 99.96% 

V. RESULTS AND DISCUSSION 
The experimental results suggest that a combination of 

boosting and bagging classification algorithms achieve a higher 
level of accuracy when resampling is applied to SVM and rep 
tree. Resampling method effectively improve the accuracy of 
ensemble learning model when applied to imbalanced datasets 
on prostate cancer [32]. When each the performance of each 
algorithm is analyzed after resampling, algorithms with single 
classifiers such as SVM, neural network, rep, and J48 are more 
accurate and require less computational time. The experimental 
outcomes of all trials suggest that the implementation of 
ensemble learning model yields higher classification accuracy 
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on J48 tree after resampling compared to before resampling 
imbalanced datasets. The relative performance of each base 
classifier on the ensemble model under different conditions of 
resampling is shown in the Fig. 6. 

 
Fig. 6. Comparative Graph for different base Classifiers with different 

Evaluation Accuracy of Ensemble Model. 

VI. CONCLUSION 
The objective of this study was to develop a classification 

model for imbalanced prostate cancer datasets from Mayo 
Clinic, Rochester. The implementation of accurate 
classification approaches is important in the early detection and 
prediction of likelihood of recurrence or no-recurrence of risk 
factors. The experimental results led to the conclusion that the 
application of ensemble learning algorithm on resampled data 
sets provides highly accurate classification results on single 
classifier J48. The study further suggests that gain ratio and 
ranker techniques are highly effective for attribute selection in 
the analysis of prostate cancer data. The lowest error rate and 
optimal performance accuracy in the classification of 
imbalanced prostate cancer data is achieved using when 
Adaboost algorithm is combined with single classifier J48. 

The following recommendations were developed based on 
the empirical results obtained from this study; Consider larger 
datasets to improve the accuracy of results, implement multiple 
evaluation techniques, and formulate alternative prediction 
models and algorithms to allow for the comparative analysis of 
classification results for imbalanced data. 
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Abstract—Internet of vehicles (IoV) promises to provide 
ubiquitous information exchange among moving vehicles and 
reliable connectivity to the internet. Therefore, IoV is becoming 
more and more popular as the number of connected vehicles is 
increasing. However, the existing vehicular communication 
infrastructure cannot guarantee reliable connectivity because all-
time information exchange for every travelling vehicle is not 
assured due to lack of required number of roadside units (RSUs) 
especially along the intercity highways. This study is aimed 
towards exploring the use of cost-effective dynamic deployment 
of RSUs based upon the road traffic density and by ensuring the 
Line of Sight (LOS) among RSUs and Cellular Network 
Antennas. The unmanned aerial vehicles (UAVs) have a potential 
to serve as economical dynamic RSUs. Therefore, the use of 
UAVs along the roadside for providing reliable and ubiquitous 
information exchange among vehicles is proposed. The UAVs will 
be deployed along the roadside and their respective placement 
will be changed dynamically based upon the current traffic 
density in order to ensure the all-time connectivity with the 
travelling vehicles and the other UAVs/Cellular Network 
antennas. The reliability of the proposed network will be tested 
in terms of signal strength and packet delivery ratio (PDR) using 
the simulation. 

Keywords—VANET; Roadside unit; internet of vehicle; social 
internet of vehicles; unmanned aerial vehicle; line of sight 
vehicular communication 

I. INTRODUCTION 
Vehicular Ad Hoc Networks (VANETs) [1] provide 

vehicle to infrastructure (V2I) and vehicle to vehicle (V2V) 
communication in order to deliver extensive range of 
applications spanning from infotainment to safety related 
applications [2, 3]. VANET is gradually evolving into Internet 
of Vehicles (IoV) that provides internet access to the travelling 
vehicles in addition to the inter-vehicular communication [4, 
5]. The popularity of IoV is increasing rapidly due to its huge 
potential in terms of connectivity and a wide range of 
advantageous applications [6]. The modern vehicular 
communication also offers accident detection [7]. The 
communication in VANETs depends on the Roadside Unit 
(RSU) [8]. However, this massive connectivity requires 
optimal deployment of communication infrastructure; in which 
roadside units (RSUs) are important component. RSUs provide 
the essential link among the vehicles and other infrastructure 
components to fulfill the connectivity challenges of IoV [9]. 
RSUs connect the vehicles to the other vehicles which are 
outside their radio range and also with the infrastructure 

components in order to provide internet access to the vehicles 
on the road [10]. 

A comprehensive strategy for installation of RSUs is 
proposed in [10]. In [11], RSUs are placed by utilizing 
geometrical methods to improve the LOS among 
communicating vehicle in modern road infrastructure units. 
Another scheme introduces deployment of RSUs efficiently in 
modern roads using approximation algorithm [12]. A similar 
approach is used in [13]. Most of the existing studies [14-16] 
focus on the optimized static placement of RSUs by using 
innovative algorithms to assist vehicular communication. On 
the other hand, the recent advancements in unmanned aerial 
vehicles (UAVs) technology can assist the vehicular 
communication by solving the problem of ubiquitous internet 
connectivity and all-time inter-vehicle communication. 
Therefore, a few recent studies [17, 18] tend to exploit the use 
of UAVs (drones)[19]as relays to assist vehicular 
communication where the road traffic is dense by improving 
the performance and reducing the network delay. UAVs are 
becoming efficient, lightweight and economical gradually [19, 
20]. A few studies advocate the use of UAVs to assist 
vehicular communication; however, the focus is to improve the 
performance and reduce the network delay in dense 
environment [21]. However, the notion of modern IoV requires 
ubiquitous internet connectivity and all-time inter-vehicle 
communication especially when traveling on highways where 
the road traffic density is sparse; therefore, internet 
connectivity and vehicular communication are compromised 
especially in highway environment [12]. Therefore, the 
existing studies lack in the exploitation of UAVs to serve as 
potential dynamic RSU especially for the highway (sparse) 
environment as the RSUs have limited converge area that 
results in significant degradation in communication. Currently, 
static placement of RSUs is in practice. The placement of a 
RSU can be changed accordingly with change in the road 
traffic density by ensuring the Line of Sight (LOS) among 
RSUs and Cellular Network Antennas to overcome the limited 
coverage area issue of RSUs. 

The goal of this study is to address the problem of all-time 
inter-vehicle communication and ubiquitous internet 
connectivity. Therefore, the aim of current work is to 
investigate the use of cost-effective dynamic deployment of 
RSUs based upon the road traffic density and by ensuring the 
Line of Sight (LOS) among RSUs and Cellular Network 
Antennas. The study targets the UAVs for economical dynamic 
deployment of RSUs due to their efficient, lightweight and 
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economical nature. Therefore, the use of UAVs along the 
roadside for providing reliable and ubiquitous information 
exchange among vehicles is proposed. Consequently, the 
current study proposes dynamic deployment and placement of 
UAVs along the roadside based upon the current traffic 
density. As a result, the proposed method ensures all-time 
connectivity with the travelling vehicles and the other 
UAVs/Cellular Network antennas. 

To achieve the goal of the study, the objectives of the 
research are as follows: 

Objective 1: To study state-of-the-art in the domain of 
deployment of RSUs. 

Objective 2: To propose dynamic deployment of RSUs 
based upon road traffic density using UAVs. 

Objective 3: To evaluate the proposed solution in terms of 
connectivity index. 

Objective 4: To compare the proposed framework with and 
without dynamic deployments of RSUs existing solution(s). 

The current study follows a research design consisting of 
five main steps to achieve the objectives of the work. In the 
first step, a review of state-of-the-art studies in roadside unit 
deployment is performed. Step 2 focuses on comparison of 
existing energy efficiency techniques. Developing a cost 
effective dynamic RSU deployment strategy based on efficient 
utilization of UAVs is the target of step 3. Evaluation of the 
proposed solution and comparison of proposed solution with 
the existing solutions are part of step 4 and 5. 

The rest of the paper is organized as follows: Section 2 
presents state-of-the-art studies in roadside unit deployment. 
This is then followed by Section 3, which describes cost 
effective dynamic RSU deployment strategy. The evaluation of 
proposed strategy is explained in Section 4. Section 5 provides 
a comparison between proposed strategy and existing work. 
The research implications of the study are highlighted in 
Section 6 and finally, Section 7 concludes the paper. 

II. RELATED WORK 
Multiple studies were conducted in the past for the efficient 

deployment of RSUs in VANETs and IoVs. This subsection 
reviews a few important studies in the domain of RSUs 
deployment. 

Some research utilized artificial intelligence technology to 
address various problems of IoV such as energy management, 
traffic monitoring and management, resource management, big 
data processing, and communication problem [8, 22, 23]. In 
[24], the authors used reinforcement learning approach called 
centralized Q-learning for energy efficiency and optimization 
in IoV. Similarly, [25]fuzzy quality of service is utilized for 
optimization of energy in IoV. The author in [22] focused on 
multi-media communication in IoV. On the other hand, UAVs 
technology has shown enormous potential to provide efficient 
solutions to diverse problems belonging to different fields of 
life due to its cost effective, lightweight and efficient nature. 
Currently, UAVs have wide range of applications in different 
domains like smart cities, traffic management, military, smart 
agriculture, smart healthcare, smart houses and industry [26-

29]. In smart cities, UAVs are providing many services such as 
traffic management, environmental monitoring, pollution 
monitoring, and security control [27]. The solutions provided 
by UAVs to traffic management include [28] that proposes a 
system for smart traffic monitoring to overcome limitations of 
existing system. Due to the recent advancements in UAVs and 
the cost-effective nature of UAVs, the study aims to utilize 
UAVs for providing all-time inter-vehicle communication and 
ubiquitous internet connectivity by dynamic deployment of 
RSUs based upon the road traffic density and by ensuring the 
Line of Sight (LOS) among RSUs and Cellular Network 
Antennas. 

A mechanism to maintain line of sight (LOS) among the 
travelling vehicles was proposed in [11]. The study considered 
modern road infrastructures such as flyovers, underpass, 
curved roads and tunnels. The study utilizes geometrical 
concepts for the efficient deployment of RSUs, signal 
enhancers and signal reflectors to maintain LOS among the 
travelling vehicles. The results of the study were promising as 
this concept provides reliable connectivity due to the 
maintenance of LOS among travelling vehicles. However, this 
study does not consider the most important highway 
environment where the connectivity is compromised due to 
coarse density of vehicles. 

A cooperative architecture for Intelligent Transportation 
System (ITS) [30] based upon distributed RSUs was presented 
in [31]. Using this architecture, the data from all the sensors 
was collected in a distributed fashion without the intervention 
of a central control system. It defines the role of each 
individual network element in the controlling the sensors and 
disseminating the information. Real-world experiments were 
also conducted to prove the correctness of idea. However, this 
study does not focus on the reliability issues of information 
dissemination as no discussion is presented on the efficient 
deployment of RSUs. 

In an attempt to identify the optimal number of RSUs in a 
highway environment, a research was conducted that analyzed 
the delay of message dissemination in VANETs [32]. Based 
upon the analysis result, the RSUs were deployed at optimal 
distances from each other. The experimental results also verify 
optimal RSUs placement. However, this study does not 
consider the dynamic RSU deployment in VANET 
environment. 

Another attempt was carried out in order to optimally 
deploy the RSUs using a novel concept of Minimal Mobility 
Pattern Coverage (MPC) [14]. Firstly, the mobility of 
travelling vehicle is predicted from a trace file. Secondly, 
based upon the extracted information, the optimal placement of 
RSUs is advocated by extracting minimal traversal of a hyper-
graph. The authors claim that the experiment results validate 
the proposed research. However, this study is yet not verified at 
large scale. Furthermore, the deployment of RSUs is based 
upon predicted mobility pattern. Therefore any change in the 
mobility pattern will negatively affect the optimal placement of 
RSUs. 

In a relatively recent study [33], an algorithmic approach 
towards optimal placement of one-dimensional RSU is 
presented. A strategy called “dynamic limiting” is first used for 
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pruning the search space. A greedy algorithm named 
“OptDynLim” is proposed that optimally identifies the 
placement of RSU. The results of the study are formally 
verified and validated with the help of simulations. However, 
this study only considers signal dimension RSU deployment 
problem and don not focuses on general RSU deployment. 

Another study [34] exists in the literature that focuses 
collectively on the 2-D RSU deployment and service task 
assignment in the domain of IoV. A linear programming based 
clustering algorithm was proposed that considers the delay 
requirements and the task assignment. The comparison of the 
algorithmic output with the optimal solution proved the 
workability of the proposed solution. However, this study lacks 
in considering the changing traffic density requirement and 
dynamic deployment of RSUs. 

A study [35] presented a state-of-the-art review of the 
applicability of UAVs in modern transportation system in 
smart city environment. This study has highlighted the 
potential uses of UAVs in ITS and the challenges that may 
encountered during the implementation. The potential 
applications include the accident reporting and police eye, 
along with the flying road side unit. Therefore, this study can 
also serve as a pivotal point towards the dynamic RSU 
deployment. 

III. PROPOSED FRAMEWORK 
In this section, the proposed solution is discussed that 

provide efficient, light weight, and cost effective method to 
provide all-time inter-vehicle communication and ubiquitous 
internet connectivity by dynamic deployment of RSUs based 
on UAVs. To achieve the objective of the work, first a 
mathematical model is formulated, then based on the proposed 
mathematical model, an extensive simulation is carried out to 
obtained the result. The proposed solution place RSUs 
dynamically based upon the road traffic density and by 
ensuring the Line of Sight (LOS) among RSUs and Cellular 
Network Antennas. In the proposed solution, a road is divided 
into n segments and a road segment has a specific number of 
poles. Mostly, these poles are part of infrastructure. One UAV 
is assigned to every road segment. Based on the traffic density, 
the UAVs containing RSU can change its location dynamically 
from one pole to another in the same road segment. This 
solution is mathematically represented below: 

The mathematical model of proposed solution is described 
below: 

Let 𝑡 ∈ 𝑃 𝑤ℎ𝑒𝑟𝑒 𝑝 = {𝑝1,𝑝2 … .𝑝𝑛}           (1) 

Here p represents poles in a road segment R. 

Let 𝐷 = { 𝑑1,𝑑2, …𝑑𝑚} 𝑤ℎ𝑒𝑟𝑒 𝑚<𝑛            (2) 

Here, D describes the number of drones. It is to be noted 
that the number of drones is less than the number of poles in a 
road segment R. 

𝑅 = {(𝑝1,𝑝2), (𝑝2,𝑝3), … (𝑝𝑛−1,𝑝𝑛)}          (3) 

𝐶𝑖 represents number of vehicles in any R at time 𝑇𝑖 and 𝑑𝑇 
is the density threshold. For no change in the scenario, 𝐶𝑖 < 𝑑𝑇 

𝐷 = ∀ 𝑑 ∈ 𝐷 𝑡ℎ𝑒𝑟𝑒 𝑒𝑥𝑖𝑠𝑡𝑠 ∃𝑝 ∈ 𝑃 | (𝑑,𝑝)          (4) 

Otherwise, 
𝐷 =  ∀ 𝑑𝑖 ∈ 𝐷 𝑡ℎ𝑒𝑟𝑒 𝑒𝑥𝑖𝑠𝑡𝑠 ∃𝑃𝑖 ∈ 𝑃 |(𝑑𝑖 ,𝑝𝑖+1)𝐶𝑖  ≥ 𝑑𝑇   (5) 

At time T1, D may have following values depicting that 
which particular drone is present at which pole at the moment. 

𝐷 = �(𝑑1,𝑝1), (𝑑2,𝑝4), … �𝑑𝑚,𝑝𝑛−1��           (6) 

IV. EXPERIMENTAL SETUP 
In the current research, three scenarios are selected for 

performing experimental results. The details of these scenarios 
are presented in Table I. For the scenario 1 and 2, M2 
motorway of Pakistan, and Makkah-Madinah highway are 
selected, respectively. Khulais, urban area of Makkah province 
of Saudi Arabia is selected for urban scenario. The topologies 
of roads selected in our scenarios are imported to SUMO 
simulator by utilizing OpenStreetMap utility. A total of three 
dynamic RSUs are deployed with a range of one Km. The 
minimum and maximum vehicles for highway scenario 1 and 2 
are same, which are, 1 and 50, respectively. However, due the 
different nature of urban scenario the minimum number of 
vehicles is 10 and the maximum number of vehicles is 60. 
Further, minimum and maximum communicating vehicles are 
same for highway scenario while urban scenario has different 
minimum and maximum vehicles as depicted in Table I. For 
both highway scenarios a three KM segment of road is 
selected. On the other hand, nine square KM segment is 
preferred for ubran scenario. Fig. 1 depicted the highway 
scenario 1, i.e. M2 motorway of Pakistan. Urban scenario in 
SUMO is portrayed in Fig. 2 and Fig. 3 shows the urban 
scenario with running vehicles in SUMO. 

TABLE I. DETAIL OF EXPERIMENTAL SETUP 

Scena
rios 

Minim
um 
Vehicl
es  

Maxi
mum 
Vehicl
es 

Minimum 
Communi
cating 
Vehicles 

Maximum 
Communi
cating 
Vehicles 

Area  

Selecte
d 
Highw
ays 

Highw
ay 
Scenar
io 1 

1 50 1 14 
3 KM 
Segm
ent  

M2 
Motor
way, 
Pakista
n 

Highw
ay 
Scenar
io 2 

1 50 1 14 
3 KM 
Segm
ent 

Makka
h-
Madin
a 
Highw
ay, 
Saudi 
Arabia  

Urban 
Scenar
io 

10 60 4 17 
9 
Squar
e KM 

Khulai
s, 
Makka
h, 
Saudi 
Arabia 
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Fig. 1. High Way Scenario. 

 
Fig. 2. Urban Scenario in SUMO. 

 
Fig. 3. Urban Scenario with Running Vehicles. 

V. EXPERIMENTAL RESULTS 
This section presents the results of connectivity index and 

percentage index for three selected scenarios. 

Fig. 4, 5 and 6 described the connectivity index with 
dynamic deployment of RSUs for scenario 1, 2, and 3 
respectively. The connectivity index elevates with the 
increased number of vehicles, however, important point to note 
here is, due to dynamic deployment, the connectivity index has 
raised 19% and 25%, respectively. Consequently, it is inferred 
that, with the deployment of RSUs dynamically, significant 
improvement in connectivity index is achieved resulting in 
enhanced vehicular communication. Correspondingly, 
connectivity index upgraded 13% in urban scenario supporting 
the previous inference. However, the boost in vehicular 
communication in urban scenario is less as compared to 
highway scenarios. Hence, it is concluded that the proposed 
dynamic deployment is more suitable to the highway scenarios 
as compared to urban scenario. Further, extensive research is 
required for the dynamic deployment of RSUs in urban 
scenario to take maximum advantage of the proposed 
deployment. 

 
Fig. 4. Connectivity Index for Highway Scenario 1. 

 
Fig. 5. Connectivity Index for Highway Scenario 2. 

 
Fig. 6. Connectivity Index for Urban Scenario. 

Fig. 7 exhibited the amplification in vehicular 
communication due to dynamic deployments of RSUs. A 
considerable escalation is attained in the all scenarios. For 
highway scenario 1 and 2, gain in connectivity is 19% and 
25%, respectively. On the other hand, the gain connectivity is 
13%. These results support the dynamic deployment of RSUs 
in highway scenarios as well as in urban scenarios. However, 
in urban scenarios, the connectivity gain can be enhanced by 
conducting further research as discussed earlier. 
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Fig. 7. % Gain in Connectivity of all Scenarios. 

 
Fig. 8. Comparison of Connectivity Index with and without Dynamic 

Deployment for all Scenarios. 

It is also important to validate the results to show the 
improvement in connectivity index due the proposed dynamic 
deployment of RSUs. For this purpose, the current work 
compares the connectivity index with and without dynamic 
deployment of RSUs for all scenarios. Fig. 8 illustrates this 
comparison. A superior connectivity index has achieved in all 
scenarios due to the deployment of RSUs dynamically. The 
highway scenario 2 obtained the highest connectivity index 
while the lowest connectivity index is associated with highway 
scenario 1 with the proposed method. 

VI. RESEARCH IMPLICATIONS 
The findings of the studies can be beneficial to for 

scientific community. The findings can be utilized to design 
and develop new standards, applications, and protocols on the 
basis of the dynamic RSU deployment. It will provide a cost 
effective solution to the classic RSU deployment problem. 
Further, the implications of the findings of the study are 
twofold in scientific community perceptive; (i) the new 
standards, applications, and protocols in IoV and modern 
transportation domains will be evaluated considering the 
maximum reliability in message dissemination, and (ii) the cost 
deployment and maintenance of RSUs will be reduced. In the 
society betterment prospective, the results can be exploited in 

multiple manners. In line with the vision 2030 of Saudi Arabia, 
the cost effective solution in modern transportation 
environment along the highways will be beneficial for the 
general public and transportation companies in terms of 
reliability of information exchange during the travel. Specially, 
the expected outcomes are advantageous for huge traffic 
movement during the Hajj and Umrah seasons. 

VII. CONCLUSION, FUTURE WORK AND LIMITATIONS 
Currently, IoV provides Internet connectivity between 

moving vehicles; however, all-time connectivity among 
moving vehicles is not assured due to the limited number of 
RSUs. Consequently, busy intercity highways are facing a 
problem of limited connectivity to the Internet resulting in 
reduced information exchange. To address this limitation, the 
current study proposes, mathematically modeled, 
experimented, and evaluated a scheme to dynamically place 
RSUs in highways and urban scenarios. The placement of 
RSUs is based on road traffic density by ensuring line of sight 
among RSU and Cellular Network Antennas. The proposed 
scheme is evaluated based on connectivity index that describes 
the communication among vehicles. The experimental results 
for three scenarios: highway scenario 1, highway scenario 2, 
and urban scenario highlighted the superiority of proposed 
scheme in terms of connectivity index. The connectivity index 
is considerably higher in the proposed scheme for all of the 
scenarios resulting in increased vehicular communication. 
Thus, addressing the problem of vehicular communication in 
IoV. The study has some limitations too. First, the proposed 
scheme is evaluated on small scale with three scenarios. 
Second, for the large scale evaluation, only simulation results 
are presented. Third, real-world evaluation is not executed. 
Therefore, future directions of this work include real-world 
evaluation of the scheme. Moreover, more scenarios from 
different geographical region will be select to evaluate the 
proposed scheme. 
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Abstract—This study aimed to determine an efficient 
framework that caters to the security and consumer satisfaction 
for digital wallet systems. A quantitative online survey was 
carried out to test whether the six factors (i.e., transaction speed, 
authentication, encryption mechanisms, software performance, 
privacy details, and information provided) positively or 
negatively impact customer satisfaction. This questionnaire was 
divided into two sections: the respondents’ demographic data 
and a survey on security factors that influence customer 
satisfaction. The questionnaires were distributed to the National 
University of Malaysia’s professors and students. A sample of 
300 respondents undertook the survey. The survey results 
suggested that many respondents agreed that the stated security 
factors influenced their satisfaction when using digital wallets. 
Previous studies indicated that financial security, privacy, system 
security, cybercrime, and trust impact online purchase intention. 
The proposed framework in this research explicitly covers the 
security factors of the digital wallet. This study may help digital 
wallet providers understand the customer's perspective on digital 
wallet security aspects, therefore motivating providers to 
implement appropriately designed regulations that will attract 
customers to utilize digital wallet services. Formulating 
appropriate security regulations will generate long-term value, 
leading to greater digital wallet adoption rates. 

Keywords—Cashless transaction; electronic payment; internet 
security; consumer satisfaction; e-commerce 

I. INTRODUCTION 
A digital wallet platform allows individuals to perform 

electronic transactions using mobile devices, such as 
smartphones, computers, and other supporting devices. Digital 
wallets have multiple usages, including making purchases from 
websites or using mobile devices to make in-store transactions 
[1]. The current economy is transforming into a cashless 
economy where daily transactions are being performed using 
the digital wallet. Several e-commerce companies have 
developed digital wallet payment systems. The development of 
digitization through the internet has advanced the transition of 
globalization and payment systems from manual to online 
transactions. People have become more reliant on electronic 
money to perform transactions as a result [2]. 

The Malaysian government encourages people to go 
cashless and use digital wallets. A survey by Visa found that 
nearly half of Malaysians can live without cash. This study 
illustrated Malaysia’s potential to evolve into a cashless society 

[3]. The current advanced technologies make it easier for 
Malaysia to shift toward a cashless society. In support of 
Industry 4.0, Malaysia has taken significant initiatives to 
establish the status of a cashless society. According to FinTech 
News Malaysia’s report, approximately 17% of the 
corporations in the Malaysian financial industry formed a 
sector to establish digital wallets [4]. Cashless transactions 
result in enhanced capability, transparency, and accountability 
[3]. 

Nevertheless, cybercrime cases still occur, and cases of 
internet security violations are frequent. Moreover, hackers and 
tricksters are prone to take advantage of such situations to 
damage companies and consumers [5]. Thus, customer 
satisfaction is greatly influenced by their perceptions of 
security and trust [6]. Customers in the e-banking industry are 
more advanced, knowledgeable, and demanding [7]. 
Companies and customers avoid e-commerce operations for 
several reasons, and security is one of the key reasons [8]. 
Therefore, security is a serious concern when performing 
financial transactions through digital transaction methods [9]. 
Moreover, electronic payment systems are currently facing 
many difficult hindrances posed by the internet. In comparison, 
the challenges faced by electronic payment systems are more 
complicated than the majority of internet security issues [10]. 

This work was supported by the Ministry of Higher 
Education Malaysia (FRGS/1/2018/ICT01/UKM/02/5) and 
Universiti Kebangsaan Malaysia (GUP-2020-060). 

Financial services are extending their sector to include 
smartphones as electronic payment devices. Smartphones are 
popular banking, payment, budgeting, shopping, and stock 
trading applications for customers [11]. Due to the growth of 
the e-commerce industry, the electronic payment platform is 
becoming increasingly prominent and essential for smartphone 
users [12]. Smartphones and other electronic devices contain 
confidential information of their users, including transaction 
details and passwords. Consumers do not need to carry their 
wallets or purse while using digital wallets. However, they 
need to carry at least one electronic device, such as a 
smartphone or tablet. In the case of a stolen or lost device, the 
user risks losing personal and confidential information [13]. 

The digital wallet is still at its infancy stage in Malaysia as 
it is a newly introduced payment system. Electronic 
transactions are a safer mode for consumer payment, enabling 
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sellers to enhance their productivity and increase profits [14]. 
Electronic transactions are traceable, whereas cash transactions 
are not traceable. Hence, the electronic payment system is a 
secure way of performing transactions. However, according to 
the latest VMware Banking User, a 2020 study shows that 
nearly half or 46% of Malaysian consumers are uncertain of 
digital wallet protection and payment applications [15]. 
Consumers are concerned about privacy and security threats 
due to the fear of data fraud and spam [16]. Security and 
privacy impose a significant and positive impact on behavioral 
intention when using digital payment services [17]. Therefore, 
e-retailers should concentrate on improving consumers’ 
protection, loyalty, and purchase intent. They should also be 
attentive to enhanced security when developing a consumer 
privacy policy [18]. Hence, the security factors have a 
significant impact on consumer satisfaction toward digital in 
Malaysia. Therefore, security factors that can affect Malaysian 
customer satisfaction are required to be evaluated thoroughly. 
Ali et al [19]. The author in proposed a framework for the 
security factors that influence consumers in online shopping in 
Malaysia. It contains five security factors, financial security, 
privacy, system security, cybercrime, trust, and customer 
satisfaction. However, the research failed to identify the 
specific security factors of the digital wallet. 

Nevertheless, limited study has been undertaken to identify 
the specific digital wallet security factors affecting customer 
satisfaction in Malaysia. This research proposes a framework 
for security factors that influence consumer satisfaction in 
Malaysian digital wallet platforms. This model consists of six 
security factors: transaction speed, authentication, encryption 
mechanisms, software performance, privacy details, and 
information provided. This model is created after studying 
numerous previous studies from similar fields [19], [20], [29], 
[30], [21]–[28]. 

This research introduces security factors to the digital 
wallet industry in Malaysia that impact customer satisfaction. 
Besides, this research can assist policymakers of digital wallet 
applications to concentrate on key security factors and improve 
platform security while developing security regulations, 
resulting in a higher rate of consumer adoption. In addition, the 
research also attempted to study students’ and professors’ 
usage and understanding of Malaysia’s available digital wallet 
platforms. The respondents’ demographics, comprising both 
genders, were the students and professors in the National 
University of Malaysia. They have used the digital wallet 
services at least once for online purchases. Students between 
the ages of 18 to 25 were the majority of the respondents. 

This research aimed to discover the numerous security 
concerns that may arise while using digital wallet services for 
electronic payments besides investigating whether the 
proposed security factors (i.e., transaction speed, 
authentication, encryption mechanisms, software performance, 
privacy details, and information provided) affect the 
consumer’s decision when choosing digital wallet services. 
This study also aimed to identify variables that have a higher 
effect on customer satisfaction. 

This paper is divided into seven sections. Section 1 presents 
the introduction and scope of this study, whereas Section 2 

reviews previous research on similar topics. In Section 3, the 
framework and hypothesis of this study are discussed. The 
methods and analysis techniques of the study are presented in 
Section 4. Findings of the analysis, the study’s limitations, and 
the conclusions are discussed in Section 5, Section 6, and 
Section 7, respectively. 

II. LITERATURE REVIEW 
Digital wallet systems are developed to aid various 

functionalities. The functions of digital wallet systems are 
categorized into open digital wallets, semi-closed digital 
wallets, and closed digital wallet types. Mobile and wireless 
networking technology, such as smartphones, personal digital 
assistants (PDAs), and laptops, have eased customers’ 
convenience in utilizing such devices to shop virtually via 
electronic transaction methods. Transactions are more 
accessible and transparent through this new method [31]. 
Nevertheless, several variables may impact the satisfaction of 
consumers toward electronic transactions. Security, privacy, 
confidence, and consistency significantly affect e-commerce 
consumers, among other factors [20]. Mobile perceived 
security risks determine the consumers’ perception of security 
against conducting mobile transactions, especially the risk of 
losing important information, resulting in financial losses [32]. 
Customers’ willingness to utilize mobile payment services is 
influenced by the ease of use, comparative advantage, clarity, 
and perceived protection. 

Furthermore, prevalence and observability positively affect 
an individual’s perception of security, whereas concerns about 
privacy threats negatively influence the perception [33]. 
Moreover, the continuous technological development and 
efforts to promote them are reasons for perceived security as 
one of the intentions to use digital wallets. Consumers would 
feel safer when using mobile payment if tools are available to 
protect the payment systems in unexpected incidences [34]. In 
an empirical study multiple variables were considered when 
studying consumer’s perceived risk and their attitude toward 
online shopping in Malaysia. The researchers found that the 
consumer perceived risks negatively affect the consumer 
attitude, which positively and significantly affects online 
shopping behavior [35]. Content quality, peer influence, KOL 
influence, perceived interaction, effort expectation, and 
perceived trust all substantially impact users' intention to pay, 
and their tendency has an indirect impact on users' paying 
behavior [36]. 

Although the young generation's actual use of digital 
payments is driven by behavioral intention and promotional 
strategies, perceived risks are shown to have a negative effect 
[37]. Another empirical study asserted that customers were 
reluctant to use digital wallets when they assumed high 
perceived risk [11]. Moreover, the study also indicated that 
financial risks are one of the leading consumer perceived risks. 
Financial risks emerged as the most significant influence that 
adversely affects consumer attitude. One of the proposed ideas 
is to protect the consumers' personal information and decrease 
credit card fraud cases to minimize financial risks. Due to the 
risk factors, customers often opt-out from paying via their 
credit cards [35]. Many researchers concluded that security is a 
significant factor influencing customer satisfaction in online 
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shopping [38]–[40]. A study found that behavioral intention to 
use digital wallets is strongly and vitally associated with 
perceived utility, perceived ease of use, and privacy and 
protection [21]. According to Peikari [24], security statements 
and technical protection significantly impact customer loyalty 
in the e-commerce industry but did not find a substantial effect 
on privacy. 

Nevertheless, Barry and Jan [22] indicated that privacy and 
security positively correlate with behavior intention. 
Consumers may feel vulnerable to digital wallet transactions 
due to a lack of privacy and security. Nizam et al. [8] 
conducted empirical research to monitor digital wallets 
implementation in Malaysia. According to the study's findings, 
the dependent variable (customer purchasing decision using the 
digital wallet) is positively linked to all independent variables 
(convenience, security, and cost-saving). 

Furthermore, convenience has the maximum significant 
positive correlation of 0.624, whereas security showed the 
coefficient correlation of 0.4999 with customer buying 
decisions using digital wallets. Based on the analysis, it was 
concluded that security has a more significant positive 
association with digital wallets for customer purchase 
behavior. In addition, Razif et al. [23] conducted empirical 
research among Malaysian young adults between 18 and 30 
years old. The study showed that several factors have a 
significant relationship with the acceptance of the digital wallet 
platform. The factors listed were behavioral intention, 
perceived privacy risk, perceived usefulness, trust, perceived 
overall risk, and perceived performance risk. 

Another empirical study found that trust, security, and 
privacy are the main factors affecting adopting a digital wallet 
[25]. A survey conducted by Subaramaniam et al. [13] 
demonstrated that security risk problems limit the prospect of 
using the digital wallet in Malaysia. According to Li et al. [26], 
cloud computing, security, e-learning, and quality of service 
are four significant factors that affect customer satisfaction in 
e-banking services. In addition, another research suggested that 
trust and privacy have positively impacted behavioral intention 
to use mobile banking services [27]. Likewise, Putra and 
Sfenrianto [28] demonstrated that a good payment system’s 
security factor and speed influenced customer satisfaction in 
the digital payment method. Oliveira et al. [29] suggested that 
the digital payment system’s security and performance directly 
affect customer loyalty. The research also indicated that 
security has a significant impact on mobile banking adoption. 
Customers expect banks to improve their security mechanisms 
by providing transaction security and privacy protection, 
particularly over wireless networks [9]. The level of security 
provided by a third-party online payment provider influences 
customer satisfaction [41]. In addition, Tang et al. [42] found 
that service quality, perceived risk, perceived security, 
perceived simplicity of use, social influence, and compatibility 
all substantially impact on consumers' intention to utilize 
digital payment. 

A variety of factors influence customer intent to use e-
wallets, including consumer perceptions of privacy, security. 

Thus, the desire to use e-wallets is determined by the concern 
for transaction security and the protection of personal 
information given by users [43]. Furthermore, Qatawneh et al. 
[30] suggested that security and privacy statistically 
significantly impact the adoption of electronic payment system 
methods. 

Previous researchers did not consider relevant security 
factors when assessing customer behavior but studied security 
as a general factor as shown in Appendix A. Besides, studies 
have shown that the security and privacy aspect of digital 
wallet systems when conducting transactions using digital 
wallet platforms is a primary concern for customers. The list of 
non-bank digital wallet issuers and the banks providing digital 
wallet services are shown in Appendix B and Appendix C, 
respectively. 

The digital wallet services were developed for fast 
payment, school fee payments, handling expenses in fuel 
stations, global online shopping, NFC (Near Field 
Communication)-based transportation’s payment, money 
transfer, bill payments, and others. Appendix B and 
Appendix C show 53 active digital wallet services, with 48 of 
them provided by Malaysian private and government fintech 
companies. The remaining five digital wallets are provided by 
international and local banks in Malaysia [44]. 

III. FRAMEWORK AND HYPOTHESES 
Previous studies found that security substantially impacts 

consumer satisfaction in the digital wallet, but the studies 
examined security as an overall component. None of the 
research conducted identified the specific security factors in 
Malaysia’s digital wallet. Thus, the current research proposed a 
six-factor security framework encompassing transaction speed, 
authentication, encryption mechanisms, software performance, 
privacy details, and information provided. Each factor was 
considered as a variable in this research. Fig. 1 represents the 
proposed framework of this study. 

A. Transaction Speed 
Transaction speed often refers to the rate at which data 

transfer happens from one record to another. The transfer speed 
is considered to be high if any transaction cannot be completed 
under a limited time period. An example of a real-life situation 
where transaction speed can be considered is the waiting time 
after the consumers have successfully paid for their online 
orders. The transaction speed of the payment application is a 
factor that may increase consumers' concerns [45]. The 
transaction speed is a characteristic that influences the 
development and satisfaction with any banking digital wallet 
technology. Numerous previous research found that transaction 
speed is a critical factor affecting consumer satisfaction with 
digital wallets [46]–[51]. Therefore, the following hypothesis is 
proposed: 

• Hypothesis 1 (H1): There is a positive relationship 
between transaction speed and consumer satisfaction. 
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Fig. 1. The Proposed Framework for this Research.

B. Authentication 
Authentication is a term that refers to the process of 

verifying a user's identification to guarantee that the activity 
being performed is being conducted by a trustworthy and real 
individual. It acts as a barrier to decrease the possibilities of 
identity theft. An exemplary situation of this would be the OTP 
code verification that consumers are required to do in order to 
complete their payment transactions. Authentication 
significantly impacts on consumer experience, which impacts 
their digital wallet adoption decision [52]–[54]. Because 
confidence is a significant influencing factor, digital wallet 
companies must guarantee that relevant aspects such as 
authentication are adequately regulated to build customer 
confidence [55]. Therefore, the following hypothesis is 
proposed: 

• Hypothesis 2 (H2): There is a positive relationship 
between authentication and consumer satisfaction. 

C. Encryption Mechanisms 
Encryption mechanisms are often specific and unique steps 

and procedures done in turning order to encrypt data and 
ensure no third party or hackers can get the crucial information 
by encrypting the data into a gibberish form, which can only be 
decrypted using a unique key or mechanism corresponding to 
the encryption mechanism. Encryption mechanisms prevent 
hackers from breaking into a financial institution's server 
system. As a result, encryption mechanisms increase consumer 
confidence in conducting electronic payments [53], [56]. 
Therefore, the following hypothesis is proposed: 

• Hypothesis 3 (H3): There is a positive relationship 
between encryption mechanisms and consumer 
satisfaction. 

D. Software Performance 
Software performance directs towards the overall 

performance of the software being used by consumers. In this 
case, performance acts as an indicator of how effectively the 
components and functions of the software meet their 
requirements. One of the most significant variables that 
directly influences acceptance intention for digital wallet is 
considered to be performance expectation [23], [57]–[59]. 
Incorrect functional usage situations and bugs in software may 
raise consumer worries. Therefore, the following hypothesis is 
proposed: 

• Hypothesis 4 (H4): There is a positive relationship 
between software performance and consumer 
satisfaction. 

E. Privacy Details 
The information obtained from customers by digital 

services is referred to as privacy details in this context. Private 
information for registration purposes and authentication 
mechanisms are frequently included. Various previous studies 
have shown that customer satisfaction with digital wallets is 
significantly influenced by their ability to maintain their 
privacy [25], [60]–[65]. Therefore, the following hypothesis is 
proposed: 

• Hypothesis 5 (H5): There is a positive relationship 
between privacy details and consumer satisfaction. 

F. Information Provided 
Because of the information provided by digital wallet 

services, customers of digital wallets may learn more about 
security. Customers may feel more confident about the security 
of the digital wallet system if they are informed of the security 
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procedures. Similarly, if users of digital wallets are unaware of 
security procedures, they may not feel secure [66]. Digital 
payments service knowledge has an important, positive, and 
simultaneous impact on the customer's ongoing desire to use 
digital wallet services [67]. The security information given by 
digital wallet services may thus assist customers in learning 
more about security and increasing their confidence in the 
system. Therefore, the following hypothesis is proposed: 

• Hypothesis 6 (H6): There is a positive relationship 
between information provided and consumer 
satisfaction. 

IV. METHODOLOGY 
This research adopted an empirical research method. A 

quantitative online survey was distributed to the students and 
professors at the National University of Malaysia who fulfilled 
the criteria of used any digital wallet platform, including 
mobile applications and web-based systems, at least once. 
Overall, 300 responses were received. The survey was divided 
into two sections. The respondents were requested to fill in 
their demographic data in the first section, whereas the 
respondents responded to the questionnaire on customer 
satisfaction in the second section. In the personal information 
section, respondents provided demographic data, including 
gender, age, occupation, and the frequency of digital wallet 
transactions. 

A five-point Likert scale was used in the second section for 
respondents to specify their level of agreement on a statement. 
The degree of agreement is used for the study’s assessment 
process. There were 18 questions in the second section divided 
into six sections, respectively. Three questions were asked for 
every element proposed in the framework. Factor analysis, 
reliability analysis, and multiple regression analysis were 
conducted with the recollected questionnaires. IBM’s 
Statistical Package for Social Science (SPSS) version 22.0 
software was used to assess the statistical significance. Table I 
shows the respondents’ characteristics. 

As shown in Table I, the majority of respondents use digital 
wallet platforms frequently, and it is famous among 
youngsters. 

TABLE I. CHARACTERISTICS OF RESPONDENTS 

Indicator Total cell Accuracy (%) 

Gender 
Male 42% 

Female 58% 

Age 

18-25 61.80% 

26-35 21.80% 

36-45 9.10% 

46-More 7.30% 

Occupation 
Student 89.90% 

Professor 10.1& 

Frequency of digital 
wallet transactions 

More than 3 times a week 30.90% 

2-3 times a week 46.40% 

Once a week 22.70% 

Less than once a week 0% 

V. RESULTS 

A. Factor Analysis 
Factor analysis is commonly employed in multivariate data 

analysis to evaluate the underlying dimensions [68]–[70]. It is a 
data rebate technique that transforms many variables into few 
variables. The highly influential variables were removed from 
the dataset during the factor analysis. The dataset was replaced 
with less influential variables after extracting the highly 
influential variables. The Kaiser-Meyer-Olkin (KMO) 
sampling adequacy test and Bartlett’s test of sphericity were 
conducted to examine the dataset’s construction validity. Table 
II demonstrates the KMO and Bartlett’s test. 

According to Table II, the average value of KMO is .876 > 
0.7, whereas the Bartlett test’s significance level of sphericity 
is 0.00, demonstrating that the collected data is normally 
distributed. The variables explained 87.6% of the variance 
from the total variance. Appendix D represents factor analysis. 
Each question posed for the six variables was used as a sub-
variable to analyze the factors. Each factor was assigned with 
an abbreviation. TS indicated transaction speed, AT stands for 
authentication, EM denotes encryption mechanism, SP 
represents software performance, PD signifies privacy details, 
IP implies information provided, and CS designates customer 
satisfaction. Appendix D demonstrates that factor loading 
variables are more significant than 0.6. The minimum factor 
loading value is 0.656, and the maximum factor loading value 
is 0.965. 

B. Reliability coefficient 
The reliability test was performed using the SPSS software 

to test the dataset’s internal consistency and obtain the 
Cronbach alpha coefficients. The values of the Cronbach alpha 
coefficients are illustrated in Table III. 

As shown in Table III, the Cronbach alpha coefficients’ 
values for all the variables measured are above 0.700. 
Cronbach alpha value of 0.700 or higher denotes an internally 
consistent dataset [71]–[73]. Therefore, the dataset received 
from the questionnaire survey satisfies the rule of thumb of 
validity. 

TABLE II. KMO AND BARLETT’S TEST 

KMO and Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy  .876 

Bartlett’s Test of Sphericity Sig. 000 

TABLE III. RELIABILITY COEFFICIENT 

Variables Number of Items Reliability Coefficient 
(Cronbach Alpha) 

Transaction speed 3 .912 

Authentication 3 .851 

Encryption mechanisms 3 .828 

Software performance 3 .942 

Privacy details 3 .935 

Information provided 3 .902 

Customer satisfaction 3 .917 
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C. Regression Analysis 
Regression analysis is a practical way to analyze the 

variables and their connection [74]. The regression analysis is 
performed to identify the association between the dependent 
variable (customer satisfaction) and separate independent 
variables. The dataset’s model summary is shown in Table IV. 

As shown in Table IV, the R2 value is .723. The value 
represents a positive linear connection between customer 
satisfaction and other factors (independent variables) during 
the analysis. Table V shows the analysis of variance with a 
significant value less than 0.05. 

Therefore, it is found that the independent variables 
influence the dependent variable. The descriptions of the 
coefficients are exhibited in Table VI. The variable with the 
highest β-Value in Table VI is relatively most important 
independent variable. 

The negative value of constant exhibited in Table VI 
defines that when transaction speed, authentication, encryption 
mechanisms, software performance, privacy details, and 
information provided values are 0, the predicted value of 
customer satisfaction will be less than 0. The regression 
coefficient calculates a unit change in the dependent variable 
when the β-value represents independent variable change. 
Based on the β-value shown in Table VI, the extent of the 
independent variable effect on the dependent variable can be 
identified. A high β-value corresponds to high effects. 
Table VII shows the results for collinearity when multi-
regression is applied. A Variance Inflation Factor (VIF) value 
greater than ten and a tolerance smaller than 0.2 implies a 
possible concern. 

TABLE IV. MODEL SUMMARY 

Model R R2 Adjusted R2 Std. Error of the Estimation 

1 .850 .723 .717 .41674 

TABLE V. ANALYSIS OF VARIANCE 

Model Sum of Squares Df Mean 
Square F Sig. 

Regression 132.793 6 22.132 127.434 .000 

Residual 50.887 294 .174   

Total 183.680 300    

TABLE VI. ANALYSIS OF COEFFICIENTS 

Model 
Unstandardized Coefficients Standardized 

Coefficients 
B Std. Error β-Value 

Constant -0.770 0.181  

Transaction speed 0.176 0.044 0.173 

Authentication 0.247 0.049 0.213 
Encryption 
mechanisms 0.112 0.039 0.111 

Software performance 0.215 0.045 0.189 

Privacy details 0.128 0.034 0.139 

Information provided 0.311 0.048 0.285 

TABLE VII. COLLINEARITY STATISTICS 

Model T Sig. 
Collinearity Statistics 

Tolerance VIF 
Constant -4.248 .000   
Transaction speed 4.024 .000 .513 1.948 

Authentication 5.040 .000 .530 1.887 

Encryption mechanisms 2.865 .004 .630 1.587 
Software performance 4.743 .000 .593 1.687 

Privacy details 3.794 .000 .701 1.427 

Information provided 6.529 .000 .498 2.008 

According to Table VII, The VIF values are below 10, 
whereas the tolerance values are above 0.2 for all the 
independent variables. Hence, multi-regression is appropriate 
for the model, and there is no collinearity problem. The value 
of statistical significance (p-value) less than 0.05 indicates a 
statistically relevant correlation between the dependent and 
independent variables. Table VII indicates that the level of 
statistical significance for the independent variables is below 
0.05. Table VIII shows the relationship between each variable. 
The Pearson correlation values indicate that the variables have 
a strong and moderate association with one another. 

TABLE VIII. PEARSON CORRELATION 

Pearson 
Correlation TPa Autb EMc SPd PDe IPf CSg 

TPa 1       

Autb .563 1      

EMc .460 .410 1     

SPd .524 .508 .484 1    

PDe .459 .407 .417 .431 1   

IPf .591 .606 .509 .469 .366 1  

CSg .675 .681 .572 .635 .537 .712 1 
a. TP = Transaction Speed 

b. Au = Authentication 
c. EM = Encryption mechanism 

d. SP = Software performance 
e. PD= Privacy details 

f. IP = Information provided 
g. CS = Customer satisfaction 

D. Hypothesis Testing and Discussion 
Table IX demonstrates the hypotheses testing. The test was 

conducted based on the data collected. 

The hypotheses testing reveals that the p-value for the 
relationship between transaction speed and customer 
satisfaction is equal to 0.000, lesser than 0.05. Hence, H1 is 
supported. Therefore, it can be asserted that transaction speed 
has a significant positive impact on customer satisfaction. The 
findings suggest that students and academicians are more likely 
to use digital wallet systems if the transaction speed is high. 
According to the survey results, faster transaction speed will 
mitigate the security fears among digital wallet users. Users 
believe that fast online money transaction boosts the digital e-
wallet platforms’ security. 
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TABLE IX. HYPOTHESIS TESTING 

Hypothesis Factor β-
Value 

p-
Value Result 

H1 Transaction speed 0.173 0.000 Supported 

H2 Authentication 0.213 0.000 Supported 

H3 Encryption 
mechanisms 0.111 0.004 Supported 

H4 Software performance 0.189 0.000 Supported 

H5 Privacy details 0.139 0.000 Supported 

H6 Information provided 0.285 0.000 Supported 

In addition, the p-value for the relationship between 
authentication and digital wallet customer satisfaction is less 
than 0.05 at 0.000. Thus, the H2 is also supported, denoting 
that authentication has a significant positive impact on 
customer satisfaction. This finding shows that user’s digital 
wallet account authentication process influences the digital 
wallet system’s consumer satisfaction. Digital wallet users 
believe that user authentication keeps scammers at bay and 
enhances digital wallet security. 

Furthermore, the p-value for the relationship between 
encryption mechanisms and customer satisfaction is 0.004, 
which is less than 0.05. Therefore, H3 is supported. Thus, 
encryption mechanisms are found to exert a significant positive 
impact on customer satisfaction. The survey participants are 
concerned about accepting or denying digital wallet services 
with the encryption mechanisms. Similarly, the participants 
believe that a strong encryption mechanism will avoid abuse or 
hacking user information while using a digital wallet. 

The p-value of software performance is 0.000, which is less 
than 0.05. Thus, the H4 is supported, indicating that software 
performance significantly impacts customer satisfaction. The 
findings confirm that digital wallet users are aware of software 
performance when using digital wallet platforms. Moreover, 
digital wallet users suspect that software with vulnerabilities 
increases the risk of digital wallet fraud. 

Additionally, the p-value for the relationship between 
privacy details and customer satisfaction is 0.000, less than 
0.05. Hence, H5 is also supported, concluding that privacy 
details significantly impact customer satisfaction. It suggests 
that private data collected from digital wallet users concern 
them. The digital wallet users opined that security 
vulnerabilities could be triggered by information collected 
through digital wallet platforms. 

According to Table IX, H6 is also supported because the 
information provided has a p-value of 0.000, less than 0.05. 
Hence, the information provided has a significant positive 
impact on customer satisfaction. The finding shows that 
information provided by the digital wallet systems allows users 
of digital wallets to learn more about security. Providing 
additional security information increases the online payment 
systems’ credibility. Furthermore, consumers will feel 
reassured about the digital wallet system’s security when they 
are aware of software performance. Therefore, the study 
concluded that the proposed security factors significantly 
influence digital wallet consumer satisfaction based on the 
hypotheses tested. 

From Table IX, among the studied factors, the information 
provided has the highest β-value (.285), indicating that the 
information provided to digital wallet users most significantly 
influence consumer satisfaction, followed by authentication 
(.213), software performance (.189), transaction speed (.173), 
privacy details (.139), and finally, encryption mechanisms 
(.111). From the analysis, the six influencing factors on 
customer satisfaction are arranged in ascending order 
according to their significant influences: Information Provided 
> Authentication > Software Performance > Transaction Speed 
> Privacy Details > Encryption Mechanisms. 

VI. LIMITATION OF THE STUDY 
Security was only covered as a general factor in previous 

studies. This study is the first research undertaken to identify 
the specific security factors for the digital wallet in Malaysia. 
However, this research was carried out based on responses 
from students and professors from the National University of 
Malaysia who may have better security factors awareness. 
Further research is required in this area of study. Security 
variables are complicated theoretical subjects for 
comprehension and research. An in-depth study of various 
populations is required to assess the factors suggested in this 
research. In addition, prospective researchers should also 
consider different security variables. 

VII. CONCLUSION 
This research has proposed a six-factor security framework 

that influences consumer satisfaction in Malaysia’s digital 
wallet. Conclusively, all the proposed factors in the research 
have a significant positive influence on consumer satisfaction. 
Based on the analysis, the information provided most 
significantly influences customer satisfaction in digital wallets, 
followed by authentication, software performance, transaction 
speed, privacy details, and encryption mechanisms. Hence, 
improvised information security management principles are 
essential for the advancement of the digital wallet industry. 

Digital wallets have gained popularity in recent times for 
providing cashless and comfortable daily payments or 
transactions. Although digital wallets deal with payments or 
transactions, research on considering and deducing security 
factors when developing digital wallet payment systems is 
limited. The progress of the digital wallet industry may impede 
without a thorough understanding of security factors. This 
research contributes to understanding the specific security 
factors necessary for financial technology companies. This 
study identifies new security factors that influence consumer 
satisfaction in digital wallet payment methods. The factors 
have not been analyzed in previous research. Therefore, this 
study contributes critically to the theoretical literature in digital 
wallet payments. 

Consumer satisfaction is a crucial factor in the future for 
the booming digital wallet industry. Digital wallet security 
must be advanced to deal with emerging hackers and frauds. 
The outcome of this research can assist digital wallet providers 
in reinforcing the security of the system and focusing on 
crucial security factors to enhance customer satisfaction 
towards digital wallets. Moreover, this study can assist future 
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researchers planning to study this field by considering the 
variables proposed in this study. 
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APPENDIX A 

Ref Objective Finding Limitation 

[8] 
Identify the significant factors affecting the 
purchasing intention of customers using E-
wallet in Malaysia. 

Convenience, cost-savings, and security were identified to 
impact customer purchasing behavior using E-wallet. 

Security factors were not considered as 
variables. 

[9] Analyze the variables affecting the customer's 
decision to use mobile banking in India. 

Perceived ease of use, usability, social effects, security, 
and perceived cost affect the decision of customers to use 
mobile banking. 

The influence of security variables was 
not addressed in this study. 

[11] 
Examine the variables that impact the 
acceptance of E-wallet services in Sarawak, 
Malaysia. 

The acceptance of e-wallet services is influenced by 
perceived risk, perceived usefulness, and perceived ease. 

Security variables were not considered to 
identify the perceived risk factors. 

[13] Assess the positive and negative effects of e-
wallet on Malaysian users. 

The limitations of using the digital wallet in Malaysia are 
technological challenges and security risks. 

The analysis did not classify digital 
wallet security risks but instead 
considered security as a general aspect. 

[17] 
Explain and recognize the nature of adopting 
the digital payment system in Jordan on the 
framework of the UTAUT2 model. 

Performance expectations, social effect, price value, 
security, and privacy were important digital payment 
system acceptance indicators. 

Security factors were not considered as 
variables. 

[18] Identify the relative primary factors that 
impact online purchase intentions. 

Privacy, security, and delivery have a significant positive 
impact on customer satisfaction when it comes to online 
purchase intention. 

The study does not identify the specific 
security factors for digital wallet systems. 

[19] Proposed a framework of the security factors 
in online shopping. 

This framework has five security factors: financial 
security, privacy, system security, cybercrime, trust, and 
customer satisfaction. 

The study does not identify the specific 
security factors for digital wallet system. 

[20] 
An analysis to determine the attributes that 
impact customer satisfaction in online 
shopping. 

Privacy, merchandising, convenience, trust, delivery, 
usability, product customization, product quality, and 
security are the important attributes to the consumer for 
online satisfaction. 

Specific security factors were not 
considered as variables. 

[21] Identify the primary factors that contribute to 
the acceptance of electronic payment systems. 

Compatibility, the perceived security of technology, 
performance expectations, creativity, and social impact 
have important beneficial and detrimental effects on the 
acceptance and recommendation of electronic payment 
systems. 

The analysis did not consider security 
factors but rather addressed security as a 
general factor to assess consumer 
behavior. 

[22] 
Investigate the variables that have a 
significant impact on the adoption of Jordan's 
electronic payment systems. 

Security and privacy have a statistically significant impact 
on the adoption of electronic payment system methods. 

This research does not identify particular 
security factors to assess the behavior of 
consumers to prevent ambiguity. 

[23] 
Examine the driving factors over the use of e-
wallet as a payment method by Malaysian 
young adults. 

Perceived usefulness, perceived ease of use and privacy 
and security have a positive and vital association with the 
e-wallet behavioral intention. 

Security was considered as a general 
factor; specific security variables were 
not studied. 

[24] Analyze the factors influencing m-commerce 
use in Malaysia. 

Perceived usefulness, perceived satisfaction, security, and 
privacy have a significant positive impact on the 
behavioral intention of m-commerce use in Malaysia. 

The study does not consider specific 
security factors as variables. Security was 
considered a general factor. 

[25] 
Analyze the perceived risk that represents the 
ambiguity of adverse effects over e-wallets in 
Malaysia on consumer emotions. 

The perceived risk of privacy, perceived usefulness, trust, 
perceived general risk, and perceived risk of performance 
are directly linked to the acceptance of the e-wallet 
platform. 

The study does not specify the specific 
security factors for the digital wallet 
system. 

[26] 

Investigate the influence of security 
statements, technical protection, trust, and 
privacy on customer satisfaction, in the world 
of e-commerce. 

Security statements and technical protection significantly 
impact customer loyalty in the e-commerce industry, and 
the study found no substantial effect on privacy. 

The study considered security statements 
as a variable and did not study specific 
security factors. 

[27] 
Predict the extent of adoption of the People-
to-People (P2P) services of the WeChat wallet 
in South Africa. 

Trust, security, and privacy impact the decisions of South 
Africans to accept the WeChat wallet. 

The research was based on WeChat 
wallet mainly, did not include other e-
wallet services, and did not analyse 
security factors. 

[28] Examine the variables impacting consumer 
satisfaction with e-banking systems. 

Cloud computing, security, e-learning, and quality of 
service are factors that can improve customer loyalty with 
e-banking. 

The study did not specify digital wallet 
security variables. 

[29] 
Examine the influence of socio-cultural 
factors on ICT innovation, emphasizing 
mobile banking services in South Africa. 

Trust and privacy have a significant impact on the 
behavior intention of using mobile banking services. 

The analysis does not identify the 
security factors that affect consumer 
behavior. 

[30] 
Identify the variables that affect consumer 
satisfaction on the systems of electronic 
payment in Indonesia. 

Customer loyalty has a significant influence on service 
effectiveness, benefits provided, the security of 
transactions, speed, active usage, benefits received, and 
convenience of transactions. 

The analysis did not classify digital 
wallet security risks but rather considered 
the security of transactions as a general 
aspect. 

[35] 
Identify the variables that impact consumer 
perceived risk and their attitude toward online 
shopping in Malaysia. 

The attitude of online shoppers is adversely influenced by 
product risk, financial and non-delivery risks. 
Convenience risk was shown to have a positive impact on 
the mindset of the customer. 

The study does not identify the security 
factors that impact consumer behavior. 
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[36] Identify the variables that impact users' 
paying behavior. 

Content quality, peer influence, KOL influence, perceived 
interaction, effort expectation, and perceived trust all have 
a substantial impact on users’ paying behavior. 

The findings of the research do not 
identify which security variables 
influence customer behavior. 

[37] 
Examine the factors that influence the 
satisfaction of the younger generation with 
digital payment systems. 

Perceived risks are shown to have a significant impact on 
the behavior intention of using digital payment services. 

The research did not identify any factors 
relating to the security of digital wallets. 

[42] Analyze consumers' intention to utilize digital 
payment. 

Service quality, perceived risk, perceived security, 
perceived simplicity of use, social influence, and 
compatibility all have a substantial 
impact on consumers' intention to utilize digital payment. 

The findings of the study do not reveal 
which security variables influence 
consumers’ purchase decision. In this 
case, security was taken into 
consideration in a wide sense. 

APPENDIX B 

No. Issuers (Non-Banks) Wallet name No. Issuers (Non-Banks) Wallet name 

1 AEON AEON Member, Plus Card 25 Mobile Money International Money Pin 

2 Alipay Malaysia Lazada Wallet 26 MobilityOne eM-onei 

3 Axiata Digital eCode Boost 27 MOL AccessPortal Razer Gold 

4 Bandar Utama City Centre 1PAY 28 MRuncit Commerce Mcash 

5 Bayo Pay (M) Construx 29 MyEG Alternative iPayEasy 

6 BigPay Malaysia BigPay 30 TNG Digital Remittance NAPP (Numoni App) 

7 BLoyalty B Infinite Pay 31 PayPal Pte. Ltd PayPal 

8 Chevron Malaysia Limited Caltex StarCard Debit 32 Petron Fuel International Petron Prepaid Fleet Card 

9 DIV Services Whalet 33 Presto Pay Presto Pay 

10 Fass Payment Solutions Fasspay 34 qBayar qBayar 

11 Finexus Cards Visa / Master Prepaid Card 35 Raffcomm e-Info 

12 Fullrich Malaysia TaPay 36 Razer Pay Wallet (M) Razer Pay 

13 Gkash Gkash eWallet 37 Serba Dinamik IT Solutions Qwikpay 

14 Google Payment Malaysia Google Play Gift Card 38 Setel Ventures Setel App 

15 GoPay GoPay 39 ScanPay MyScanPay 

16 GPay Network (M) GrabPay 40 ShopeePay Malaysia ShopeePay 

17 Instapay Technologies Instapay e-Wallet 41 SiliconNet Technologies Sarawak Pay 

18 iPay88 (M) iPay88 e-Wallet 42 SMJ Teratai eWANG 

19 I-Serve Payment Gateway Zapp 43 Touch 'n Go Touch 'n Go,Prepaidcard 

20 JuruQuest Consulting QBpay e-wallet 44 TNG Digital Touch 'n Go eWallet 

21 KiplePay kiplePay 45 U Mobile Services GoPayz 

22 ManagePay Services Mpay 46 Wavpay Systems Wavpay 

23 Maxis Broadband Prepaid Airtime 47 WeChat Pay Malaysia WeChat Pay 

24 Merchantrade Asia Valyou Wallet 48 XOX Com XOX eWallet 

APPENDIX C 

No. Banks Products 

1 AmBank (M) Berhad Prepaid Card (MasterCard) 

2 Bank of China (M) Berhad Prepaid Card (China Union Pay) 

3 CIMB Bank Berhad Prepaid Card (MasterCard) CIMB Pay 

4 Malayan Banking Berhad QR Pay 

5 RHB Bank Berhad Prepaid Card (Visa) 
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APPENDIX D 

Variables ID Measurements Items Values 

Transaction speed 

TS1 Slow online money transaction speed can increase the chances of becoming a fraud victim 
while making payments using a digital e-wallet. .816 

TS2 Fast online money transaction speed improves the security of the digital e-wallet platform. .847 

TS3 A faster online money transaction speed gives hackers less time to commit fraud. .965 

Authentication 

AT1 User authentication has a directly proportional relationship with digital e-wallet security. .880 

AT2 User authentication helps in ensuring the genuine cardholder is in charge while completing 
transactions online. .846 

AT3 User authentication acts as another form of measure to keep scammers away. .768 

Encryption mechanisms 

EM1 A good encryption mechanism can prevent the user information from being misused or 
hacked. .656 

EM2 An encryption mechanism acts as a barrier between the customer and third parties with 
malicious intent to steal the customer information. .681 

EM3 Encrypted data would have no value when stolen by a hacker because the data is encrypted. .816 

Software performance 

SP1 A software with bugs increases the chances of fraud in the digital wallet. .939 

SP2 The higher and better a software's performance, the harder it is for a hacker to break in. .877 

SP3 A software with a slower performance gives a bigger scope for hackers to find the defects in 
the system. .916 

Privacy details 

PD1 Information taken from the user can cause security issues perceived risk. .868 

PD2 User's information is vulnerable. .877 

PD3 The more confidential information stored results in a higher user perceived risk. .954 

Information provided 

IP1 Information provided by the digital wallet system can help the user to understand more about 
security. .923 

IP2 Providing more information about security improves the transparency of an online payment 
system. .834 

IP3 Users will feel more assured and at ease if they are provided with more security information. .880 

Customer satisfaction 

CS1 Digital wallet services have accelerated my regular activities. .860 

CS2 Compared to conventional techniques, the digital wallet is a time-saving system. .872 

CS3 I expect that in the near future, I would be using digital wallet systems. .842 
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Abstract—The rapidly changing healthcare market requires 
healthcare institutions to adjust their operations to address 
regulatory, strategic, and other risks. Healthcare organizations 
use a wide range of IT systems producing large amounts of 
sensitive and confidential data. However, few tools are available 
to measure the data governance activities of healthcare 
institutions and align healthcare data management with 
legislation. The Governance, Risk, and Compliance (GRC) Model 
focused on integrating that ability to achieve organizational 
goals. The demand for corporate governance is crucial for 
protecting the healthcare system from risks. An adaptation of a 
modified version that includes strategy, processes, technology, 
people, as well as legal and business requirements was developed 
to analyze the factors affecting IT GRC implementation in 
healthcare organizations. Although about 48% of participants 
reported that their organizations implemented IT GRC 
programs, 16% stated that they are considering implementing IT 
GRC programs soon. In almost 71% of healthcare organizations, 
IT governance, risk management, and compliance are integrated. 
Among the factors influencing the implementation of IT GRC 
programs in Saudi healthcare organizations, legal context ranked 
as the most critical, followed by process, strategy, then 
technology, business, and finally, people contexts. This study 
shows that healthcare organizations must assess various factors 
for the effective implementation of IT GRC activities. 

Keywords—Information technlogy; strategic; healthcare; 
governance; compliance 

I. INTRODUCTION 
Increasing economic uncertainty, evolving market trends, 

and expanding regulations are escalating health organizations’ 
risk exposure [1]. Currently, changes in healthcare systems are 
disturbing operations, necessitating the implementation of 
effective risk management systems. Hence, maintaining 
competitiveness and managing risk in the healthcare 
environment requires new actions, plans, and strategies. These 
changes have been facilitated by updated government 
regulations, organizational structures, accountability measures, 
and the relationship between consumers and healthcare 
providers [2]. In the evolving healthcare market, institutions 
must modify their operations to address regulatory, strategic, 

and other risks. However, the need to change these models, 
along with the implementation of new models and 
organizational structures, might increase industry risks while 
providing lucrative opportunities. As a result, healthcare 
organizations are learning how to use effective models to turn 
those risks into profits. 

The healthcare domain contains many information systems 
that produce massive amounts of data. These data include 
patient data, disease research data, healthcare professional data, 
and other sensitive information that must be managed with the 
highest levels of confidentiality, integrity, and availability 
(CIA) [3]. Many healthcare organizations realize that the 
changes in healthcare systems are disrupting their usual 
practices, and they need effective risk management for data 
governance. They also recognize that maintaining 
competitiveness and managing risks in the healthcare 
environment require new actions, plans, and strategies. The 
modification in government regulations, organizational 
structures, and accountability measures as well as the 
relationship between consumers and healthcare providers [4], 
facilitate these changes. However, there is a lack of developed 
tools for measuring data governance activities and aligning the 
healthcare organization data management with legislation. 

One of the models that have been introduced in the 
healthcare sector to deal with these issues is Governance, Risk, 
and Compliance (GRC). GRC focuses on integrating a range of 
capabilities that assist health organizations to act with integrity, 
maintain consistency, address uncertainty, and achieve 
organizational goals [5]. As the dependency on information 
systems increased, the need to apply the GRC concept to IT 
operations became apparent. IT GRC ensures that all IT 
systems have proper governance, risk management, and 
compliance management to support healthcare organizations 
[6]. Although many researchers identified the need for IT GRC 
in healthcare organizations, only a few addressed the need to 
develop a strategic framework for implementing IT GRC in 
healthcare settings [7]. 

The benefits of applying IT GRC in healthcare 
organizations include accountability, better management for 
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electronic health records, alignment with legal requirements. 
The purpose of this study is to support healthcare organizations 
in identifying IT GRC practices at a strategic level. This paper 
evaluates the main factors affecting IT GRC in the healthcare 
sector to develop a strategic model that addresses various 
perspectives. 

II. BACKGROUND 

A. Factors Led to the Emergence of IT GRC in the 
Healthcare Sector 
The emergence of IT GRC as an approach for protecting 

healthcare organizations from excessive risk and removing 
growth barriers has been due to numerous factors. One such 
factor is the demand for corporate governance. Governance is a 
broad term that involves individuals who administer the 
operations, laws, processes, institutions, and policies which 
define the structure that manages and directs healthcare 
organizations [8]. Thus, governance affects how healthcare 
organizations address everything, such as daily operations and 
patient care strategies. If any organizational operation fails, the 
board of directors and executives are held accountable rather 
than the policies or organizational culture [9]. Therefore, an 
accountability issue arises whether external and internal 
constituencies trust that the healthcare providers are doing 
everything to protect the quality of care and mitigate risk. 
Recently, there has been increased media coverage of 
healthcare organizations that fail to ensure the safety and 
protection of sensitive patient information [4]. Due to increased 
media attention, data breach, and the increasingly complex 
healthcare regulatory environment, board members and 
executives are more thoroughly accustomed to how their 
healthcare organizations operate. This increased scrutiny  has 
ensured that the individuals in the governance have timely and 
accurate information regarding their organization. These 
individuals have the capability of making decisions that ensure 
compliance, prevent unnecessary risk, and reduce the impacts 
and chances of regulatory penalties and patient litigation [10]. 

Another factor that has led to the emergence of IT GRC in 
the healthcare sector is the increased adoption of electronic 
health records (EHR) that has led to greater risk. There is a 
growth of data in the healthcare sector, such as patient 
information. This growth indicates that healthcare 
organizations need an effective structure that clearly illustrates 
business requirements, data governance, and technology 
processes and infrastructure to support a secure data 
management environment [11]. Nonetheless, some healthcare 
organizations face challenges, such as increasing regulatory 
standards and requirements, a lack of funds for security 
initiatives, and the growing need for data sharing among 
collaborators and partners. These challenges have made it 
difficult for organizations to protect and manage all these data 
centers. Numerous areas have increased the risk due to the 
adoption of EHR, such as the global and dynamic nature of 
electronic information, collaborative patient care, and the 
utilization of electronic patient portals [3]. Due to the 
complexity of safeguarding health information, there is a need 
to have a more holistic risk management approach, such as 
carrying out a risk assessment on the electronic environment. 

 Another contribution to the emergence of IT GRC in the 
healthcare sector is the growth of regulatory requirements. 
Healthcare organizations must comply with these regulatory 
requirements to minimize the impact and chances of regulatory 
penalties and patient litigation [12]. In the healthcare sector, 
compliance denotes the act of adherence to regulations, along 
with the capability of healthcare providers to demonstrate and 
sustain that. Healthcare organizations need to adhere to internal 
policies as well as externally imposed regulations and laws. In 
addition to regulatory requirements, there are a more informed 
public, more assertive regulators, and more serious non-
compliance penalties, which indicate that the organization 
needs to focus on compliance [13]. 

The boundaries of the extended healthcare enterprise are 
disappearing due to the far-reaching and intricate web of 
relationships [14]. For instance, numerous departments and 
constituencies share patient information. Additionally, the use 
of advanced technologies such as VoIP services, mobile 
devices, social networking, virtualization, and cloud 
outsourcing has led to the disappearance of conventional 
boundaries of a single healthcare enterprise [15]. This cross-
pollination of information and services has made it difficult to 
determine the beginning and end of one healthcare operation. It 
has also led to unwanted risks. It is challenging to manage the 
numerous healthcare sectors that affect patient information. 
Additionally, many divisions in the healthcare organizations, 
such as radiology, the ER, and hospital labs, have burdened 
healthcare providers with assessments of employment 
practices, workflow support, privacy, security, and health and 
safety. Therefore, healthcare organizations need to validate 
their extended enterprise members to meet social responsibility 
practices, comply with laws, and ensure that they operate in a 
manner that prevents unnecessary risks. This is because new 
technologies generate numerous opportunities and risks [16]. 
For instance, the utilization of mobile devices by healthcare 
providers might affect the delivery of services along with 
creating new expectations across numerous touchpoints. At 
every touchpoint, there is a likelihood of introducing risks 
relying on the capability of health organizations to secure the 
connection. Hence, the disappearing boundaries in healthcare 
enterprises that might lead to unwanted risk have contributed to 
the emergence of IT GRC. 

B. IT GRC in Healthcare Settings 
Researchers in [17] provided a clear GRC model based on 

the maturity model. The authors indicated that the GRC 
framework is most common among multinationals, insurance, 
banking, and listed corporations. However, the article 
acknowledged that there is a need for the GRC framework in 
healthcare settings. [18] indicated that in past years the GRC 
framework was not adopted in healthcare, although it has 
gained popularity among developed countries such as Germany 
and the U.S. The author discussed only the current state and 
significance of GRC in healthcare care without offering a clear 
IT GRC framework. [19] discussed past and future directions 
of information technology governance. The study did not 
provide a clear IT GRC framework that healthcare 
organizations can implement. [20] provided a clear guideline 
on how governance, risk, and compliance can align to ensure 
better decision-making. The study has indicated that, in past 
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years, organizations have failed to align governance, risk, and 
compliance. However, the study did not provide a complete 
GRC framework that healthcare organizations can adopt 
specifically for the IT GRC setting. Table I summerizes the 
related litreture. 

The literature agrees that there is a need to develop an IT 
GRC framework that healthcare organizations can use. 

TABLE I. SUMMEARY OF RELATED LITERATURE 

Reference Contribution Limitation 

[17] GRC maturity model for 
hospitals 

Not specific for IT GRC in 
healthcare organizations 

[18] 
Advantages of implementing 
GRC in healthcare care 
systems 

No clear IT GRC framework 
for healthcare organizations 

[19] 
Past and future directions of 
information technology 
governance 

No clear IT GRC framework 
for healthcare organizations 

[20] 

Clear guideline on how 
governance, risk, and 
compliance can be aligned 
for healthcare organizations  

Partial GRC framework for 
healthcare organizations not 
specific for IT GRC 

III. RESEARCH FRAMEWORK 
This research aims to assess the factors affecting the 

implementation of IT GRC initiatives in healthcare 
organizations. This paper adopted a modified version of the 
frame of reference for integrated GRC developed in [2]. The 
original frame contained four components, strategy, processes, 
technology, and people. This research framework adds two 
new components, business and legal requirements. The 
research framework appears in Fig. 1. The description of the 
research framework components are as follows: 

• Strategy: The alignment among healthcare strategy, IT 
strategy, and IT GRC activities is crucial for 
integrating IT GRC in healthcare organizations [21].  A 
study conducted in Swiss hospitals found that IT 
directors usually make all the decisions without any 
discussion with related departments in about 75% of 
the hospitals [1]. 

• Process: IT GRC involves many processes that span 
various GRC domains (i.e., governance, risk 
management, compliance) [22]. IT governance 
processes must control IT risk management and IT 
compliance management in the healthcare organization 
[23]. 

• Technology: Technology plays a vital role in the 
integration of IT GRC activities. However, applying IT 
GRC technical tools in the healthcare organization 
requires an understanding of the nature of the 
healthcare business [24].   

• People: People play different roles in IT GRC 
activities, such as identifying risks and managing the 
systems [23]. Understanding the importance of IT GRC 
activities in healthcare organizations is one of the 
success factors for implementing any IT GRC initiative 
in the healthcare organization [24]. 

• Business: Implementing IT GRC requires investment in 
technical solutions and processes. Thus, successful 
implementation requires approval from both business 
and information technology leaders to make the 
implementation successful [1]. 

• Legal: Regulatory compliance is one of the major 
drivers for any GRC program [25]. In the healthcare 
domain, organizations have to comply with various 
regulations. While some of these regulations are 
healthcare-specific, others could be related to IT 
regulations or other general laws. 

 
Fig. 1. Research Framework. 

IV. RESEARCH METHODOLOGY 
To assess the factors affecting the implementation of IT 

GRC initiatives in healthcare organizations, this study started 
with a literature review, followed by a quantitative survey. The 
questionnaire items fall into six categories (technology, 
process, people, strategy, legal requirements, and business) see 
Appendix 1. 

Two experts (a professor and an assistant professor) 
reviewed the developed questionnaire to test the content 
validity. After making the required changes, the authors 
translated the questionnaire into Arabic. Then, the research was 
reviewed by the Research Ethics Committee at Shaqra 
University in Saudi Arabia to gain ethical approval. 

The research team used Microsoft Forms as an online tool 
to distribute the questionnaire. The targeted population of this 
research is all staff members in Saudi healthcare organizations 
who are responsible for IT GRC-related activities or similar 
roles. The researchers used the snowball technique to reach all 
possible participants. 

The questionnaire consists of five parts. The first part acts 
as a cover letter by providing information about the study and 
the researchers and taking the informed consent of the 
participants. The second part collects information about IT 

Process 

Technology 

People 

Business 

Legal 

Strategy 

Strategic IT GRC 
in healthcare 
organizations 
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GRC activities inside the healthcare organizations, such as the 
type of IT GRC program in the organization and who is in 
charge of the IT GRC program in the organization. The third 
part includes statements developed to assess the factors 
affecting the implementation of IT GRC initiatives in 
healthcare organizations. The fourth part collects the 
demographic information of the participants. The final part 
allows the respondents to add additional comments regarding 
the topic. 

V. DATA ANALYSIS 
After completing all the required processes for the 

questionnaire development, the questionnaire was distributed 
to the targeted audiences of Saudi healthcare organizations 
members. We received 122 responses from 19 Oct 2021 to 7 
Dec 2021. Four of the respondents were not accepted due to 
incompleteness or because they worked in the wrong industry.  
The analysis was conducted using Jamovi software [26].  This 
study implies quantitative methods as the analysis methods for 
many reasons such as the ability to generalization, high level of 
objectivity. 

A. Sample Characteristics 
Table II shows the demographic information of the 

participants. The gender balance among the participants was 
almost equal (Male 52.5%, Female 47.5%).  The majority of 
the participants work in healthcare organizations in the Central 
Province (66.1 %) and the Western Province (25.4%). This was 
expected since most of the main locations of the healthcare 
organizations in Saudi Arabia reside in those two provinces, 
which have the majority of the Saudi population [27]. 
Although 67% of the participants have five years or more of 
experience in the healthcare sector, only 21.1% have 
experience with more than five years in IT GRC related 
activities. 

B. IT GRC Status in Healthcare Organizations 
This section discusses the IT GRC status in Saudi 

healthcare organizations. While 48.3% of the participants 
reported that their organizations implemented the IT GRC 
program, only 16.1% stated that their organization plans to 
have an IT GRC program in the foreseeable future. 

High percentages of participants (28%) do not know about 
the IT GRC program in their organizations. These participants 
were not included in the analysis of the results. 

Among organizations that implemented the IT GRC 
program, 71.9% of the participants stated that their 
organizations have an integrated IT GRC program that covers 
all of governance, risk management, and compliance processes.  
77.4% of the participants also reported that the person in 
charge of IT GRC in the organization is from the IT 
department (i.e., Chief Information Officer (CIO) or equivalent 
or another IT director). Table III shows IT GRC status in Saudi 
healthcare organizations. 

C. Reliability Testing 
Cronbach’s coefficient alpha test was used to measure 

internal consistency between items of the contexts. All of the 
values of Cronbach Alpha were above 0.8, which is considered 
above the accepted threshold [28]. 

TABLE II. THE DEMOGRAPHIC CHARACTERISTICS OF THE PARTICIPANT'S 
CHARACTERISTICS 

Characteristic 
Total Respondents 

Frequency Percentage  

Gender  
Female 56  47.5 

Male 62  52.5 

Total 118 100 

Organization location  
Central Province  78  66.1 

Western Province 30  25.4 

Eastern Province  6  5.1  

Southern Province 2  1.7  

Northern Province 2  1.7  

Total 118 100 
Participants’ experience in years in 
healthcare sector   
Less than one year. 26  22.0 

More than 1 year and less than 5 years. 13 11.0 

More than 5 years and less than 10 years 19  16.1 

More than 10 years and less than 15 years.  25  21.2 

15 years or more. 35  29.7 

Total  118 100 
Participants’ experience in years in IT GRC-
related activities  
Less than one year. 65  55.1  

More than 1 year and less than 5 years. 28  23.8  

More than 5 years and less than 10 years 17  14.4  

More than 10 years and less than 15 years.  7  5.9  

15 years or more. 1  0.8  

Total 118 100 

Overall findings 

This research aims to study the factors affecting the 
implementation of IT GRC initiatives in healthcare 
organizations in Saudi Arabia. The authors have addressed this 
by analyzing the data collected from the survey. Among the six 
contexts, the most important one is Legal (mean 3.85), then 
Processes (mean 3.82), followed by Strategy (mean 3.78), 
Technology (mean 3.74), Business (mean 3.62), and finally 
People (mean 3.61). Table IV shows the overall results of the 
analysis. 

D. Comparison between Different Groups 
Based on the results of the questionnaire, Saudi healthcare 

organizations divide into three categories. The first category is 
the organizations that have already utilized IT GRC solutions. 
The second category is the organizations that are planning to 
implement IT GRC programs. The third category is the 
organizations that do not implement the IT GRC program. The 
researchers conducted an Analysis of Variance (ANOVA) test 
to examine the means among the three groups. Table V lists the 
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means and standard deviations for all groups and contexts. It 
also presents the p-value for the ANOVA test for all contexts 
among the three groups. The results indicated significant 
differences among all six contexts between all categories. 
These findings show that organizations with IT GRC programs 
always have high mean values for all contexts. Additionally, 
organizations that do not implement IT GRC programs always 
have low mean values for all contexts. The ranking of the mean 
values shows differences in the importance of contexts for each 
category. For organizations with an IT GRC program, the 
processes context ranked first (mean = 4.10), and the people 
context was ranked last (mean= 3.89). For organizations 
planning to implement  IT GRC programs, the legal context 
was ranked first (mean = 3.78), and the business context was 
ranked last (mean= 3.33). For organizations that do not 
implement IT GRC programs, the legal context was ranked 
first (mean = 2.77), and the process context was ranked last 
(mean= 3.22). 

TABLE III. IT GRC STATUS IN SAUDI HEALTHCARE ORGANIZATIONS 

Question 
Total Respondents 

Frequency Percentage  

Having an IT GRC program in place?  
The organization has IT GRC program.  57 48.3 
The organization is planning to have IT 
GRC program in the foreseeable future.   19 16.1 

The organization does not have any IT GRC 
program.  9 7.6  

I do not know.    33 28.0 

Total 118 100 

Type of IT GRC program   
The organization has an integrated IT GRC 
program that covers all of governance, risk 
management. and compliance processes.   

41 71.9 

The organization has an IT GRC program 
that covers only two aspects of GRC 
processes (i.e., governance and 
risk management, governance and 
compliance, or risk management and 
compliance). 

11 
  19.3 

The organization has an IT GRC program 
that covers only one aspect of GRC 
processes (i.e., governance, risk 
management, or compliance).  

5  8.8  

Total 57 100 
Roles leading IT GRC program in the 
organization?  
Chief Information Officer (CIO) or 
equivalent 

32 
  56.4 

Deputy CIO or equivalent 3 
  5.2 

Chief Cybersecurity officer (CCO) or 
equivalent 

9 
  15.8 

Another IT director/manager 9 
  15.8 

Internal audit officer. 2  3.4  

Other 2 3.4  

Total 57 100 

TABLE IV. OVERALL ANALYSIS 

Context Rank Mean SD Number of 
items 

Cronbach 
Alpha 

Legal  1 3.85 1.06 4 0.955 

Process  2 3.82 1.08 4 0.950 

Strategy  3 3.78 1.12 4 0.948 

Technology  4 3.74 0.972 5 0.904 
Business  5 3.62 1.21 4 0.956 

People  6 3.61 1.19 2 0.893 

VI. DISCUSSION 
The present research tries to explain the factors affecting 

the implementation of IT GRC programs in Saudi healthcare 
organizations. Legal context, which refers to the ability of 
healthcare organizations to meet all legal and regulatory 
requirements, was ranked as the most important context. This 
result was expected since following legal and regulatory 
requirements is usually compulsory. However, organizations 
that do not implement IT GRC programs face difficulties 
following or complying with these requirements since they 
have low mean values (2.72). This finding aligns with other 
studies that indicate compliance with the laws and regulations 
as one of the main objectives for GRC implementation [24]. 

The process dimension that controls various GRC domains 
ranked as the second most important dimension. Our study 
shows that organizations with well-structured processes have 
already implemented IT GRC since this dimension was ranked 
first for such organizations. This dimension ranked as the last 
dimension for organizations without an IT GRC 
implementation. Thus, they have difficulties controlling IT risk 
management and IT compliance management. Another study 
supports this finding since it showed the process level of the 
integration between IT GRC domains was low at healthcare 
organizations compared with other industries [23]. 

Synergy and alignment between IT GRC activities, IT 
strategic objectives, and business strategy are among the most 
crucial conditions. For organizations that plan to implement IT 
GRC solutions, this context ranked as the second most 
important. This ranking shows their willingness to offer better 
alignment integration between the GRC processes, IT, and 
business strategies. Weak strategic alignment negatively 
impacts IT GRC integration efforts across the healthcare 
organizations as mentioned in [1]. 

Technology context ranked as the 4th most important 
context. One possible reason is the use of technology as a tool 
to support IT GRC implementation rather than the main focus 
for healthcare organizations [23]. Another possible reason is 
the technical complexity of implementing such solutions in 
healthcare organizations [24]. 

Business context refers to the financial issues regarding the 
implementation of IT GRC activities in the organization. This 
context did not rank high in our study. This result was a 
surprise since financial factors are among the most important 
factors in many studies related to the implementation of IT in 
healthcare organizations [29]. A possible explanation is 
continuous pressure on healthcare organizations to decrease 
their expenditures [30]. 
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TABLE V. CONTEXTS ACROSS DIFFERENT GROUPS 

Context 
Having an IT 
GRC program  

Planning to 
have an IT 
GRC program  

Do not 
implement an IT 
GRC program 

P-
value 

Mean SD Mean SD Mean SD  

Legal 4.05 1.009 3.78 0.942 2.72 0.947 .004* 

Process 4.10 0.939 3.74 0.963 2.22 0.785 < 
.001* 

Strategy 3.96 1.049 3.75 1.118 2.67 1.053 .011* 

Technology 3.99 0.965 3.53 0.706 2.64 0.615 < 
.001* 

Business 3.91 1.106 3.33 1.294 2.39 0.719 < 
.001* 

People 3.89 1.005 3.39 1.329 2.28 1.034 .001* 

* Statistically Significant 

People context includes human involvement in IT GRC 
activities in healthcare organizations. This context ranked with 
low mean values. The reason could be the lack of adequate 
staff devoted to IT GRC activities [1]. Another explanation is 
the unclear responsibilities for the IT GRC team [31]. Our 
finding also indicated a lack of expertise in the IT GRC domain 
in healthcare since only 21.1% of the participants have more 
than five years of experience in IT GRC related activities. This 
result shows the need for specialist training in the IT GRC 
domain in Saudi healthcare organizations. 

VII. CONCLUSION 
Healthcare organizations face many challenges to improve 

their operations to respond to regulatory, strategic, and other 
requirements. Many organizations have implemented the 
Governance, Risk, and Compliance (GRC) model to help 
manage and comply with internal and external legal aspects. IT 
GRC is a subdomain of GRC that focuses on IT operations in 
organizations. This study analyzed the factors affecting the 
implementation of IT GRC in healthcare organizations. It 
developed the research framework that comprises strategy, 
processes, technology people, and legal and business 
requirements. 

The results indicated significant differences among all six 
contexts between various categories of healthcare 
organizations. The output of our research provides a strategic 
roadmap for healthcare organizations that are willing to 
implement IT GRC activities. Additionally, Saudi healthcare 
organizations need to pay special attention to the role of people 
in IT GRC activities since this context ranked among the 
lowest. 

The main contribution of this study is to develop a strategic 
framework for IT GRC in healthcare organizations. The 
developed framework can help healthcare organizations in 
improving their IT services and align them with healthcare 
services. Another implication of this study is the need to align 
technology with other aspects such as legal requirements for IT 
GRC holistic strategic framework. 

A possible limitation of the research is the number of 
participants, which can be considered low. However, the low 
number could be because our survey requires participants to 
have some knowledge of IT GRC to complete the 
questionnaire, and these people are usually limited in 

healthcare organizations. Another limitation is that the 
geographical context of the study is limited to Saudi Arabia. 

Future work of our study includes the development of tools 
that integrate all the contexts to support healthcare 
organizations for better utilization of IT GRC concepts. 
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Abstract—With the increase in the number of high-risk 
pregnancies, it is important to monitor the health of the fetus 
during pregnancy. Major advances in the field of study have led 
to the development of intelligent automation systems that enable 
clinicians to predict and determine the monitoring of Maternal 
and Fetal Health (MFH) with the aid of the Internet of Things 
(IoT). This paper provides a solution for monitoring high-risk 
MHF based on IoT sensors, data analysis-based feature 
extraction, and an intelligent system based on the Deep 
Convolutional Generative Adversarial Network (DCGAN) 
classifier. Various clinical indicators such as heart rate of MF, 
oxygen saturation, blood pressure, and uterine tonus of maternal 
are monitored continuously. Many data sources produce large 
amounts of data in different formats and ratios. The smart health 
analytics system proposes to extract several features and measure 
linear and non-linear dimensions. Finally, a DCGAN has been 
proposed as a predictive mechanism for the simultaneous 
classification of MFH status by considering more than four 
possible outcomes. The results showed that the proposed system 
for mobile monitoring between MFH is a practical solution based 
on the IoT. 

Keywords—Deep convolutional generative adversarial network; 
fetal health monitoring; high-risk pregnancies; internet of things; 
smart healthcare system 

I. INTRODUCTION 
Remote monitoring systems in the healthcare domain are 

increasing the daily reach of health for at-risk populations, 
especially pregnant women [1] and the elderly [2]. To identify 
the early disease symptoms and provide care, the patients are 
monitored every second by using these promising techniques 
in healthcare. The major functionality of the system is to 
diagnose and predict the health conditions of the user and 
provide warnings and training for the same. Nowadays, recent 
advances in the technologies of IoT have presented a way to 
enable such monitoring services 24/7. The IoT is a growing 
network of interconnected objects that include shared 
knowledge about decision-making and efficient and 
autonomous operation [3-6]. Various sources such as 
computer knowledge, communication link, and sensitivity are 
used by IoT in healthcare. As the content of public health, 
MFH is highly regarded by governments. However, medical 
care services, especially obstetric care, are limited, which 
decreases the efficiency of the medical staff and increased the 
pressure of high-quality service. 

Although the fetus is located inside the body of a pregnant 
woman, the most devoted protector of the fetus is only the 
pregnant woman. Without the help of external technology, a 
mother will not be able to know the FH even when it is life-
threatening. Therefore, to study the MH, monitoring the fetal 
is an important tool [7]. Fetal monitoring is reliable, safe, and 
easy to operate, which is widely practiced by MCH 
organizations across India [8-10]. However, the fetal 
monitoring used by most hospitals still traces deficiencies. 
First, the information cannot be shared. Monitor results must 
be printed in most hospitals, making them unsuitable for 
storage and easy to lose, and sharing tracking information and 
advice from multiple individuals may not feel timely. 

These factors make it difficult for doctors to perform 
medical tasks or delay illness, which can lead to medical 
accidents. When pregnant women are in the obstetrics 
department, early warning function and intelligent real-time 
monitoring system are unable and they face other issues such 
as high risk, high emergencies, and massive flow of other 
pregnant women. In addition, serious consequences and life-
threatening risks have occurred, when pregnant women are 
unable to notify doctors in time. Finally, monitoring of human 
health at home fails to recognize: at present, traditional health 
systems cannot meet the needs of continuous monitoring of 
pregnant women. Pregnant women, as expectant mothers, play 
an indispensable role in the upbringing of their children. 
Therefore, self-monitoring at home is an important content 
during the period of perinatal health care. 

In recent years, communities and families are greatly 
entering into the comprehensive application of information 
platforms such as cloud computing technology, IoT 
healthcare, big data, communication technology, etc. It 
provides individuals with purposeful and personalized 
services, enabling them to advance from telemedicine to new 
ideas and ways of preventing disease and addressing major 
public health issues in the lives of women and children [11-
13]. The IoT [14] means things are connected via the Internet 
that, understands the communication between objects using 
modern information technologies such as smart sensing, 
identification technology, and wireless communication. IoT-
based M-Health uses wearable clinical sensors [15-17] to 
provide patients with real-time feedback on key symptoms and 
medical information and provide them with "anytime, 
anywhere" healthcare. 
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Healthcare as a Service platform architecture for cloud-
based medical decision support services is developed in [18]. 
In [19], a coherent framework for M-Health monitoring and 
IoT-based remote monitoring is proposed. In [20], the IoT-
based cloud service is optimized for the next generation of 
smart environments. In wireless heterogeneous networks, 
architecture of hierarchical sensor-based healthcare is 
developed by the work [21]. Other work [22] focused on a 
variety of wireless access networks and provided a framework 
for remote patient monitoring services. In some other cases, 
the software is developed by the IoT infrastructure for safe 
and smart healthcare [23]. 

An example of GAN model architecture is shown as below 
in Fig. 1. 

 
Fig. 1. Example of Generative Adversarial Network Model Architecture. 

An integrated solution is proposed in this work for 
collecting different data from devices and sensors of IoT, 
linear and non-linear features are extracted, emergency alarms 
are used to analyze the data and finally, the MFH is 
automatically predicted by the DCGAN model. The most 
significant contributions are presented here as: 

1) A continuous monitoring of MFH is carried out by 
integrating the medical devices and sensors of IoT. 

2) To improve the diagnostic accuracy, fog computing 
architecture is used to develop an automated emergency 
subsystem with inference rules set. 

3) The extraction of linear and non-linear features are 
done by a smart health analytics system. 

4) The status of MFH is classified by analyzing the 
multiple metrics with the help of the DCGAN model. 

This research paper is structured as follows. The related 
works for monitoring the fetal and maternal status are given in 
Section 2. A brief explanation of the system model with a 
predictive model is presented in Section 3. The validation of 
existing techniques with the proposed algorithm is described 
in Section 4. Finally, the scientific contribution of the research 
work with its future development is depicted in Section 5. 

II. RELATED WORK 
A safe and reliable monitoring framework at less cost-

effective is developed by Allah et al., [24] to make the home 
more comfortable and mitigate the effects of preterm labor in 
pregnant women. Non-invasive technology is used by the 
system to monitor EHG defects using wireless body sensors 
and smartphones. The smartphone will check for contractions 
and alert you in case of early delivery. Using the cervical 

contractility database, this smartphone app has been developed 
and tested for verifying reliability and performance in terms of 
power consumption. The analysis showed that this application 
serves the purposes of the framework in defining the work 
system. 

The significance of variants with similar features between 
the EPL models and the current pregnancy models is proposed 
by Liu, et al., [25]. After the collection of embryo samples, the 
correlation between the heart rate of the fetus is identified, 
where a regression model is used to achieve the normal 
development of FHR. The remaining analysis reveals the 
importance of the FHR in determining pregnancy outcomes. 
To develop the computational models, this paper developed 
six different machine learning (ML) techniques are developed. 
Sensitivity is used to compare the accuracy of both the 
presence of FHR and conditions of absence for predicting the 
performance. FHR is closely related to ETD for normal 
development and attained a high-performance value. When 
compared with all techniques, the random forest has 97% of 
recall, F1-score, and accuracy with 0.97 of AUC; however, 
deep learning techniques are required for effective prediction. 

During pregnancy, the exposure of incarceration and food 
insecurity is identified by Testa et al., [26]. From 2004 to 
2015, the LR was used to determine the relationship between 
father and mother of a fetus’ food insecurity using Pregnancy 
Risk Assessment System (PRAMS) results. Withdrawal of 
controls is associated, directly or indirectly, with a 165% 
increase in the risk of food instability. Attendance analysis 
indicates that this relationship is driven by various factors 
such as receiving WIC benefits, unemployment of maternal 
and financial hardship. 

Azimi et al., [27], established a flexible decision-making 
mechanism to provide 24/7 health outcomes in the absence of 
data, despite missing policies. Various data resources are 
leveraged in IoT systems for providing the results and 
imputing the mission values. This approach was validated in 
the Human Maternal Health Cycle Research, where 20 
pregnancies were observed for 7 months. The health status of 
the maternal is measured by using her heart rate in real-time 
applications. While comparing with existing related works, the 
accuracy is highly achieved by this developed method. But, 
the accuracy results are low, when there are large missing 
window size data presents. 

The website is developed by Mourad M et al., [28], and the 
signalling site is used to study uterine contractions, their 
characteristics, and labour study. In this investigation, 
different nonlinear techniques are used to determine 
pregnancy and labor signals and to examine pregnancy signals 
before labor with Hogworth frontiers, the multifaceted nature 
of Lempel-Ziv, and the measurement of a fractal. In Lebanon 
and France, all data from 12 WBL to 1 WBL are recorded and 
played back using a terminal network of size 4 × 4. The 
engineered signals are used by these techniques for testing the 
sensitivity of nonlinearity modifications, which are then 
applied to real signals. These results show that nonlinear 
techniques are commonly used to detect pregnancy 
fluctuations and to reduce symptoms. 
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III. PROPOSED SYSTEM 
Fig. 3 shows an overview of the proposed structure. The 

flow of the methodology is depicted as follows: initially, the 
IoT devices are used to generate the data and then transmitted 
to the emergency subsystem for identifying any distress of 
FHS. The medical staff gets informed if any emergency is 
obtained. After all this, data is transferred to the cloud, where 
the calculation of features is processed and a prediction 
system based on one-dimensional DCGAN is used. At last, 
medical diagnoses are supported by this classification model 
and the results are provided to the clinical staff members for 
further analysis. 

The medical staff only has access to patients' details and 
their diagnostic outcomes, where authentication, access 
control layer, and data encryption levels are used to provide 
communication protection for data privacy and confidentiality. 

There are four parts in the developed solution, which are 
presented in Fig. 2. The integration of medical devices and 
sensors for the collection of data is presented in the first layer 
called the IoT layer, where the emergency subsystem is 
presented in the second layer (i.e. Fog computing layer) that is 
according to the inference rules and fixed clinical thresholds. 
The third and final part is considered as the Cloud computing 
layer, where signal processing techniques are used to extract 
the features in the third part, and classification of MFH is 
carried out by one-dimensional DCGAN in the fourth layer. 

A. IoT Layer 
Sensor and Equipment Devices which are used to collect 

medial parameters from mother and fetal. 

The components that are presented in this layer are 
described as: Four vital signs of maternal such as blood 

pressure, temperature, heart rate of both Mother and fetal and 
oxygen saturation. Fetal and maternal monitoring are 
developed by using IoT modules, where diagnostic support is 
also provided by non-structured data. 

To continuously monitor the fetus, the heart rate of his/her 
is only considered, which is obtained by the sensor of Doppler 
with a 4 Hz sampling rate. Then, a toco-dynamometer sensor 
is used to monitor the uterine tonus activity of maternal with 
the same sampling rate. Fig. 4 shows the modelling of the IoT 
interface layer. 

At a 1 Hz sampling rate, important signals of maternal are 
obtained, where a photoplethysmography sensor is used to 
derive the oximetry and heart rate of maternal; then digital 
sensor integrated with medical devices is used to acquire the 
blood pressure for systolic and diastolic with temperature. 
Then, relevant events, audio, and photo notes of maternal that 
are acquired by medical staff are shared with the specialists, 
who are added to this system. 

 
Fig. 2. The Flow of the Proposed Structure. 

 
Fig. 3. Proposed Healthcare-IoT for Simultaneous Monitoring of a Mother and Fetus. 

 
Fig. 4. Representation of Patient's Data with the Generation of non-external Data. 
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B. Fog Computing Layer: Subsystem for Emergency 
With limited resources of technology in remote clinical 

facilities and developing countries for providing ambulatory 
support, management and adoption of a cloud computing 
system for monitoring the real-time data is a challenging task. 
Therefore, architecture on fog computing is developed for 
supporting the requirements by creating a layer to collect the 
data on clinical premises. 

For the signals of UC and heart rate of fetal, this type of 
external sensor is ideal for sound generation depending on the 
situation or the mother's movements [29]. Essentially, a pre-
processor is included in the model before considering the 
specific dimensions of noise filtering and zero detection. The 
selected layer develops an automated analytical system for 
clinically important signals, according to the set of defined 
limits. The system is designed using three types of diagnostics 
(i.e. Emergency Class as EC) given in Table I. 

According to the International Guidelines for Obstetricians 
and Gynaecologists (IGOG) [30], detailed descriptions of each 
standard portal and related classifications are provided in 
Table II for guidance on clinical group definitions and 
parental criteria. 

C. Cloud Computing Layer: Subsystem for Extraction of 
Automatic Features 
A data analytical module is created in this part for the 

extraction of maternal and fetus' features. To determine the 
parameters of UC and heart rate of fetus, signal processing 
techniques [31] are used and then non-linear and statistical 
metrics are calculated. The changes include long decelerations 
and baseline adjustments that need time to confirm and long-
term analysis are required by interpretation of fetal's heart rate. 
Therefore, once the signal acquisition is done, after 10 
minutes only the measures are calculated at the initial step and 
updated every 5 minutes for the entire examination. 

There are two steps involved in this module, the initial 
importance is given for monitoring the fetal and finally, the 
vital signs of the mother has considered as second steps. For 
continuous monitoring, maximum information is achieved by 
analyzing the uterine contractions and heart rate of fetal by 
using signal processing techniques. In this sub-system, a total 
of 15 features are extracted for the analysis of the heart rate of 
the fetus that is established by medical experts, where the 
features include baseline value, baseline changes for instant 
and numbers, minima number, FHR minima instants, peaks 
for number and instants, decelerations of DIP-I and DIP-II, 
UC occurrences for number and instants, sample entropy for 5 
and 20 minutes window, long decelerations and variable 
decelerations. 

D. Predictive Subsystem using DC-GAN Model 
GANs (Generative Adversarial Networks) are made up of 

two models that are trained concurrently using an adversarial 
approach. As shown in Fig. 5(a) and Fig. 5(b), a generator 
learns to make realistic images, whereas a discriminator learns 
to distinguish between actual and fraudulent images. 

It should be noted that a total of 6 classes are considered 
and included in Table III for maternal and fetal diagnostic 

diagnoses based on medical group classification. In this work, 
a DC-GAN is used for the prediction process. 

In this paper, the conditional DC-GAN is used to generate 
conditional deep changes according to DC-GAN [32] and 
cGAN [33]. In the original DC-GAN architecture, the bias 
was made up of step confusion layers, modular correction 
layers, and LeakyReLU activations. 

The generator contains spasms, translucency, patches, and 
ReLU activations. From part 3 of the cloud computing layer, 
the input of the selected classifier consists of 15 features of the 
system to predict the six possible outputs, which are described 
in Table III. Fig. 5 shows the configuration of the DC-GAN 
state. 

Instead of the original layer of convolutional-transpose, an 
up-sample and convolutional layer are used in a generator for 
avoiding the artifacts of checkerboard [34].If standard de-
convolution is used to scale up from low to high precision, it 
uses all of the small feature points to 'plot' a larger square. 
This is where the "unequal overlap" problem comes in, i.e. 
when these "squares" converge on the larger side. In 
particular, D convolutions are random nests when the size of 
the kernel is not divisible by a step. Overlapping pixels create 
an unnecessary chessboard shape on the generated images. So, 
to get the "de-Convolution" function, we used the sample 
layer above instead. We scaled the feature using the top 
sample layer using billionaire (or adjacent interpolation) and 
then the convolutional layer. To achieve better results, a 
RelectionPad2d layer with size 1 is added before the 
convolutional layer for avoiding the boundary artifacts. 

TABLE I. EMERGENCY SUBSYSTEM OUTPUT’S CLASSES 

Layer’s Outcome Explanation 

EC1 as 1 Fetal Emergency (FE) 

EC2 as 2 Maternal Emergency (ME) 

EC3 as 3 Maternal and Fetal Emergency (FME) 

TABLE II. LIST OF EMERGENCY LIMITS/THRESHOLDS BASED ON THE 
ABOVE GUIDELINES 

Clinical 
Parameter Threshold Interpretation Output 

Class 

Heart Rate of Fetus > 160 Normal tachycardia 1 

 > 180 Severe tachycardia 1 

 < 100 Normal bradycardia 1 

 < 80 Severe bradycardia 1 

Heart Rate of 
Mother > 100 Tachycardia 2 

 < 60 Bradycardia 2 

Oximeter < 90 Mother’s hypoxemia 2 

Temperature > 37.5 Fever for mother 2 

Systolic blood 
pressure > 140 Mother blood pressure 2 

Diastolic blood 
pressure > 90 Blood pressure for 

mother 2 
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TABLE III. PREDICTED CLASSES FOR THE PROPOSED SUBSYSTEM 

Output Description 

PC1 Normal for both Maternal and Fetal 

PC2 Suspicious only on fetal 

PC3 Distress on fetal 

PC4 Suspicious only on maternal 

PC5 Harmful for Maternal 

PC6 Harmful for both 

 
(a).Generator. 

 
(b).Discriminator. 

Fig. 5. Structure of Conditional DC-GAN. 

To control the output function, the input model gets a class 
designation for the generator and the amplifier. The generator 
receives a random beep (1 x 1 x Z) and a heat conditional sign 
(1 x 1 x C), where the dimensions Z and C represent the 
number of categories. By default, we chose Z = 100 and C = 
60. They were combined and sent to the curved layer using a 1 
× 1 core. Output channel 8192 (= 4 × 4 × 512). Later, the 
output data was converted to 4×4×512format. Finally, we sent 
the data to several modules (except for Up-sample + Conv2D 
+ Batch-Norm, the output layer) as high as the original DC-
GAN. An equal-valued data is up-sampled, only when the data 
size is 1×1, and therefore, input data i.e. concatenation of one-
hot label and random noise is not resized directly. Hence, the 
input noise size is kept at 1×1×Z. To make the resizing step 
work, an extra convolutional layer is added in this model, 
where the C channel is encoded with a label in the 
discriminator. More precisely, the function label n is the data 
of the H × W × C scale, each 1s and 0.s in the n channel. In 
the input layer, the feature is associated with the label: each 
feature is associated with the hotel. Channel direction label. 
Thus, the input channel size was 3 + C. Similar to the original 
DC-GAN configuration, the Discriminator configuration has 
multiple configuration layers and a default volume layer 
(except for the output layer). 

E. Training Process and Loss Function 
We used the standard loss function for GANs, which is 

defined in [35] as follows: 

min𝐺 max𝐷 𝑉(𝐷,𝐺) =
𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[log𝐷 (𝑥)] +𝔼𝑥~𝑝𝑧(𝑧)[log�1 − 𝐷�𝐺(𝑥)��       (1) 

There are two losses such as 𝐿𝑜𝑠𝑠_𝐷 and𝐿𝑜𝑠𝑠_𝐺 used 
since a generator and a discriminator are presented in the 
GAN model. Here, the loss function is used as Binary Cross-
Entropy (BCE). 

A sum of 𝑒𝑟𝑟𝐷_𝑟𝑒𝑎𝑙 =  −𝑙𝑜𝑔(𝐷(𝑥))and𝑒𝑟𝑟𝐷_𝑓𝑎𝑘𝑒 =
 −𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧))) is used to calculate the first loss, where 
the BCE is represented to the reality only when the fake inputs 
and real inputs are received by D. The prediction of false 
positive is carried out by calculating the BCE when the fake 
inputs are received by D, i.e.𝐿𝑜𝑠𝑠_𝐺 =  −𝑙𝑜𝑔(𝐷(𝐺(𝑧))). 

Set the default value for Adam optimizer as learning rate = 
0.0001, when the training and updating of the generator and 
discriminator are carried out one by one. Finally, six possible 
outcomes are derived and the next section will show the 
validation of the proposed model with existing systems. 

IV. VALIDATION AND RESULTS 
In this section, details of the datasets used in testing 

evaluation for a particular system are provided. Presenting the 
results obtained with the contingency subsystem, the 
following section validates the predictive subsystem feature of 
DCGAN with or without extrusion, using existing deep 
learning techniques. The performance measures used in this 
study are described in this section. 

A. Dataset Description 
Simulation experiments were performed on a standard 

antenatal CTG database from the UCI ML Repository 
(University of California, Irvine) [36]. CTG data were 
collected from 29 to 42 weeks gestation at SisPorto 2.0 in 
Portugal [37]. The database contains 2126 cases with 21 traits 
and cases classified according to FIGO guidelines by the 
consensus of three experts: 1655 general cases, 295 
suspicious, and 176 pathological data. 

B. Performances Metrics 
In this section, major parameter metrics are discussed to 

validate the system model's performance. The correct 
identification of data samples over a total number of instances 
is calculated by using accuracy. An identification of MFS is 
often accurate by using the parameter called precision or 
positive predictive value. The possible outcomes are correctly 
classified by the proposed model is known as 
recall/sensitivity. The proportion of actual negatives is 
calculated by using the true negative rate/specificity. The 
harmonic average of sensitivity and precision is provided by 
F1-score or F-measure. 

Accuracy is calculated as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

               (2) 

Precision is working out as following 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

             (3) 
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Sensitivity is deliberate as follows. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

              (4) 

Specificity and F-measure are defined as follows: 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  𝑇𝑁/(𝐹𝑃 + 𝑇𝑁) 𝑜𝑟 (1 − 𝐹𝑃𝑅)           (5) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2𝑇𝑃/(2𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)           (6) 

C. Evaluation of Proposed Emergency Subsystem 
All emergencies have been classified by the organization. 

The results in Table IV show that the sensitivities (Caesarean 
deliveries as CI) for all classifiers are very low and the 
associated features are high. This is expected because the 
database is skewed in favor of genital records. Sensitivity and 
95% adjusted specificity for AUC and MSE are determined 
using the recommended CI model. 

Disagreements during the modelling phase may result in 
poor performance. The integrating parameters from Table II 
are used to add the inference rule set to the system for 
improving the accuracy levels. For instance, the emergency of 
MFH is highly calculated by diagnosing the elevated blood 
pressure for systolic and diastolic, the temperature of 
maternal, etc. After discussing with the medical team, a total 
of twenty-six hypothetical rules are generated and here, five 
samples are provided in Table V. 

The performance of the emergency subsystem based on the 
set of standard limits is shown in the Table VI. 

It is important to note that performance is unsatisfactory 
with FP and FN rates high and sensitivities below 80%, which 
is unacceptable given the critical interpretation of the 
contingency. The new set of proposed default rules has 
slightly improved the performance of the contingency. 

TABLE IV. PERFORMANCE OF THE EMERGENCY SUBSYSTEM 

Outpu
t 

Performance of Model before setting the static threshold 

Sensitivity Specificity AUC MSE 

ME 0.00(0.00,0.0
0) 

0.99(0.99,0.9
9) 

0.60(0.58,0.6
1) 

0.08(0.07,0.0
8) 

FE 0.02(0.01,0.0
3) 

0.99(0.99,0.9
9) 

0.68(0.65, 
0.69) 

0.08(0.07,0.0
8) 

FME 0.02(0.00,0.0
4) 

0.99(0.99,0.9
9) 

0.71(0.68,0.7
3) 

0.08 (0.07, 
0.08) 

TABLE V. THE SUBCOMMITTEE ON CONCEPTUAL LAWS CONSIDERED TO 
DESCRIBE THE EMERGENCY FOR MOTHER OR FETUS 

Rule Output 

[MHR > 90] and [blood pressure for systolic> 120] ME 

[Temperature < 36] and [blood pressure for systolic< 100] and 
[blood pressure for diastolic< 60] ME 

[MHR > 80] and [FHR > 140] FE 

[FHR > 150] and [MT > 37] FE 

[blood pressure for diastolic > 13] and [blood pressure for 
systolic> 13] and [MHR > 90] and [FHR > 120] MFE 

TABLE VI. EMERGENCY SUBSYSTEM PERFORMANCE UNDER EXPERT 
SUPERVISION AND DEFAULT RULES SET WITH FIXED LIMITS 

Outpu
t 

Considering the set of static thresholding 

Sensitivity Specificity AUC MSE 

ME 0.76(0.70,0.81
)  

0.56(0.54,0.58
) 

0.70(0.68,0.73
) 

0.08(0.07,0.08
) 

FE 0.71(0.68,0.73
)  

0.82 
(0.80,0.85) 

0.87(0.86,0.88
) 

0.18(0.17,0.19
) 

FME 0.87(0.85,0.88
)  

0.91 
(0.89,0.92)  

0.96(0.96,0.97
)  

0.08(0.07,0.09
) 

The new set of proposed default rules has slightly 
improved the performance of the contingency subsystem. By 
considering only the maternal prognosis, the AUC (ME) is 
70%. For fetal emergency diagnosis, the system performance 
is AUC (FE) 87%. This can happen because there is only one 
parameter that is directly related to the condition of the fetus, 
which is the FHR. Finally, in the worst-case scenario, when 
the mother and fetus have an emergency, the specific regimen 
performs best, with an AUC (FME) of 96%. 

D. Performance Analysis of DC-GAN Prediction Subsystem 
In this section, five parameters are used to validate the 

proposed DC-GAN with existing techniques by considering 
with and without feature extraction techniques. and linear 
features. The existing technique called Convolutional Neural 
Network (CNN) [38] is designed for a smart healthcare system 
for monitoring the MFH. Multiple features extraction 
techniques are used to calculate both non-linear and non-linear 
features. The CNN network consists of six CLs, max-pooling, 
single flatten layer and output layer for the prediction process. 
The work [38] uses homogenous i.e. having the same neuron 
type in the entire network and based solely on the linear-
neuron model and didn't focus on non-linear features for better 
prediction. The data collected from 45 patients before labor 
and 55 patients during labor and validated the performance of 
CNN with existing ML techniques. But the results are not 
satisfactory, while using one-dimensional CNN, which is 
advanced network called DC-GAN is incorporated with a 
smart healthcare system for monitoring the MFH. In addition, 
this proposed model uses the standard datasets for the 
prediction process and compared them with existing 
techniques such as CNN [38], Long-Short term memory 
(LSTM), etc. 

1) Validation analysis of the proposed model without 
feature extraction: Initially, the experimental results of DC-
GAN are compared with CNN, LSTM, RNN, and DNN in 
terms of sensitivity, specificity, and precision, which are 
shown in Table VII and Fig. 6. 

The proposed DCGAN model achieved 62.32% of 
precision and 77% of sensitivity and specificity. But, the DNN 
and LSTM model achieved nearly 46% to 50% of sensitivity, 
specificity, and precision. The reason is that the LSTM model 
requires more memory and takes a long time for training and it 
is easy to overfit. The DNN is also extremely expensive to 
train due to complex data models and it requires expensive 
GPUs. The CNN and RNN models achieved nearly 51% to 
52% of sensitivity, specificity, and the precision. 
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TABLE VII. COMPARATIVE ANALYSIS OF VARIOUS DL ALGORITHMS 
WITHOUT FEATURE EXTRACTION 

DL Algorithms 
Parameter Metrics 

Sensitivity Specificity Precision 

DC-GAN 77.66 77.66 62.32 

CNN 52.27 52.27 51.65 

RNN 51.52 51.52 50.73 

LSTM 50.87 50.52 48.56 

DNN 47.85 48.65 46.5 

 
Fig. 6. Graphical Representation of Proposed DCGAN without Feature 

Extraction. 

 The CNN model requires more training data for accurate 
results, but now it has only three inputs of the emergency 
subsystem and provides low performance. The complex 
training procedures are presented in the RNN model and 
hence it achieved less than 60% of all parameters. Table VIII 
and Fig. 7 show the performance analysis of DCGAN and 
existing DL techniques in terms of accuracy and F1-score by 
implementing without feature extraction techniques. 

In the accuracy analysis, DNN and LSTM achieved less 
performance (only 74%) than other DL techniques, and 
proposed DCGAN achieved high performance (i.e. 89.03%) 
than CNN and RNN techniques. But, the same proposed 
method achieved very low performance in terms of F1-score 
(i.e. 65.92%), because the three inputs of the emergency-
subsystem are directly given to the DCGAN model and it 
provides low performance since it is a one-dimensional model. 
Even though the proposed model achieved less performance, it 
provides better performance than CNN, RNN, LSTM, and 
DNN. The reason is that these existing techniques are unable 
to handle the inputs of the emergency subsystem due to its 
structures. DNN and LSTM model achieved nearly 46% to 
49% of F1-score, whereas RNN and CNN achieved nearly 
50% of F1-score. 

2) Validation analysis of the proposed model with feature 
extraction: In this experimental analysis, the importance of 
feature extraction is revealed by implementing it with all the 
existing DL and proposed DCGAN models in terms of various 
parameters. Table IX and Fig. 8 show the performance 

analysis of different DL techniques in terms of specificity, 
precision, and sensitivity. 

TABLE VIII. COMPARATIVE ANALYSIS OF VARIOUS DL ALGORITHMS 
WITHOUT FEATURE EXTRACTION 

DL Algorithms Accuracy F1-Score 

DC-GAN 89.03 65.92 

CNN 81.66 51.72 

RNN 83.63 50.24 

LSTM 75.95 49.85 

DNN 73.54 46.21 

 
Fig. 7. Graphical Representation of Proposed DCGAN in terms of Accuracy 

and F1-score by considering without Feature Extraction. 

TABLE IX. COMPARATIVE ANALYSIS OF VARIOUS DL ALGORITHMS WITH 
FEATURE EXTRACTION 

DL Algorithms Sensitivity Specificity Precision 

DC-GAN 98.27 96.70 97 

CNN 95.95 92.63 93 

RNN 97.11 94.62 95 

LSTM 91.62 84.57 85 

DNN 90.87 81.23 83 

 
Fig. 8. Graphical Representation of Proposed DCGAN with Feature 

Extraction. 
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When all the DL techniques are implemented with feature 
extraction, its performance is highly improved in terms of 
precision, specificity, and precision, while comparing it 
without feature extractions. This shows that feature extraction 
plays a major role in this study and the one-dimensional CNN, 
DCGAN, RNN, and DNN are used here and it requires feature 
extraction techniques for better performance. In the analysis of 
sensitivity, every DL technique achieved more than 90% and 
the proposed DCGAN achieved 98.27%. The specificity of 
DCGAN is less (i.e. 96.70%) than the precision (i.e.97%) of 
proposed DCGAN, but its performance is highly improved 
while compared with existing DL techniques such as CNN, 
RNN, LSTM, and DNN. The CNN and RNN achieved nearly 
92% to 95% of specificity and precision, whereas LSTM and 
DNN achieved nearly 81% to 85% of specificity and 
precision. This analysis shows that the proposed DCGAN 
model achieved better performance than other existing 
techniques. Table X and Fig. 9 show the experimental analysis 
of various DL algorithms in terms of accuracy and F1-score 
by considering feature extraction techniques. 

TABLE X. COMPARATIVE ANALYSIS OF VARIOUS DL ALGORITHMS WITH 
FEATURE EXTRACTION 

DL Algorithms Accuracy F1-Score 

DC-GAN 97.50 96 

CNN 96.03 94 

RNN 96.78 95 

LSTM 89.98 86 

DNN 88.58 84 

 
Fig. 9. Graphical Representation of Proposed DCGAN in Terms of 

Accuracy and F1-score by considering with Feature Extraction. 

In the analysis of the F1-score, the LSTM and DNN 
achieved nearly 85%, whereas CNN and RNN achieved nearly 
94% to 95%, but the proposed DCGAN achieved 96%. The 
reason for the better performance of the proposed model is to 
introduce the conditional-based network in the DC-GAN, 
where the other techniques use only its basic architecture. In 
the experiments of accuracy, the DNN and LSTM techniques 

achieved 89%, the CNN and RNN achieved nearly 96%, and 
the proposed DCGAN network achieved 97.50% of accuracy 
while implementing feature extraction. Fig. 10 shows the 
comparative analysis of various DL algorithms in terms of 
accuracy by considering with and without feature extraction 
techniques for better validation purposes. 

 
Fig. 10. Comparative Analysis of DL Techniques with and without Feature 

Extraction Techniques in Terms of Accuracy. 

V. CONCLUSION 
According to the diagnostic system's fog computing 

framework, an integrated solution is provided for high-risk 
monitoring of maternal patients, where this process relies on 
IoT-network-based sensors. A large data-analysis module for 
feature extraction techniques are used to extract features from 
the observed signals, and finally, an in-depth DCGAN-based 
classification system for predicting maternal-fetal health by 
the possible outcomes as PC1 to PC6 for performance 
analysis. The main contribution of this work in the Emergency 
Diagnostics Branch is the design of a set of hypothetical rules 
that can achieve more than 80% of the area under the curve for 
fetal, maternal, and emergencies. A total of 6 possible 
outcomes from the prediction model were considered. 
Compared with existing DL techniques such as CNN, LSDM, 
RNN, and DNN, the results show that DCGAN techniques 
and homogeneous systemic extraction performed better in the 
maternal and fetal and stage II. In the future, the efficiency of 
the emergency diagnostic system can be improved by 
modifying the selected model using different hypothetical 
rules. 
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Abstract—Currently, research for osteoporosis examination 
using dental radiographic images is increasing rapidly. Many 
researchers have used various methods from subject data. It 
indicates that osteoporosis has become a widespread disease that 
should be studied more deeply. This study proposes a deep 
Convolutional Neural Network architecture as a texture feature 
of dental periapical radiograph for osteoporosis detection. The 
subject of this study is postmenopausal Javanese women aged 
over 40 and data measurement result of Bone Mineral Density. 
The proposed model is divided into stages: 1) stage image 
acquisition and RoI selection, 2) stage feature extraction and 
classification. Various experiments with the number of 
convolution layers (3 layers to 6 layers) and various input block 
sizes and other hyper parameters were used to get the best 
model. The best model is obtained when the input image size is 
greater than 100 and less than 150 and a five of convolution 
layer, as well as other hyper parameters, including epochs=100, 
dropout=0.5, learning rate=0.0001, batch size= 16 and loss 
function using Adam's optimization. Validation and testing 
accuracy achieved by the best model is 98.10%, and 92.50. The 
research shows that the bigger images provide additional 
information about trabecular patterns in normal, osteopenia and 
osteoporosis classes, so that the proposed method using deep 
convolutional neural network as textural feature of the periapical 
radiograph achieves a good performance for detection 
osteoporosis. 

Keywords—Osteoporosis; dental periapical radiograph; 
convolutional neural network; texture features; bone mineral 
density 

I. INTRODUCTION 
Osteoporosis is defined as a systemic skeletal disease 

characterized by low bone mass and micro-architectural 
deterioration of bone tissue [1]. Therefore, osteoporosis will 
increase the consequences of bone fragility and susceptibility 
to fracture, especially for those over 50 years of age. Once a 
fracture happens to someone with osteoporosis, life will be 
greatly affected due to disability to move and prolonged 

healing process. Finally, this reduces a person's quality of life 
and causes various economic and social problems [2]. 

For example, if the injured person works as a driver or as a 
labor worker, he might have to retire and find some disk-
related job that is not easy to obtain. In some other cases, the 
injured person might become severely disabled and require 
continuous assistance, which might burden his family. 
Therefore, preventative measures and early treatment of 
osteoporosis [3-4] are the best options to address these issues. 
Practical scientific and technological methods to support 
osteoporosis diagnosis, in this context, will provide much help 
to overcome the disease and reduce its negative impacts. 

The most accurate BMD examination and made the gold 
standard by World Health Organization (WHO) is using Dual 
Energy X-Ray Absorptiometry (DEXA). However, access to 
this method is still limited in many countries. BMD 
examination is often available in central hospitals only, and its 
cost is often too expensive for many people in rural areas. 
Furthermore, BMD is not able to reveal the internal structure 
of fractured bones [4-5]. Researchers, therefore, have 
attempted to develop alternative methods that are more 
practical and more widely accessible. Several studies have 
found that dental data demonstrate a high correlation with 
BMD measurements [6-16]. The data include panoramic and 
periapical radiographs. Besides that, of the use widespread of 
periapical radiographs in dental care for the elderly with 
increased life expectancy and the number of studies according 
to BMD estimates and screening for osteoporosis using 
periapical radiographs. It is expected to provide benefits, 
namely the architecture that has been produced can then be 
used as an architectural model in pre-train medical images for 
different cases specifically using medical images with the 
same characteristics, which tend to be low resolution. In 
addition, it can also help patients who perform dental checkup 
at the dentist to be given a referral to chiropractors for further 
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checkup, so that it can be detected early if you have 
osteoporosis. 

Periapical radiograph is a dental radiograph technique that 
can image four to five teeth and their respective areas on one 
intraoral X-ray films [7]. At a microstructure level, images of 
trabecular jaw bones often show visual patterns closely related 
to the general condition of other bones [8,10]. Dental data 
have therefore become promising sources to predict Bone 
Mineral Density (BMD) measurements accurately. Periapical 
radiographs, in particular, will become the focus of this 
research since these radiographs are much more affordable 
and generally are more available. Fig. 1 shows an example of 
a periapical radiograph of the mandible. 

The remaining part of this research is organized as follows. 
Section II explains some related work on osteoporosis 
detection using dental periapical radiograph, while Section III 
provides a more detailed description of the proposed method 
and training CNN’s. Section IV contains result and discussion 
of the proposed method, and Section V concludes the 
research. 

 
Fig. 1. Periapical Radiograph Image of the Mandibl. 

II. RELATED WORK 
Several studies have been carried out to examine 

osteoporosis using periapical radiographs. In [8] has made one 
of attempts to predict bone mass from such radiographs. Data 
and the corresponding labels (BMD measurements) are 
collected from 60 postmenopausal women aged over 40. This 
research extracts and combines visual features such as areas, 
lengths, and peripheries of “bright” blobs, numbers of 
terminal/branch points, and clinical data such as ages, body 
sizes, and calcium intakes. The overall number of pixels in the 
RoI divides that of black pixels results in the visual features of 
the trabecular area. The total amount of pixels in the external of 
the trabeculae in the binary images displays the periphery. In 
other words, it represents a proportion of the entire area of the 
trabeculae or the entire area of RoI. The skeletonized image 
computes the complete area of the skeletonized trabeculae 
(total amount of black pixels), the number of terminal points 
(free ends, that is, black pixels with only one neighboring black 
pixel), and the number of branch points (crossing points, that 
is, black pixels with three or more neighboring black pixels). 
These are used to represent the percentage of trabecular length, 
area and perimeter. Classification and regression tree analysis 
(CART) uses patients in groups of normal or low bone mass 
categories. It is evident from the CART analysis of clinical and 
radiographic features that the main element to categorize 
patients as having normal or low bone mass were age (±42.5 
years) and the number of terminal points as a function of the 
periphery (±0.09). This algorithm conscientiously 

distinguished 22 normal patients by BMD (specificity = 100%) 
and 31 patients with low bone mass (sensitivity = 81%). The 
total accuracy was 88.33%. A denomination of the 
corresponding predicted and actual bone category, the 
weighted kappa index, was 0.76. To identify women with low 
BMD, trabecular morphology analysis was an alternative. 
Another research [9] was also conducted displaying the 
combination of upper and lower jaw radiographs from 505 
postmenopausal women aged 45–70 years. Dense, sparse or 
mixed trabecular patterns were identified by five observers. 
The gradings were integrated into a single averaged observer 
score per jaw in which the RoI can be identified on each by 
scanned radiographs. The RoIs compounded with image 
analysis software measured 25 photographs' characteristics. 
Pearson correlation and multiple linear regressions, which were 
used in identifying the averaged observer score, showed that 14 
image features were significantly correlated with the observer 
judgment for the two jaws. Other features, which give details 
of osteoporotic patients with fewer but bigger marrow spaces 
than controls, are less compatible with the sparseness of the 
trabecular pattern than a rather crude measure for a structure 
such as the average grey value. To sum up, the human concept 
of sparseness is emanated more from average grey values of 
the RoI than from geometric details within the RoI. In [11], the 
bone mass prediction on porosities, connectivity, and 
orientations of porous was shown in trabecular images and a 
combination of the anthropometric features (weight, height, 
age, body mass index). While a decision tree was used to select 
the feature, a backpropagation artificial neural network was 
used for classification. By combining age, weight, height, body 
mass index and features of trabecular morphology interdental 
bone, identifying postmenopausal women with low bone mass 
are much easier. In this study, however, age is considered one 
of the biggest contributors to loss of bone mass. Porosity, the 
oblique porous, and the vertical porous are crucial porous 
features. This study distinguishes anthropometric and 
radiographic features, which then is analyzed individually. 
Both anthropometric features and the radiographic features 
have high accuracy with 80.33% and 87.04%, respectively. 
This work has been extended further [12] that combine data 
from periapical and panoramic radiographs. Furthermore in 
[13], a method for osteoporosis identification based on the 
validated trabecular area was presented on digital dental 
radiographic images. The image RoI of the validated trabecular 
area on the images should be obtained through a sequence of 
morphological operations, which is then evaluated using the 
Dice similarity method. In analyzing osteoporosis, a mineral 
density is estimated using dual X-ray absorptiometry in two 
areas and by extracting RoI through statistical features 
(deviation, entropy, homogeneity, and correlation). Feature 
extraction and feature selection are used to analyze the four 
features. The selection process applies the C4.5 feature 
selection method. Subsequently, to estimate the existence of 
osteoporosis, a multilayer perceptron of statistical texture 
analysis is employed. 0.8924. is obtained as the result of the 
average dice similarity coefficient for all of RoIs. The most 
suitable method in this proposed study, achieving an accuracy 
of 87.87%, is a multilayer perceptron classifier. 

A study on the analysis of the mandibular trabecular 
structure in postmenopausal women using periapical 
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radiographs was conducted by [14]. The mandibular trabecular 
structure parameter used was the thickness of the trabeculae 
compared with the results of BMD DXA measurements in the 
lumbar (spine) and femoral (hip) areas. Determine the RoI 
manually with a size 0f 100pixels x 100pixels with a position 
2mm from the apical edge of the left and right posterior parts 
of the lower jaw (mandible). Measurement of trabecular 
thickness using slice geometry features, namely bone area 
fraction size by dividing the number of pixels classified as 
bone by the total pixel area in RoI and trabecular thickness 2D 
is the average trabecular width in RoI. These two parameters 
were correlated with femoral and lumbar BMD values. Then 
the measurement results with statistical analysis showed a 
statistically significant difference between the normal group 
and the osteoporosis group compared to the normal group and 
the osteopenia group, so it can be said that thinning of the 
trabecular structure is more clearly seen in postmenopausal 
women with osteoporosis, with bone quality that can be 
detected earlier using the trabecular thickness parameter. 

Although several methods have been proposed to examine 
osteoporosis using dental periapical radiographs, the methods 
generally rely on morphological analysis and geometric 
features of the images [8–14]. Only a little work has been 
conducted to investigate the effectiveness of texture features 
such as [15-16] that employed features derived from the Gray 
Level Co-occurrence Matrix (GLCM). However, the 
employed features are considered to be handcrafted, which 
might be suboptimal for the given problem. Therefore, the 
facts mentioned above have suggested further investigation on 
the use of texture features, particularly those that are directly 
learned from data. This research proposes deep learning in the 
analysis of texture features for the prediction of osteoporosis. 
Deep learning has worked effectively in many areas, including 
computer vision, hyperspectral image processing, medical 
image analysis [17], and natural language processing  include 
in tuning for hyperparameters online [18]. Compared to 
conventional methods such as support vector regressors and 
multi-layer perceptron, based on feature, deep learning has 
some advantages, such as working on two-dimensional data 
directly, less susceptibility to local optimal, and the ability to 
learn texture features from data [19]. The other advantages of 
DCNN are transferability connections and sparse connections. 
The transferability connections are certain layers of network 
architecture that can reproduce weights for different tasks. 
Sparse connections are infrequent connections that can reduce 
redundant connectivity, thereby reducing computing costs 
[21]. 

One particular model of a deep learning is convolutional 
neural network or also called deep convolutional neural 
network (DCNN). Since 2012, DCNN [17-20] has been led to 
a series of breakthroughs for image classification [22]. Deep 
learning-based computer-aided diagnosis for breast cancer [23] 
and lung cancer [24] has been applied in radiology. In addition, 
there are many other studies that use DCNN to detect or 
classify diseases, such as [25]  comparing the performance of 
three CNN models (models VGG19, Resnet50v2 and 
Densenet201) with X-rays data sets of patients with COVID-
19, pneumonia, and tuberculosis with a large number of data 
sets. 

By considering several capabilities and advantages of 
DCNN, our contributions are: 

• We designed and determined the best DCNN 
configuration model to extract in-depth features from 
dental periapical radiograph images from multiple 
image block sizes and multiple convolution layers with 
varying hyper parameter. 

• The result of DCNN architecture or configuration can 
be used to detect osteoporosis disease. 

Measured the effectiveness of the best model by 
conducting trials using data from previous researchers to 
achieve state-of-the-art performance for the detection or 
classification of osteoporosis using dental periapical 
radiograph. 

III. METHOD 
This study proposes a deep Convolutional Neural Network 

architecture as a texture feature of dental periapical 
radiographs that can be used for osteoporosis detection. An 
extensive examination of the network is conducted to obtain 
the optimal network configuration and hyperparameters, 
which include input image size, number of kernels, filter 
kernel size, dropout value, and learning rate value. The system 
results will be compared with results of BMD measurements 
in the femur and lumbar areas using DXA. 

The proposed model is broadly divided into two stages, 
namely the training stage and the testing stage. Each stage 
consists of several processes, namely, image acquisition and 
RoI selection, feature extraction and classification (see Fig. 2). 

 
Fig. 2. Proposed Method for Osteoporosis Detection. 

225 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

A. Image Acquisition and RoIs Selection 
We used a dental X-ray device to obtain digital periapical 

radiographs of mandibular anterior teeth of 31 
postmenopausal women aged over 40 years old. This research 
makes use of the Villa Sistemi device with an electrical 
specification of 70 kVp/8 mA that uses photostimulable 
phosphorus plates (PSP) as image receptors. All periapical 
radiographs were processed from the Radiology Department, 
Prof. Soedomo Dental Hospital of Universitas Gadjah Mada 
using the DBSWin4.5 (Dürr Dental, Bietigheim-Bissingen) to 
produce digital grayscale images in the JPG format. All 
images are assessed for quality assurance by a dentist (Fig.3). 

 
Fig. 3. Periapical Radiograph of the Mandible (a) Normal, (b) Osteopenia, 

and (c) Osteoporosis. 

Regions of interests (RoIs) are then selected semi-
manually from the images to obtain the most appropriate parts 
for further processing. The selection procedure marks the 
upper left corner of the trabecular area then moves to the 
lower right to form the maximal square that can be extracted 
from the images. so that RoIs is obtained with various sizes, at 
least 250x250 pixels Assuming that trabecular areas' sizes do 
not vary significantly across people, all the extracted RoIs are 
resized to a standard size of 250 x 250 pixels. It can be 
considered as a normalization step favoured by subsequent 
processes. Fig. 4 shows the RoIs selection process as well as 
the resized images. The resized RoIs are divided further into 
overlapping blocks (with 10 pixels overlap), each of which 
will become an input to a convolutional neural network. This 
process is called augmentation. 

 
Fig. 4. RoIs Selection and Resizing  (a) Normal, (b) Osteopenia and (c) 

Osteoporosis. 

B. Features Extraction and Classification 
Feature extraction and classification is performed using a 

deep convolutional neural network (CNN) which takes image 
blocks as input and produces a prediction class as output. The 
prediction class in this study consisted of normal (N), 
osteopenia (Oa), and osteoporosis (Os) which was a further 

decrease in the bone mass of the examined subjects. The deep 
CNN configuration used is shown in Fig. 5 or details can be 
seen in Table I. The deep CNN configuration consists of five 
building blocks, namely convolution layer, activation layer, 
pooling layer, fully connected layer, and soft-max layer. The 
first convolution layer uses a kernel size of 5x5, while the 
second to fifth convolution layers use a 3x3 kernel size. While 
in the pooling layer, all layers use a 2x2 kernel. 

The Deep CNN configuration showed at Fig. 5 and Table I 
is the best model from the results of experiments that have 
been carried out on each block size and convolution layer size, 
activation layer, pooling layer including number of the kernel 
used (6, 16, 32, 64, 128) and the filter kernel size for each 
convolution layer as well as several parameters such as 
learning rate value, dropout value and number of epochs (as 
shown in Fig. 6-9 and Table II-III). 

CNN's themselves are inspired by a neuro-biological 
process in which connectivity patterns between neurons 
resemble the visual cortex model [26] and [27]. CNN's work 
on two-dimensional data of multiple depths and operate in a 
layer-by-layer order [28]. 

Convolution layers serve to extract features from an input 
image (edges, corners, or crosses) using responses to some 
special character presenting in the input. Activation layers 
determine "relevant" convolutional kernels. The layers 
produce stacks of feature maps, each of which parts within the 
produced feature maps to be used in subsequent processing. 
Relevant parts, in this case, will be "active" after passing 
through the activation function, which is the rectified linear 
units (ReLU). 

The ReLU layer is an activation function obtained through 
the equation. 

𝑅𝑒𝐿𝑈(𝑥) = max (0, 𝑥)       (1) 

Where x is the input to the neuron and the transfer function 
is finely approximated to the rectifier into an analytic function. 

Pooling layers help the network avoid overfitting by 
reducing some network parameters and the respective 
computations. The pooling layers work as a non-linear down-
sampling process that divides outputs of activation layers into 
subregions and collects maximum values from the subregions. 
From an n x n input, with n represented of size of image and k 
represented from size of kernel, a pooling layer will produce 
an �𝒏

𝒌
� 𝒙 �𝒏

𝑘
� output. 

 
Fig. 5. Architectural Model of CNN for Osteoporosis Detection. 
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TABLE I. CONFIGURATION MODEL OF CNN FOR OSTEOPOROSIS 
DETECTION 

LAYER TYPE INPUT 
SIZE 

NUMB
ER OF 
KERN
EL 

FILTE
R 
KERN
EL 
SIZE 

OUTPU
T 
SHAPE 

Input layer input 140x140
x1 -   140x140

x1 

Conv. layer 
1 

convolution 140x140
x1 6 5x5 136x136

x6 

activation 136x136
x6 6  

136x136
x6 

max pooling  136x136
x6 6 2x2 68x68x6 

Conv. layer 
2 

convolution 68x68x6 16 3x3 66x66x1
6 

activation 66x66x1
6 16  

66x66x1
6 

max pooling 66x66x1
6 16 2x2 33x33x1

6 

Conv. layer 
3 

convolution 33x33x1
6 32 3x3 33x33x3

2 

activation 33x33x3
2 32  

33x33x3
2 

max pooling 33x33x3
2 32 2x2 16x16x3

2 

Conv. layer 
4 

convolution 16x16x3
2 64 3x3 16x16x6

4 

activation 16x16x6
4 64  

16x16x6
4 

max pooling 16x16x6
4 64 2x2 8x8x64 

Conv. layer 
5 

convolution 8x8x64 128 3x3 8x8x128 

activation 8x8x128 128  8x8x128 

max pooling 8x8x128 128 2x2 4x4x128 

  Dropout 0.5 4x4x128    4x4x128 

FCNN flatten 4x4x128     2048 

  dense128 128     128 

  activation 
(ReLU) 128     128 

  Dropout 0.5 128     128 

  dense3 3     3 

output 
softmax 

activation 
(softmax) 3     3 

In CNN's, a convolution layer is normally tied with an 
activation layer and a pooling layer (showed Fig. 5). This 
bundle is repeated several times to produce a "thick" stack of 
down-sampled feature maps at the end of the sequence. Fully 
connected layers take the vectorized (flattened) form of this 

stack and are also tied with some activation layers to produce 
output vectors. The lengths of these vectors are normally equal 
to the number of prediction classes. Values within these 
vectors are converted into probability values by SoftMax 
layers at the end of CNN's. The output layer present in the last 
layer of CNN to the normalized exponential function or soft-
max is a generalization of the logical function of a k-
dimensioned z vector into a k-dimensioned σ(z) vector with a 
real number value between [0, 1]. The SoftMax function is 
written in the following equation (2): 

𝜎:𝑅𝑘 → [0,1]𝐾   (2) 

𝜎(𝑍) = 𝑒𝑍𝑗

∑ 𝑒𝑧𝑘𝐾
𝑘=1

 for j=1, …, K 

where σ is softmax notation symbol, z is a vector of the 
inputs to the output layer, K is dimensions of vector z, and j is 
the index of the output unit. Table I shows the specifications 
of the model configuration. 

C. Training of CNNs 
To build the proposed system, data are collected from 

postmenopausal Javanese women aged over 40 years. A total 
of 31 subjects have agreed to participate in the research and 
have signed informed consent. Ethical clearance has also been 
obtained from the ethics and advocacy unit of the Faculty of 
Dentistry of Universitas Gadjah Mada (UGM) with the 
number: 0061/KKEP/FKG-UGM/EC/2019. Some criteria are 
used to exclude subjects from the research. These include 
suffering from cancer with bone metastases, kidney failure, 
metabolic diseases (hyperparathyroidism, 
hypoparathyroidism, osteomalacia, renal osteodystrophy, and 
osteogenesis imperfecta), and taking drugs that affect bone 
metabolism. 

After dental periapical radiographs are acquired from the 
Radiology Department, Prof. Soedomo Dental Hospital of 
Universitas Gadjah Mada, the women went for bone density 
examination at the Radiology Department of Dr Sardjito 
Hospital Indonesia. Periapical radiographs used in this 
research have gone through an assessment process to ensure 
their quality. As for bone density estimation, a lunar prodigy 
primo DEXA densitometer (GE Lunar Corporation, Madison, 
WI, USA) is used to scan the subjects' spine and femur 
regions at an exposure of 42 µGy for 1.27 minutes. Bone 
density values were converted into T-scores to determine 
osteoporosis, osteopenia, or normal. These categories were 
then used as the labels for the collected periapical radiographs. 
The conversion was conducted using the standard procedure 
specified by the World Health Organization (WHO). Based on 
BMD measurements of 13 subjects, three subjects were 
classified as normal, six subjects were classified as osteopenia, 
and four subjects were classified as osteoporosis. 

Training is carried out by varying sizes of image blocks (as 
input), numbers of convolution layers, the use of dropout 
layers, and sizes of kernels. The max function is used in the 
pooling layers with sizes of kernels of 2x2 and strides of 2. 
Overlapping blocks are extracted from the collected images 
and are augmented by applying small random rotation, 
scaling, and vertical flip. This process produces thousands of 
image blocks that are further divided into a training set and 
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test set. The training set contains 80% of the overall data, 
while the test set contains the remaining 20% of the data. 
Table II, shows a summary (minimum, average, and 
maximum) of training and validation accuracy on 26 CNN 
models from 3 to 6 layers for each image size. 

IV. EXPERIMENTS AND RESULT 

A. Experiments Models 
This section presents the experiments of the proposed 

model for osteoporosis detection. The first part of the 
experiment investigates the optimal configurations of CNNs. 
For this purpose, we evaluate different sizes of image blocks, 
namely 40x40, 50x50, 60x60, …, 150x150 pixel. CNN's are 
built with 3 and 4 convolutional layers, and when the sizes of 
image blocks are greater than 100x100 pixel, the networks are 
also built with 5 and 6 convolutional layers. Two sizes of 
convolution kernels are applied during the experiments, i.e. 
3x3 and 5x5. The strides of the convolution kernels are fixed 
to 2, and padding is used to maintain the inputs' original sizes 
during the convolution. Besides, in the 5th convolution layer 
block, a dropout layer of 0.5 is added. To facilitate 
classification by providing rules for removing or keeping 
neurons with probability values between 0 and 1, and the 
value of the learning rate used = 0.0001. See Tables II (A)-
(D), Table III and Fig. 6 to Fig. 8 summarizes performance of 
CNNs with the different configurations. 

TABLE II. TRAINING ACCURACY AND VALIDATION ON 26 CNN MODELS 
FOR EACH BLOCK SIZE 

(A) THREE LAYERS 

block size 
(pixel) 

size of CNN layer 

three layers (consists six models) 

Minimum Average Maximum  

Train Valid Train Valid Train Valid 

40x40 0.713 0.647 0.812 0.683 0.895 0.711 

50x50 0.794 0.653 0.876 0.698 0.908 0.717 

60x60 0.860 0.660 0.897 0.699 0.928 0.730 

70x70 0.867 0.663 0.9025 0.701 0.931 0.740 

80x80 0.880 0.664 0.913 0.687 0.939 0.713 

90x90 0.903 0.668 0.935 0.705 0.961 0.738 

100x100 0.911 0.656 0.858 0.679 0.954 0.697 

110x110 0.881 0.624 0.858 0.529 0.974 0.723 

120x120 0.929 0.712 0.950 0.731 0.962 0.742 

130x130 0.914 0.730 0.942 0.746 0.973 0.771 

140x140 0.909 0.764 0.951 0.800 0.969 0.816 

150x150 0.919 0.798 0.958 0.814 0.977 0.833 

(B) FOUR LAYERS 

block size 
(pixel) 

size of CNN layer 

four layers (consists six models) 

Minimum Average Maximum  

Train Valid Train Valid Train Valid 

40x40 0.704 0.633 0.791 0.670 0.916 0.772 

50x50 0.886 0.674 0.912 0.517 0.945 0.742 

60x60 0.907 0.684 0.941 0.710 0.960 0.735 

70x70 0.907 0.684 0.941 0.710 0.960 0.735 

80x80 0.896 0.700 0.948 0.736 0.979 0.757 

90x90 0.932 0.707 0.957 0.743 0.979 0.782 

100x100 0.945 0.697 0.961 0.738 0.979 0.818 

110x110 0.934 0.705 0.957 0.738 0.975 0.759 

120x120 0.931 0.710 0.954 0.736 0.976 0.763 

130x130 0.944 0.751 0.959 0.778 0.981 0.823 

140x140 0.942 0.785 0.962 0.885 0.987 0.882 

150x150 0.935 0.834 0.957 0.863 0.985 0.892 

(C) FIVE LAYERS 

block size 
(pixel) 

Size of CNN Layer 

five layers (consists seven models) 

Minimum Average Maximum  

Train Valid Train Valid Train Valid 

40x40 0.772 0.658 0.863 0.703 0.915 0.725 

50x50 0.880 0.668 0.907 0.691 0.930 0.749 

60x60 0.923 0.693 0.942 0.723 0.967 0.772 

70x70 0.923 0.693 0.946 0.728 0.967 0.798 

80x80 0.961 0.744 0.970 0.777 0.981 0.837 

90x90 0.962 0.758 0.970 0.782 0.981 0.846 

100x100 0.956 0.771 0.973 0.812 0.981 0.866 

110x110 0.968 0.742 0.976 0.808 0.986 0.918 

120x120 0.959 0.754 0.973 0.813 0.985 0.903 

130x130 0.966 0.824 0.976 0.856 0.985 0.89 

140x140 0.968 0.856 0.978 0.885 0.998 0.956 

150x150 0.925 0.841 0.967 0.889 0.984 0.916 
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(D) SIX LAYERS 

block size 
(pixel) 

Size of CNN Layer 

six layers (consists seven models) 

Minimum Average Maximum  

Train Valid Train Valid Train Valid 

40x40 

not available 

50x50 

60x60 

70x70 

80x80 

90x90 

100x100 

110x110 

120x120 

130x130 

140x140 0.769 0.698 0.944 0.816 0.985 0.869 

150x150 0.461 0.462 0.902 0.815 0.989 0.918 

Based on 26 CNN models that have been trained (see 
Tables II(A)–(D), it is known that in the experiment with five 
layers and an image block size of 140x140, the minimum, 
average, and maximum values are higher than the number of 
convolution layers and other image blocks (see red text in 
Table IIC). This means that the configuration of five layers, 
the image block size of 140x140, and some hyper parameters 
as in table I are the best models of the 26 existing models. The 
best CNN model means a model that can differentiate 
trabecular patterns in the normal class, osteopenia, and 
osteoporosis. 

Fig. 6-8 also shows experimental results in finding the best 
model. 

Fig. 6 is a graph of the image blocks size against the 
accuracy of each convolutional layers. From Fig. 6, it is 
known that the larger the image blocks size (input blocks size 
greater than 100), the accuracy tends to increase, especially on 
the five-layer and four-layer CNN. Indicates that the image 
blocks size greater than 100 provides additional information 
on osteoporosis examination. 

 
Fig. 6. Graph Accuracy Vs Input Size Graph with Kernel Size 3x3. 

In Fig. 7, it is known that a CNN with five layers and an 
image size greater than and equal to 100 indicates increased 
accuracy. 

 
Fig. 7. Graph Accuracy Vs Number of Layers. 

Fig. 8 shows the effect of the Dropout (DO) value on 
accuracy, the DO value = 0.5 has a better training and 
validation accuracy. 

  
Fig. 8. Graph Accuracy Vs Dropout. 

The following Table III shows the experimental results of 
the best model from the input image size of 40x40 pixels to 
150x150 pixels with epoch = 20. And look (highlight) the best 
of accuracy is at 140x140 pixels. 

TABLE III. TRAINING ACCURACY AND VALIDATION ON THE BEST 
MODELS FOR EACH BLOCK SIZE WITH EPOH = 20 

Block Size 
Accuracy Loss 

training validasi Training Validation 

40x40 0.865 0.713 0.293 0.746 

50x50 0.908 0.749 0.207 0.690 

60x60 0.929 0.772 0.163 0.722 

70x70 0.949 0.798 0.120 0.653 

80x80 0.970 0.837 0.072 0.526 

90x90 0.970 0.846 0.071 0.462 

100x100 0.956 0.866 0.106 0.373 

110x110 0.976 0.918 0.057 0.180 

120x120 0.974 0.903 0.066 0.224 

130x130 0.966 0.890 0.079 0.290 

140x140 0.977 0.956 0.056 0.091 

150x150 0.973 0.916 0.064 0.227 
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B. Training Models 
The total number of training data is 40,755 images, 32,617 

images for training, and 4069 images for validations. The 
dimension of the image input on this model is 140 × 140 
pixels. The batch size is 16, the learning rate value is 0.0001, 
DO=0.5 and number of epoch = 100. Then the loss function 
uses Adam optimization. 

Training is executed on a computer with specifications 
processor Intel Core i7-7500U processor specifications, 8 GB 
RAM, GPU: NVIDIA GeForce GTX 840, Windows 10 
operating system, Python 3.7 Programming Language with an 
editor spyder (python3.7). 

Fig. 9(a)-(b) shows the trend accuracy and loss of the 
training process and the validation of the best models (using 
architecture and configuration in Fig. 5 or Table I) 

Research on osteoporosis examination using dental 
periapical radiograph images has been carried out with a 
satisfactory level of accuracy and can represent a computer-
aided diagnosis system. Besides, it can enrich the extraction of 
textural features, which is currently known for the 
examination of osteoporosis with dental periapical radiograph 
images, which previously mostly using morphological 
features. 

 
(a) 

 
(b) 

Fig. 9. (a) Graph the Accuracy of the Training and Validation Process of the 
Best Model, (b) Graph the Loss of the Training and Validation Process of the 

Best Model. 

C. Testing Models 
We use 4,069 images as sample test data. Model 

performance measured using four performance measures 
parameters, namely Precision, Recall, F1 score and Accuracy. 
The Precision, Recall, F1 score, and Accuracy values of the 
best model testing result see Table IV. 

TABLE IV. OSTEOPOROSIS – TESTING REPORT 

 Precision Recall F1 Score 
Normal 0.88 0.88 0.88 

Osteopenia 0.84 0.98 0.93 

Osteoporosis 0.83 1.00 0.91 

Accuracy 0.92 

Macro avg 0.97 0.97 0.97 

Weighted avg 0.85 0.92 0.90 

Table V shows a comparison of the performance of the 
osteoporosis examination between the proposed methods and 
those of other previous researchers. In the testing process 
using datasets from previous researchers [11], the dataset 
Augmented first so that the amount of data used in the testing 
process is proportional to the amount of data used in this 
research. 

When compared to previous related work, our method has 
the highest validation accuracy and testing accuracy, with a 
validation accuracy of 98.10% and a testing accuracy of 
92.50%. 
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TABLE V. PERFORMANCE COMPARISON OF EXAMINATION OSTEOPOROSIS 

Parameters 
Authors 

Licks etc. (2010) [8] Sela etc. (2015) [11] This Research 
 

                  Subject Women over 40 years age Women over 40 years age Women over 40 years age 

Number of training data 60 (22 normal and Osteopenia, 38 
osteoporosis) 

54 (11 normal, 22 Osteopenia, 21 osteo-
porosis) 

13(3 normal, 6 osteopenia, 4 osteoporosis) 
augmented: 
32,617 (7,527 normal, 15,054 osteopenia, 
10,036 0steoporosis) 

Number of testing data 60 (22 normal and Osteopenia, 38 
osteoporosis) 

54 (11 normal, 22 Osteopenia, 21 osteo-
porosis) 
Augmented: 
4,069 (939 normal, 1,878 osteopenia 1,252 
osteoporosis) 

4,069 (939 normal, 1,878 osteopenia 1,252 
osteoporosis) 

Gold- standard 
(Classtarget) 

Lumbar/Fe-moral BMD DXA 
(Normal, osteopenia/os-
teoporosis 

Lumbar/Fe-moral BMD DXA (Normal, 
osteopenia, osteo-porosis 

Lumbar/Fe-moral BMD DXA (Normal, 
osteopenia, osteoporosis 

Type of Feature extraction 

Analysis of morphological (The 
trabecular area, the periphery, a 
proportion trabecular length, area, 
and perimeter (M1-M14) 

Analysis morphological (porosity, the size 
of porosity and orientation of porous) Texture feature (feature map CNN) 

Method of Classification  Classification and Regression 
Tree Analysis (CART) C45 (3,6,9-fold validation) Fully Connected Neural Network (FCNN) 

Accuracy 88.33% 86.67% 98.10% 

Accuracy from joint of 
number of testing data  
[11] and this research 

- - 96.10% 

Accuracy from of number 
testing data [11] - - 92.50% 

V. CONCLUSION 
As shown in Table I, the highest validation accuracy is 

achieved when the block size is 140x140, the number of 
convolution layers is 5, and the size of the convolution kernel 
is 5x5 for the first layer and 3x3 for the other layers. It can 
then be concluded that the bigger the image block, the higher 
the validation accuracy. This tells us that bigger images 
provide additional information that helps discriminate 
trabecular patterns in normal, osteopenia, and osteoporosis 
classes. The improvement in accuracy, though, does not 
change much when the block size is increased from 140x140 
to 150x150. This indicates that 140x140 has provided most of 
the information required by CNNs to distinguish osteoporosis. 
The training and validation accuracy achieved by the best 
model is 99.50% and 98.10%, respectively, while the loss of 
training and validation is 1.30% and 5.40%. Then the testing 
accuracy is 92.50%. 

VI. FUTURE WORK 
For this reason, research on osteoporosis examination 

using dental periapical radiograph images can continue to be 
carried out, considering that research for osteoporosis 
examination using dental periapical radiograph images is still 
rarely used compared to dental panoramic images.  This study 
can be developed by adding a process to increase the 

resolution of dental periapical radiographs that tend to be a 
low resolution at the pre-processing stage and applying the 
automatic ROI selection method [29]. 

Further, it can also increase the number of data collections 
for normal and osteoporosis classes and can use variations in 
the image of the trabecular bone area of the left and right 
posterior mandibles. 
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Abstract—Diabetes is a long-term disease. Inappropriate 
blood sugar level control in diabetic patients can lead to serious 
issues like kidney and heart diseases. Obesity is widely regarded 
as a major risk factor for type 2 diabetes. In this research, a 
model proposed to predict diabetic obese patients based on 
Expectation Maximization, PCA, and SMOTE Algorithms in the 
preprocessing and feature extraction phases, and using Fuzzy 
KNN classifier in the prediction phase. The model applied on real 
dataset and the accuracy of prediction results reflects the positive 
effect of the preprocessing techniques. The accuracy of the 
proposed model is 95.97% and outperforms other model applied 
on the same dataset. 

Keywords—KNN classifier; SMOTE; PCA; diabetic obese 
patients 

I. INTRODUCTION 
Using Data Mining (DM) and Machine Learning (ML) 

techniques in data mining research are a common way for 
making use of large amounts of available knowledge-based 
data. Machine Learning is extremely essential in the realm of 
medical diagnostics. Data mining is a great goal in science and 
medical research, which necessarily generates massive 
amounts of data owing to the special societal effect of the 
serious disease. As a result, Machine learning and data mining 
approaches are unquestionably of great importance for aspects 
of clinical administration, diagnosis, and treatment As part of 
this work, challenges were undertaken to examine the recent 
literature on ML and DM methodologies in many diseases 
especially in the diseases of the chronic diabetes. Diagnosis in 
the healthcare sector is an ideal subject for ML algorithms [1]. 
Many of these may be identified using pattern recognition on 
large amounts of data. An algorithm should be trained on a 
small number of tests to be useful in the field, medical 
diagnostics must be able to tolerate noisy and empty datasets. 
Many researches on machine learning in the sector of 
healthcare have been undertaken. Healthcare ML has emerged 
as a top goal for many academics. Different data mining 
approaches and procedures in hidden pattern recognition can 
be used to gain insights. The medical science primary roles are 
to prevent or help treat diseases. One of the chronic illnesses 
marked by hyperglycemia is Diabetes mellitus. It can lead to a 
slew of difficulties [2]. As a result of higher mortality rates in 
recent years, According to WHO (World Health Organization) 
forecasts by 2040, the world's population of diabetes is 

anticipated to reach 642 million [3], suggesting that one out of 
every ten people would suffer from diabetes in the future.  
There are three types of Diabetes [4], namely; Gestational 
Diabetes, Type-1 Diabetes Mellitus, Type-2 Diabetes Mellitus. 
Type-2 diabetes mellitus patients are frequently classified as 
having a fatty liver disease in which it could be either 
nonalcoholic or alcoholic fatty liver disease (NAFLD|AFLD) 
[5]. Type-2 diabetes mellitus has been postulated as a primary 
cause of NAFLD development, or nonalcoholic steatohepatitis, 
which likely reflects in Type-2 diabetes mellitus with rapid 
advancement of weight gain and resistance of insulin. Obesity 
and diabetes, both multifactorial, difficult illnesses, have 
become major public health issues across the world [6]. Many 
conditions, on the other hand, may be prevented. Obesity is a 
significant growing health concern; some refer to it as the New 
World Syndrome [7]. The occurrence of obesity and fatty liver 
in persons with diabetes of Type-2 has long been documented 
as they are strongly associated with each other [8]. It is often 
viewed as an accidental finding with small to no therapeutic 
value. Sedentary lifestyles or poor dietary habits result in 
weight gain. It may also increases the chances of facing a 
metabolic syndrome over time. Avoiding the significant 
consequences that result in massive issues in health, since early 
detection is the beginning point for a good life without the 
disease reflects the significance of using the recommended 
method for predicting patients suffer from diabetes and 
affected by obesity and NAFLD. Diabetes mellitus and its 
consequences, in particular, must be prevented and managed in 
poor and middle-income countries. The following is how this 
paper is arranged; Section II outlines the related work. 
Section III, details the suggested model as well as the dataset 
used. The Section IV offers the obtained results, followed by 
the conclusion and the future work in Section V. 

II. RELATED WORK 
In [9], Kumar purposed various data mining approaches in 

medical sector to highlight data mining applications based on 
the nature of the information; In order to predict Parkinson’s 
illness, Support Vector Machines and Artificial Neural 
Networks were used and resulted in 95 percent accuracy. In 
addition, it improved detection rate by employing an ANN to 
diagnose cancer of breast to 98.8 percent, and employed 
Artificial Neural Networks. Basma Boukenze et al. in [10] 
assessed the DM techniques performance in medical health 
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sector using multiple learning techniques. The result simulation 
indicated that the decision tree (DT) performed better than 
other learning techniques in forecasting kidney failure chronic 
disease. Furthermore, M. Abdullah and S. Al-Asmari in [11], 
clarified the same DM approaches to designate the type of 
anemia patients suffer from anemia. DT executed with an 
accuracy result of 93.75 percent. While only support vector 
machine algorithm was used in categorizing diabetes disease, 
while in [12] Kumari and Chitra used the Matlab tool version 
2010a in order to identify the diabetic patients by 78 percent 
accuracy. Developing DT and DM classification approaches 
assists medical practitioners in gaining better medical 
judgments to detect diseases timely [13]. El-Halees and 
Shurrab in [14] developed a model that can discriminate 
between individuals with blood tumors and normal blood 
illness utilizing multiple association rules and ANN, results 
with 79.45 percent accuracy. In addition, in order to predict 
diabetes in many circumstances various researches have been 
conducted in which the authors of [15] used a regression-based 
approach of DM to introduce diabetes therapy predictive 
analysis. The Oracle Data Miner was used as a mining software 
to forecast diabetic treatment methods. For the experimental 
investigation, the support vector machine technique was 
applied. They conclude that pharmacological therapy for 
patients under the age of 18 can be postponed to minimize 
negative effects. The authors used four classifiers in [16] to 
categorize the diabetes mellitus risk. First, four categorization 
models were investigated: DT, Logistic Regression, ANN and 
Naive Bayes. Then, to improve the resilience of such models, 
Bagging and Boosting strategies were examined. According to 
the findings, the Random Forest (RF) algorithm performs the 
best in illness risk categorization. They suggested an early 
diabetes prediction model in [17], and they discovered a high 
correlation between diabetes, glucose level and body mass 
index (BMI), that was retrieved using the Apriori technique. 
Diabetes was predicted using RF, ANN, and K-means 
approaches. The ANN approach achieved the highest accuracy 
of 75.7 percent. For the prediction of diabetes, the authors of 
[18] employed KNN and the Naïve Bayes approach. Their 
method was implemented as a program of expert software, in 
which users submit input in the form of patient data and the 
determination of whether or not the patient is diabetic. The 
authors of [19] propose an attribute selection technique of 
firefly and cuckoo search-based for the PIMA Indian diabetes 
database from University of California Irvine (UCI), with the 
goal of greater accuracy and lesser training overhead. They 
also said that the proposed structure promises to be more 
accurate than the usual technique. The authors of [20] applied a 
ML model to forecast the occurrence of Type-2 Diabetes 
mellitus, using information from the present year (𝑌𝑌). From 
2013 to 2018, electronic health records were collected at a 
private medical facility for this investigation. Key 
characteristics were initially picked for the prediction model 
using chi-squared tests, ANOVA tests and recursive variable 
reduction approaches. Based on these variables, they used 
random forest, logistic regression, XGBoost, SVM and 
ensemble ML methods in order to foresee the result as diabetic, 
non-diabetic or pre-diabetic. The model performed pretty well 
in anticipating the occurrence of Type-2 diabetes in the Korean 
population. The authors of [21] applied two machine-learning 

techniques for two-phase classification; SVM and ANN to 
predict diabetes mellitus. They used a real dataset from Al-
Kasr Al-Aini Hospital in Egypt. In the first phase, they used 
SVM to predict patients with fatty liver disease with accuracy 
of 95%. Then in the second phase they used ANN for 
prediction of diabetic patients based on phase 1 and another 8 
different attributes. 

III. PROPOSED SOLUTION AND DATASET 
As the dataset of this problem was collected manually as 

will be described in next section, it had many issues like 
missing values, and the data was unbalanced, so we applied a 
preprocessing phase for the dataset. The algorithms used in the 
proposed model are described in this section. 

A. Expectation Maximization Algorithm for Estimating the 
Missing Values 
Dempster et al. 1977 in [22], demonstrated that the 

Expectation Maximization (EM) algorithm can be applied 
when 𝑋𝑋𝑀𝑀𝐼𝐼𝑆𝑆 (the missing data joint distribution) and 𝑋𝑋𝑂𝑂𝐵𝐵𝑆𝑆 (the 
observed data) is candid. For all (𝜃𝜃𝜖𝜖𝑅𝑅𝑑𝑑), let the density 
function probability of (;) be 𝑋𝑋=(𝑋𝑋𝑂𝑂𝐵𝐵𝑆𝑆,𝑋𝑋𝑀𝑀𝐼𝐼𝑆𝑆). The estimation 
of 𝜃𝜃 get the most out of the observed data log eventuality in 
which the expectation maximization algorithm aims to find. 

(𝜃𝜃; 𝑋𝑋𝑂𝑂𝐵𝐵𝑆𝑆)=log(𝑋𝑋𝑂𝑂𝐵𝐵𝑆𝑆; 𝜃𝜃)=log∫𝑓𝑓(𝑋𝑋𝑂𝑂𝐵𝐵𝑆𝑆, 𝑋𝑋𝑀𝑀𝐼𝐼𝑆𝑆; 𝜃𝜃)𝑑𝑑𝑋𝑋𝑀𝑀𝐼𝐼𝑆𝑆          (1) 

In general, because this number cannot be estimated 
explicitly, the EM method calculates the MLE by iteratively 
maximizing the anticipated log-likelihood of complete-data in 
(2) 

𝑙𝑙 (𝑋𝑋; 𝜃𝜃)=log𝑓𝑓 (𝑋𝑋𝑂𝑂𝐵𝐵𝑆𝑆 ,𝑋𝑋 𝑀𝑀𝐼𝐼𝑆𝑆; 𝜃𝜃            (2) 

Begin with a value of 𝜃𝜃0and let 𝜃𝜃𝑡𝑡 be the estimate of at the 
tth iteration, then below is two steps of the next EM iteration: 

E step: Calculate the expectation of log-likelihood of 
complete-data in relation to the missing covariate conditional 
distribution parameterized by (𝜃𝜃𝑡𝑡): 

𝑄𝑄(𝜃𝜃,𝜃𝜃(𝑡𝑡)=𝐸𝐸 [𝑙𝑙(𝑋𝑋; 𝜃𝜃) | 𝑋𝑋𝑂𝑂𝐵𝐵𝑆𝑆; 𝜃𝜃(𝑡𝑡)]=∫𝑙𝑙(𝑋𝑋; 𝜃𝜃)𝑓𝑓(𝑋𝑋𝑀𝑀𝐼𝐼𝑆𝑆| 𝑋𝑋𝑂𝑂𝐵𝐵𝑆𝑆; 𝜃𝜃(𝑡𝑡) 𝑑𝑑 
𝑋𝑋𝑀𝑀𝐼𝐼𝑆𝑆                     (3) 

M step: Define ((𝑡𝑡+1)) by maximizing the Q function: 
(𝑡𝑡+1)∈𝑎𝑎𝑟𝑟𝑔𝑔𝑚𝑚𝑎𝑎𝑥𝑥𝜃𝜃 (𝜃𝜃, (𝑡𝑡) )             (4) 

B. Feature Reduction using Principal Component Analysis 
Algorithm 
Principle Component Analysis (PCA) is an extracting 

features statistical approach that employs to turn a set of 
possibly associated annotations to a set of variables 
uncorrelated transformed linearly known as principle 
components. PCA may be used to reduce the feature 
dimensions [23]. Because the eigenvectors number exceeds the 
columns number, the dimension of the projected output data is 
smaller than the dimension of the input data. The method of 
PCA utilized in the feature reduction step is as follows. 
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Algorithm 1 " PCA” 

Assume: samples of N (𝑥𝑥1, … . . 𝑥𝑥𝑁) each 𝑥𝑥𝑛 ∈  𝑅𝑅𝐷 
Aim: D dimensions data project to K dimensions (K<D) 
Then captures the projected data maximum possible variance  
 
Consider  
(𝑢1, … ,𝑢𝐷) 𝑏𝑒 𝑡𝑡ℎ𝑒 𝑝𝑟𝑟𝑖𝑛𝑐𝑖𝑝𝑙𝑙𝑒 𝑐𝑜𝑚𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑡𝑠, 𝑎𝑎𝑠𝑠𝑢𝑚𝑚𝑒𝑑𝑑 𝑡𝑡𝑜 𝑏𝑒 

 𝑜𝑟𝑟𝑡𝑡ℎ𝑜𝑔𝑔𝑛𝑎𝑎𝑙𝑙 𝑠𝑢𝑐ℎ 𝑡𝑡ℎ𝑎𝑎𝑡𝑡: 𝑢𝑖𝑇𝑢𝑗 = 0 𝑖𝑓𝑓 𝑖
≠ 𝑗 𝑎𝑎𝑛𝑑𝑑 𝑠ℎ𝑜𝑢𝑙𝑙𝑑𝑑 𝑏𝑒 

 𝑜𝑟𝑟𝑡𝑡ℎ𝑜𝑛𝑜𝑟𝑟𝑚𝑚𝑎𝑎𝑙𝑙 𝑠𝑢𝑐ℎ 𝑡𝑡ℎ𝑎𝑎𝑡𝑡 𝑢𝑖𝑇𝑢𝑖 = 1 
𝐸𝐸𝑎𝑎𝑐ℎ 𝑝𝑒𝑖𝑛𝑐𝑖𝑝𝑎𝑎𝑙𝑙 𝑐𝑜𝑚𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑡 𝑖𝑠 𝑎𝑎 𝑣𝑒𝑐𝑡𝑡𝑜𝑟𝑟 𝑜𝑓𝑓 𝑠𝑖𝑧𝑒 𝐷 × 1 
𝑊𝑒 𝑤𝑖𝑙𝑙𝑙𝑙 𝑠𝑒𝑙𝑙𝑒𝑐𝑡𝑡 𝑡𝑡ℎ𝑒 𝑓𝑓𝑟𝑟𝑖𝑟𝑟𝑠𝑡𝑡 𝐾 𝑝𝑟𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑎𝑙𝑙 𝑐𝑜𝑚𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑡𝑠 
1: 𝐶𝑜𝑚𝑚𝑝𝑢𝑡𝑡𝑒 𝑡𝑡ℎ𝑒 𝑚𝑚𝑒𝑎𝑎𝑛 𝑜𝑓𝑓 𝑡𝑡ℎ𝑒 𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎  
𝑋𝑋� = 1

𝑁
∑ 𝑋𝑋𝑛𝑁
𝑛=1                                                          (5)                                                     

2:𝐶𝑜𝑚𝑚𝑝𝑢𝑡𝑡𝑒 𝑡𝑡ℎ𝑒 𝐶𝑜𝑣𝑎𝑎𝑟𝑟𝑖𝑎𝑎𝑛𝑐𝑒 𝑚𝑚𝑎𝑎𝑡𝑡𝑟𝑟𝑖𝑥𝑥  
𝑠 = 1

𝑁
∑ (𝑥𝑥𝑛 − �̅�𝑥𝑁
𝑛=1 )(𝑥𝑥𝑛 − �̅�𝑥)𝑇                                (6) 

3: 𝐹𝑖𝑛𝑑𝑑 𝑡𝑡ℎ𝑒 𝑒𝑖𝑔𝑔𝑛 𝑣𝑎𝑎𝑙𝑙𝑢𝑒𝑠 4 
4:𝑇𝑎𝑎𝑘𝑒 𝑡𝑡ℎ𝑒 𝑡𝑡𝑜𝑝 𝑘 𝑒𝑖𝑔𝑔𝑛 𝑣𝑒𝑐𝑡𝑡𝑜𝑟𝑟𝑠 𝑎𝑎𝑐𝑐𝑜𝑟𝑟𝑑𝑑𝑖𝑛𝑔𝑔  
( 𝑐𝑜𝑟𝑟𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑑𝑖𝑛𝑔𝑔 𝑡𝑡𝑜 𝑡𝑡ℎ𝑒 𝑡𝑡𝑜𝑝 𝑘 𝑒𝑖𝑔𝑔𝑛 𝑣𝑎𝑎𝑙𝑙𝑢𝑒𝑠) 
5:𝐶𝑎𝑎𝑙𝑙𝑙𝑙 𝑡𝑡ℎ𝑒𝑠𝑒 𝑣𝑒𝑐𝑡𝑡𝑜𝑟𝑟𝑠 𝑎𝑎𝑠 𝑢1,𝑢2, …𝑢𝑘  
( 𝑠𝑢𝑐ℎ 𝑡𝑡ℎ𝑎𝑎𝑡𝑡 𝜆1 ≥ 𝜆2 … … ..  ≥ 𝜆𝑘−1 ≥ 𝜆𝑘 
6: 𝑍𝑛 = 𝑈𝑇 × 𝑋𝑋𝑛                                                   (7) 

C. Handling the Un-Balanced Data using SMOTE Algorithm 
Chawla presented the Synthetic Minority Oversampling 

Technique (SMOTE) in 2002 [24]. In contrast to random 
oversampling, in the SMOTE method the minority class is 
oversampled by producing samples of synthetic rather than 
oversampling with replacement. The SMOTE method 
generates fake instances based on similarities between existing 
minority cases in feature space rather than data space [24, 25]. 
These synthetic instances are constructed by connecting a 
portion or all of the minority class's K-Nearest Neighbor 
(KNN). Neighbors from the KNN are picked at random 
depending on the quantity of oversampling necessary. 
Algorithm 2 represents the used SMOTE algorithm for 
handling the un-balanced dataset. 

D. Fuzzy KNN Classifier 
Keller et al introduced the fuzzy KNN classifier[26], which 

assign to each sample a class memberships, as a function from 
of its KNN training samples of each sample’s distance. 
Because it is easy and provides information on the certainty of 
the classification result, the fuzzy KNN classifier is a popular 
choice for applications. According to Keller et al, the major 
benefit of utilizing the FKNN model may not be the reduction 
in error rate. More crucially, the model provides a level of 
assurance that may be combined with the "refuse-to-decide" 
option. Objects with overlapping classes can thus be 
discovered and treated independently as in Algorithm 3. 

 
Algorithm 2 " SMOTE” 

The input:  
X: original set of training sample 
N: percentage of oversampling 
K: nearest neighbors value 
The output: the oversampled training set 
n ← # observations  
m ← # attributes  
nmin ← # min observations  
if N < 100 then 
     Stop: warning ”N should be greater than 100” 
 end if 
 N ← int(N/100) 
 S(n∗N)×m ← empty array for synesthetic samples  
𝑓𝑓𝑜𝑟𝑟 𝑖 ← 1 →  𝑛𝑚𝑖𝑛  
Do 
   Discover the KNN for each 𝑖 then save the  indexes in the nn newindex ← 1  
        while N  ≠ 0 do  
              Kc ← number between (1& K) randomly 

𝑓𝑓𝑜𝑟𝑟 𝑗 ← 1 →  𝑚𝑚   
do  
    dif f ← X[nn[Kc]][j] − X[i][j]                                    (8) 
     gap ← uniform(0, 1)  
    synthetic[newindex][j] ← X[i][j] + gap ×   dif f           (9) 
 end for 

                 newindex+ = 1 
                 N− = 1  
          end while 
 end for 

  R Return (X & synthetic) 

Algorithm 3 " Fuzzy K-Nearest Neighbor 

From sample 𝑥𝑥,𝑔𝑔𝑒𝑡𝑡 𝑡𝑡ℎ𝑒 𝐾𝑁𝑁. 

Soft labels, input 𝑥𝑥,  a membership vector  

(𝜇(𝑥𝑥) = [𝜇𝑐1(𝑥𝑥), … ,𝜇𝑐𝑖(𝑥𝑥), … . .𝜇𝑐𝑙(𝑥𝑥)]) 

𝜇𝑖ℎ(𝑥𝑥) = 𝜇𝑖(𝑥𝑥𝑖) = �
0.51 + �𝑛𝑖

𝑘
� ∗ 0.49, 𝑖𝑓𝑓 𝑐�𝑥𝑥𝑗� = 𝑖

�𝑛𝑖
𝑘
� ∗ 0.49, 𝑖𝑓𝑓               𝑐�𝑥𝑥𝑗� ≠ 𝑖

�                         (10)                                         

• Membership function calculation 

𝜇𝑖(𝑥𝑥) =
∑ 𝜇𝑖𝑗(1/(∥𝑥−𝑥𝑗∥2/(𝑚−1))𝑘
𝑗=1

∑ (1/(∥𝑥−𝑥𝑗∥2/(𝑚−1))𝑘
𝑗=1

                                                           (11)      

• The target class   max  𝜇𝑖(𝑥𝑥) 
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E. Dataset Description 
The dataset used in this study was obtained from Cairo 

University, Faculty of Medicine, Al-Kasr Al-Aini Hospital 
[21]. The dataset contains 30 variables; Gender, Age, Alcohol 
consumption, Smoking, Schistosomiasis, steroids, History of 
hypertension, Oral contraceptive pill, Waist circumference, 
Body Mass Index, Hemoglobin test (HGB), Liver disease, 
Primed lymphocyte test, Basic Insulation Level, Aspartate 
Aminotransferase (AST), Alanine Aminotransferase (ALT), 
White blood cells (WBCs), Albumin level in blood (ALB), 
Protein C test, Alkaline phosphatase (ALP), Gamma-Glutamyl 
Transferase (GGT), Total cholesterol, Triglycerides test (TGs), 
High-density lipoprotein (HDL), Low-density lipoprotein 
(LDL), International Normalized Ratio (INR), Spleen size, 
Fasting blood sugar, History of diabetes, and Hemoglobin A1c 
(HBA1C). This was preprocessed as will be shown in the 
proposed model section through different phases. The 
algorithms used in the data-preprocessing phase are 
expectation maximization algorithm, which estimate missing 
values. PCA algorithm is used in feature reduction phase, while 
SMOTE algorithm used to generate new sample in the 
minority class to overcome the unbalanced data issue that 
affects the measures. 

F. Proposed Model 
Fig. 1 shows the basic steps used in the proposed model for 

the prediction of diabetic obese patients. At the first, we read 
the dataset and apply a data preprocessing phase on it. The first 
step in the data preprocessing is estimating the missing values 
by the EM algorithm. The next step is applying the PCA 
algorithm to reduce the features in the dataset. The basic steps 
of the PCA are calculating the covariance matrix, then 
calculating the Eigen values, then sorting the attributes in 
descending order, then normalizing the values, and calculating 
the weight value for each attribute. The third step is solving the 
unbalanced data using SMOTE algorithm described in last 
section above. The SMOTE algorithm used for generating new 
sample in the minority class. The last step in the proposed 
model is classifying the new samples using fuzzy KNN 
classifier. 

 
Fig. 1. Proposed Model Steps for Prediction of Diabetic Obese Patients. 
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IV. EVALUATION METHODS AND RESULTS 

A. Evaluation Method 
Evaluation of the performance of algorithms using the 

precision and recall criteria is very valuable. When making a 
choice, precision is the proportion of the time that the model 
properly predicts a good outcome. Precision is defined as the 
accurately identified or predicted positive examples divided by 
all the positive examples given. The proportion of properly 
recognized positives out of all existing positives is referred to 
as recall; it is calculated by dividing by the truly categorized 
positive cases by all the number of genuine examples in the set 
of positive testing. An optimal model must have both high 
recall and great accuracy. The F-measure is the consistent 
measure of accuracy and recall. The F-measure runs from zero 
to one, in which one indicating a classifier that properly 
captures accuracy and recall. 

𝑃𝑟𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

           (12) 

𝑆𝑆𝑒𝑛𝑠𝑖𝑡𝑡𝑖𝑣𝑖𝑡𝑡𝑦 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

 ,           (13) 

𝐹 −𝑚𝑚𝑒𝑎𝑎𝑠𝑢𝑟𝑟𝑒 = 2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

         (14) 

In which, the true positive (𝑇𝑃) represent the positive cases 
that predicted positive, the false negative (𝐹𝑁) represents the 
cases that were positive. However, it predicted negative and the 
false positive (𝐹𝑃) are the negative cases that were positively 
predicted. 

B. Results 
In this part, we report the findings obtained when the fuzzy 

KNN classifier used with the proposed model on the dataset 
described, and applying the fuzzy KNN classifier on the raw 
data of the dataset. Table I shows the proposed model output 
applied on the dataset after preprocessing compared to the 
same classifier but without data preprocessing. 

TABLE I. FUZZY KNN (PROPOSED ) WITH DATA PREPROCESSING 
COMPARED TO FUZZY KNN WITHOUT DATA PREPROCESSING 

 

FKNN 
Proposed Model 
Fuzzy Parameter = 
0.5 & K= 5 

F-KNN  
Raw data 
Fuzzy Parameter = 
0.5 & K= 5 

Sensitivity  1.0000 0.7156 

Precision  0.9197 0.5735 

Accuracy 0.9579 0.6577 

F1 Score  0.9582 0.6367 

Table I and Fig. 2 shows that the data preprocessing steps, 
estimating the missing values, feature reduction and solving the 
problem of unbalanced data enhanced the all measurement 
values resulted from the classifier. 

 
Fig. 2. Proposed Model with Data Preprocessing Vs Fuzzy KNN without 

Data Preprocessing. 

The obtained results were compared to the results obtained 
in [21], as they used the same dataset. They proposed a two-
phase classifier for predicting the potential diabetic obese 
patient as mentioned in related work section. Table II shows 
the basic differences in the proposed model and the model in 
[21]. 

TABLE II. THE DIFFERENCE IN METHODOLOGIES USED IN THE PROPOSED 
MODEL WITH THE MODEL IN [21] 

 Proposed model Model in [21] 

Estimating missing 
values 

Expectation 
Maximization 
Algorithm 

weighted sum of linear 
interpolations from the 
closest accessible points. 

Feature reduction  PCA algorithm Correlation Feature 
Selection 

Handling unbalanced 
data SMOTE algorithm Using K-fold cross 

validation 

Classification Fuzzy KNN 
classifier 

SVM for phase1  and 
ANN for phase 2 

Table III shows the comparison between results of the 
proposed model and results in [21]. 

TABLE III. ACCURACY COMPARISON BETWEEN PROPOSED MODEL AND 
MODEL IN [21] 

 Proposed model Model in [21] 

Accuracy 95.97% 86.56% 

From Tables II and III, we can observe that the algorithms 
and techniques used in the proposed model to prepare the data 
before training and testing were affected positively the data 
especially the steps of  estimating missing values and handling 
unbalanced data, also the proposed classifier introduces a 
promising classification accuracy compared to the results 
introduced in [21]. 

0.5
0.55

0.6
0.65

0.7
0.75

0.8
0.85

0.9
0.95

1

FKNN Proposed
Model Fuzzy
Parameter = 0.5
& K= 5

  F-KNN to Raw
data Fuzzy
Parameter = 0.5
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V. CONCLUSION AND FUTURE WORK 
In this research a model for prediction of Diabetic Obese 

Patients was proposed, the model was based on Expectation 
Maximization, PCA, and SMOTE Algorithms in data 
preparation and preprocessing phase, and the fuzzy KNN 
classifier was used in prediction phase. The dataset used in this 
research was obtained from Cairo University, Faculty of 
Medicine, Al-Kasr Al-Aini Hospital. The algorithms used in 
the preprocessing enriched the clearness and effectiveness of 
the dataset which reflected in the prediction phase as shown in 
the results. The prediction accuracy reached to 95.97% in the 
proposed model and this result outperforms a corresponding 
model applied on the same dataset mentioned in the related 
work. We can suggest some improvements in the 
preprocessing phase afterwards like adopting another feature 
selection algorithm and other algorithms for handling 
imbalanced data, and estimating the missing values. In 
addition, an ensemble model can be provided on more than one 
classifier in order to enhance the precision value. 
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Abstract—The present study evaluates the prediction 
performance of the multi-machine learning models (MLMs) on 
high-volatile financial markets data sets since 2007 to 2020. The 
linear and nonlinear empirical data sets are comprised on stock 
price returns of Karachi stock exchange (KSE) 100-Index of 
Pakistan and currencies exchange rates of Pakistani Rupees 
(PKR) against five major currencies (USD, Euro, GBP, CHF & 
JPY). In the present study, the support vector regression (SVR), 
random forest (RF), and machine learning-linear regression 
model (ML-LRM) are under-evaluated for comparative 
prediction performance. Moreover, the findings demonstrated 
that the SVR comparatively gives optimal prediction 
performance on group1. Similarly, the RF relatively gives the 
best prediction performance on group2. The findings of study 
concludes that the algorithm of RF is most appropriate for 
nonlinear approximation/evaluation and the algorithm of SVR is 
most useful for high-frequency time-series data estimation. The 
present study is contributed by exploring comparative 
enthusiastic/optimistic machine learning model on multi-nature 
data sets. This empirical study would be helpful for finance and 
machine-learning pupils, data analysts and researchers, 
especially for those who are deploying machine-learning 
approaches for financial analysis. 

Keywords—Support vector regression; random forest; machine 
learning-linear regression model; optimal prediction performance; 
currencies exchange rates; stock price returns 

I. INTRODUCTION 
Since several decades, a lot of researchers and data 

analysts have been applying traditional econometric models 
(TEM) for hypothetical testing and financial-nonfinancial 
market evaluation. But there have some constraints with TEM 
as nonlinear approximation, future prediction developments of 
the markets and data prediction accuracy. On the other hand, 
nowadays, the supervised and unsupervised machine learning 
approaches have quite famous to precisely evaluate the 
different nature of big data. So, the analysis effectiveness is 
directly associated with the prediction accuracy the model. 

The machine learning approaches are successfully 
employed into different domains with respect to their 
applications. But it is usually used for speech recognition, 
image processing, wind-speed frequency scaling, network 
filtering and financial markets prediction [1-4]. Furthermore, 
the evaluation of stock market and forex market returns with 
machine learning approaches are very hot topic nowadays. 

Moreover, the financial-nonfinancial future markets 
predictions are very helpful for those who are willing for 
financing in the market and for hedgers to hedge their 
financial assets [5, 6]. The machine learning algorithms 
(MLAs) have capability to analyze the linear-nonlinear data 
[7]. For example, the forex market is very dynamical market 
due to globalization. In prior era, the researchers and data 
analysts were used TEM to examine the forex market returns. 
But since last decade, the researchers and data experts have 
been rapidly diversifying from TEM to machine learning 
approaches for financial market prediction [8-10]. In fact, the 
MLMs are most powerful and very effective approaches to 
predict the high-volatile and nonlinear data financial data [11, 
12]. So, the key purpose of present study is to evaluate the 
prediction performance of underlying machine learning 
models on different nature financial data sets, such as the 
group1 comprised on stock price returns of KSE 100-index of 
Pakistan which is illustrated in Fig. 1. 

Fig. 1 indicates that the stock prince returns of KSE 100-
index is very dynamic financial market. This diagram is 
comprised on original data, rolling mean and average which 
collectively demonstrates the good returns (positive returns), 
bad returns (negative returns) and no returns (zero returns). 
The group2 contains on the PKR exchange rates against five 
major currencies (USD, Euro, GBP, CNY & JPY) which is 
illustrated in Fg. 2. 

 
Fig. 1. Daily Stock Price Returns of KSE 100-index. 

*Corresponding Author. 
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Fig. 2. PKR Exchange Rates against Five Major Currencies. 

Fig. 2 demonstrated that the PKR exchange rates against 
entire currencies have been steadily increasing over the 
period, which indicating the domestic currency (PKR) has 

been depreciating since 2007 to till 2020. Furthermore, these 
both empirical data sets will be evaluated by SVR, RF and 
ML-LRM. These empirical machine learning models are 
commonly used for classification and regression problems. 
But the present study will be executed the prediction 
performance of entire machine learning models on nonlinear 
and high-frequency data sets which quite effective for 
researchers and data analysts. 

The remaining sections of study comprised as: the 
Section 2 will be contained on most similar literature on the 
stock markets and the forex markets which executed by 
MLMs. The Section 3 will be contained on data collection 
process, data preparation and mathematical interpretation and 
application of the models. Similarly, the Section 4 will be 
contained on results and discussion and forecast optimal 
prediction model. Finally, the Section 5 will be contained on 
conclusion-based sound evidence, limitation of the study and 
significant future developments of the study. 

II. SIMILAR STUDIES 
Since the last decade, the researchers and data analysts 

have been rapidly diversified from TEM to flexible and 
experimental machine learning approaches for optimal 
prediction. In the modern era, the MLAs are typically used to 
determine the returns of dynamical stock markets. To predict 
the next day price index of the Taiwan index feature, [13] 
have deployed hybrid SVR with SOFT (self-organized feature 
map) approach by filter-based feature selection to improve the 
prediction accuracy of the model and mitigate the cost of 
training time. The findings of this study demonstrates that the 
hybrid SVR improves the training time and prediction 
accuracy. Another study has employed SVR for prediction 
stock prices on daily and up to the minute. The findings of this 
study shows that the SVR has absolute predictive power, 
whenever applicate the new strategy of model periodically 
[14]. The hybrid prophet-SVR model is outperformed than 
relatively other approaches by using time series demand with 
seasonality in stock index [15]. [16] have applied the machine 
learning based RF to examine the future predictions of stock 
prices of key listed firms. Moreover, [17] have been executed 
the trend of the Thai-stock market by deploying the SVR, 
multi-layer perception (MLP), and partial least square 
classifier models (PLSCM). The scholars have concluded that 
the Thai-stock market is rapidly growing while the investors 
are absolutely acquaintance about market dynamics. Similarly, 
some studies have evaluated the factors of stock prices returns 
via the reinforcement learning approach [18]. A lot of other 
studies have executed the real impact of prices by using mixed 
methodologies. Moreover, the Long-Short Term Memory 
(LSTM) is an artificial recurrent neural network (RNN) 
architecture which works on feedforward standards. 
Especially, it employed for outliers’ detection problem in 
given big data set by fixing threshold, hence, this approach is 
very useful to investigate the dynamical stock market [19-21]. 
But the present study will execute the stock price returns of 
KSE 100-index of Pakistan and subsequent evaluate the 
optimal prediction performance model. 

Furthermore, the forex market is quite significant for those 
who want to be financing into the international market for 
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economic privileges. Because the currency exchange rates 
may bring probabilistic effects on economic value of their 
imperative assets. For currency risk management, a researcher 
community has been predicted the future currency exchange 
rates on voluntarily currency selection by using MLMs. For 
instance, The stochastic volatility model with jumps to SVR in 
order to account for sudden big changes in exchange rate 
volatility [22]. So the experimental studies demonstrate that 
the empirical new model has the ability to improve the 
forecast accuracy. The author in [23] had predicted the 
exchange rates of major currencies of developed counties. 
This study deployed the mixed methodologies as the deep 
neural networks, MLMs and econometric approaches to 
predict the currencies exchange rates. Besides, this study 
concludes that the currencies exchange rates of developing 
countries are more volatilized than developed countries. So, 
the traditional models may not properly investigate to the 
nonlinear approximation. According to econometric 
assumption, the empirical data should be in linear format for 
econometric modelling. But the empirical data lost their 
originality whenever it transformed from nonlinear to linear 
scale through the natural logarithm or another approach. But 
the MLMs have ability to evaluate every kind of data. 
Therefore, the usage of MLAs have been precipitously 
increasing over the period for optimal prediction to nonlinear 
approximation. The author in [24] has analyzed the couple of 
currencies exchange rates (USD/CHF, USD/CAD and 
USD/JPY) along with the shuffled frog leaping algorithm 
(SFLA). Moreover, a lot of other scholars executed MLMs 
prediction performance along with different currencies 
exchange rates data. Another study executed the currency 
exchange rate is a certain cause of domestic inflation by using 
the Dorn-busch approach. Besides, they also investigated that 
the USA housing prices raised 7% with excluded currency 
ERs. But in the last decade, the USA housing prices 40% 
grown-up by variation into local currency exchange rates [25]. 
After intensely viewed to the comprehensive literature, we 
summarized that the MLMs are excessively used to predict the 
stock market and forex market returns. 

III. EMPIRICAL DATA AND RESEARCH METHODOLOGY 

A. Data Collection and Preparation for Analysis 
The empirical data set of the present study is divided into 

two certain groups. The group1 is contained on the stock price 
returns of KSE 100-index of Pakistan. In addition, the group1 
data is dragged from the official website of the KSE of 
Pakistan (https://www.psx.com.pk/). This study measures the 
price returns from given stock prices as follow: Lumley [26]. 

𝑅�𝑡0,𝑡1� =  ��
𝑃𝑡1−𝑃𝑡0�
𝑃𝑡0

� ∗ 100            (1) 

In Equation 1, the stock price returns are executed as the 
𝑃𝑡0  is daily stock prices at the time 𝑡0 subtract from the stock 
price 𝑃𝑡1 at time 𝑡1 and divided by 𝑃𝑡0 and multiplied by 100, 
whereas the 𝑃𝑡1 denotes to current stock prices and 𝑃𝑡0 denotes 
to the previous stock price of the stock market. As Fig. 1 is 
showing the stock price returns are high-volatile while this 
study follows [27-29] for normalizing the empirical data set. 

𝑦 = 𝑙𝑛�𝑟 + √𝑟2 +  1 �             (2) 

Moreover, the group2 is contained on PKR exchange rate 
against five major currencies (USD, EUR, GBP, CHF, JPY). 
The thirteen-year daily currencies exchange rates data set 
dragged by the official website of the central bank of Pakistan 
(http://www.sbp.org.pk/). The Fig. 2 discretely exhibits the 
volatility of currency exchange rates against each given 
currency. 

B. Research Methodology 
The certain methodologies play an important role in the 

empirical studies to execute the hypothetical examination. But 
before to mathematical interpretation of the models, we must 
take keenly overview the whole process of performance 
evaluation of the models. Fig. 3 showed that the primarily 
both kinds of raw data sets are uploaded into the data 
repository of jupyter notebook and subsequently refine the 
data and scaled the data and become in specific format to 
optimize the machine learning algorithm. Furthermore, the 
scaled data set would split into train and test, whenever 80% 
will use for training purpose and rest of data will use for 
testing purpose. Furthermore, we shall train the model and 
evaluate the prediction performance of training model with 
average loss function. This study would execute the prediction 
performance of the models, if the train predicted error 𝜉𝑡 <  𝜉𝑒 
expected error otherwise update the training data set. 

 
Fig. 3. Flowchart of Models’ Prediction Process. 
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1) Support vector regression: The support vector 
regression model is popular as supervised learning approach 
which used for sort regression analysis [30, 31]. The support 
vector machine (SVM) was primarily built for structural risk 
measurement, but subsequent the researchers and data analysts 
had customized it for regression purposes, especially for time-
series data. The SVM has the ability to measure linear and 
nonlinear approximation. The authors in [32] have employed 
the support vector machine (SVM) for the statistical problem. 
For the execution of the model prediction performance, the 
present study follows [33, 34]. 

In Fig. 4, 𝑥𝑖 ∈  ℝ𝑛 is an input function whereas 𝑖 − 𝑡ℎ is 
𝑛 − 𝑡ℎ number of 𝑥  as 𝑖 = 1, 2, 3,⋯ ,𝑛. and 𝑦𝑖 = ∈  ℝ𝑛  is an 
output function where 𝑖 − 𝑡ℎ  is 𝑛 − 𝑡ℎ  number of 𝑦  as 
𝑖 = 1, 2, 3,⋯ ,𝑛. where 𝑘 − 𝑡ℎ is 𝑥 vector at 𝑛 − 𝑡ℎnumber of 
vectors which associated with specific weights 𝛼�  at 𝑚 − 𝑡ℎ 
number of 𝑘 − 𝑡ℎ vectors and summation 𝑏 bias. For instance, 
we have a time-series data set where 𝑧 = (𝑥𝑖𝑦𝑖), 1 ≤ 𝑖 ≤ 𝑁. 
The core idea dragged by [35]. Let suppose 𝑎𝑚 =  𝑊𝑡 , the 
problem may solve as follows: 

∫(𝑥𝑖) =  Wtφ(𝑥i) +  b             (3) 

In equation 3, the 𝑤𝑡  represents to specific weight at 
𝑛 − 𝑡ℎ number of 𝑥 vector and b denoted to biases. Moreover, 
𝑥  is considered as input vector taken by φ into a higher 
dimensional space. The model performance can be improved 
by optimization the weights and bias of the model as below: 

𝑚𝑖𝑛
(𝑤, 𝑏, 𝜀1, 𝜀2)

1
2
‖𝜔‖2 + 𝐶 ∑ �𝜀1𝑖 , 𝜀2𝑖 �𝑛

𝑖=1 19T           (4) 

In equation 4, the C is makes swapping between two 
models' simplicity and generalization ability. If 𝑌𝐼 −
𝑊𝑇�𝜙(𝑥)� − 𝑏 ≤ ξ + 𝜀1𝑖  and 𝑊𝑇�𝜙(𝑥)� + 𝑏 − 𝑦𝑖 ≤ ξ + 𝜀1𝑖 , 
the error position is determined by slack variables as ξ & ε i. 
We can map high volatile and nonlinear data set from the 
original vector space by using the kernel approach. However, 
this is a pretty way to drag the SVR model as below: 

𝑦𝑖 = ∫(𝑥𝑖)∑ �(𝛼1𝛼𝑚) 𝐾(𝑥𝑖 , 𝑥𝑛)�𝑛
𝑖=1 + 𝑏           (5) 

 
Fig. 4. Structure of Support Vector Regression. 

Whereas. 

Here α1 α2 both are represented to langrage variables 
multiplier. The below equation indicates that the extensive 
utilization of kernel by Gaussian Function concerning the size 
of σ2: 

𝑍(𝑥𝑖𝑥𝑘) = 𝑒𝑥𝑝 ��−‖𝑥𝑖 − 𝑥𝑛‖2(2𝜎2)��           (6) 

2) Random forest: The RF is an ensemble approach which 
keeps the capability of performing as both regression and 
classification problems. In addition, it can handle binary and 
multi-classification problems. Moreover, the present study 
uses bootstrap aggregation for absolute random selection as 
follows [36]. For instance, when the explained variable is a 
continuous variable and 𝜃𝜃 is getting random vector then it 
promotes to decision trees of RF for regression purpose. 
Moreover, the x and y are random vectors and training data set 
taken systematically. Besides, hi(x) is a single decision tree 
from multi decision trees where 𝑘 − 𝑡ℎ denote the number of 
decision trees for prediction ℎ(𝑥,𝜃𝜃𝑖) , where the 𝑘 − 𝑡ℎ 
number of outputs by 𝑖 − 𝑡ℎ  random vectors as 𝑖 =
1, 2, 3,⋯ , 𝑘 as follows [37]. 

𝐻(𝑥) =  1
𝑘
∑ ℎ𝑖(𝑥)𝑘
𝑖=1              (7) 

In equation 7, the 𝐻(𝑥)  demonstrates the output of 
combined RF regression models. Moreover, in the training 
data set 𝑘 − 𝑡ℎ shows the number of values represented in the 
model. 

𝐻(𝑥) =  𝑎𝑟𝑔𝑚𝑎𝑥𝑌 ∑ 𝐼(ℎ𝑖(𝑥) = 𝑌)𝑘
𝑖=1            (8) 

Whereas I*() is an appropriate linear function of the model 
and Y denotes an outcome. Similarly,ℎ𝑖(𝑥)  and ℎ𝑘(𝑥)  are 
training data sets that collection of 𝑋,𝑌 vectors. 

∫(𝑥,𝑦) ≡ 𝑃�𝑘 𝐼(ℎ𝑘(𝑥) = 𝑌) −𝑚𝑎𝑥𝑗 ≠ 𝑦 𝑃�𝑘 𝐼(ℎ𝐾(𝑥) = 𝑗       (9) 

For example, A is the outcome from classifier ℎ𝑘(𝑥 from 
random vectors that can be optimum ensemble as p̂(A) = 
proportion of classifiers ℎ𝑘(1 ≤ 𝑘 ≤ 𝐾, whenever event A 
occurs. In addition, the analysts acknowledge that they 
optimize the model prediction performance by making more 
generalizations to stochastic error (e). 

𝑃𝑒∗  =  𝑃𝑥,𝑦(∫(𝑥,𝑦) < 0           (10) 

According to the theorem, the stochastic problem can be 
determined as below equation whenever the number of 
decision trees may increase. 

𝑃𝑒∗
𝐾− ∞
�⎯⎯� 𝑃𝑥,𝑦�𝑃⊝(ℎ(𝑥,⊝) = 𝑦)𝑚𝑎𝑥𝑗 ≠ 𝑦 𝑃⊝(ℎ(𝑥,⊝) = 𝑗) <

 0�              (11) 

In equation 11, the 𝑃𝑥,𝑦  denotes problem in 𝑥,𝑦  random 
vectors and 𝑘 − 𝑡ℎ denotes the total number of decision trees 
in the model. In addition, if the decision trees grow up the 
generalization of PE will tend to upper bond. Hence, the RF 
algorithm has worthy convergence and can prevent over-
fitting [38, 39]. 
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3) Machine learning-linear regression model: The 
regression approach is very useful for linearity approximation. 
Although the traditional approaches have been employing for 
execution the high-frequency and nonlinear data sets, but 
traditional approaches (linear regression) cannot properly 
investigate the nonlinear data sets [12]. However, the present 
study is applicating the ML-LRM Fig. 5 for best prediction 
performance. For instance, 𝑥𝑖 is input parameter where 𝑖 − 𝑡ℎ 
is 𝑛 − 𝑡ℎnumber of input parameters as i = 1,⋯ ,2,⋯ ,3,⋯𝑛 
and every input parameter takes specific weight which denotes 
by 𝑤𝑖  with 𝑖 = 1, 2, 3,⋯ ,𝑛 at 𝑛 − 𝑡ℎ number of weights. At 
the time of training model, the weight multiplied with input 
parameters and summation biases weights. Moreover, the nth 
denotes the number of values of the training model. Primarily, 
we train our model on training data set and test the model 
output 𝑦𝑖  by using the testing data set and execute the 
prediction performance of the model. 

In mapping function Ф makes typical function with x input 
parameter as Φ: X → ℝN. A linear function of hypothetical set: 
weight and bias are associated with mapping function as 
𝐱 → 𝐰 .𝚽(x) + b: w ∈  RN, b ∈ ℝ. Moreover, the exclusive 
weight leads to risk minimization and optimization of the 
typical model. 
𝑚𝑖𝑛
𝑤, 𝑏 𝐹(𝑤, 𝑏) 1

𝑚
 ∑ (𝑤.𝜱(𝑥𝑖) + 𝑏 −  𝑦𝑖)2𝑚

𝑖=1          (12) 

𝐹(𝑊) =  1
𝑚
‖𝑋𝑇  𝑊− 𝑌‖2           (13) 

𝑋 = �𝜱(𝒙𝟏) … 𝜱(𝒙𝒎)
1 … 1

� ∈ ℝ(𝑁+1)×𝑚         (14) 

So, 

𝑋𝑇 = �
𝜱(𝑥1)𝑇

⋮
𝜱(𝑥𝑚)𝑇

 
1
−
1
�  𝑊 = �

𝜔1
⋮
𝜔𝑁
𝑏
�  𝑌 = �

𝑦1
⋮
𝑦𝑚
�         (15) 

Additionally, the convex and differentiable functions 
executed as: 

𝛻𝐹(𝑊) = 2
𝑚
𝑋(𝑋𝑇  𝑊− 𝑌)          (16) 

𝛻𝐹(𝑊) = 0 ⇔ 𝑋�𝑋 ˈ 𝑊− 𝑌� = 0 ⇔ 𝑋𝑋 ˈ 𝑊 = 𝑋𝑌        (17) 

 
Fig. 5. Structure of ML-LRM. 

Equation 17 is explained that if the w = 0, then the 
hypothesis set would also be zero / no fraction between input-
output parameters of the model. 

IV. RESULTS AND DISCUSSION 
Table I summarizes the significant information of both 

group data. The group1 is contained on daily stock price 
returns of KSE 100-index of Pakistan and group2 is contained 
on PKR currency exchange rate against five major currencies 
of the world. The above statistics demonstrated that the total 
number of values are 3187 and 3464 in group1 and group2, 
respectively. Moreover, in group1, the mean and standard 
deviations are 0.04 and 1.19, respectively, indicating that the 
group1 data set is highly deviated over the period. In group2, 
the mean of currencies exchange rates is 97.06, 121.7, 146.9, 
98.4 and 0.96, and the standard deviation of currencies 
exchange rates is 23.4, 21.3, 20.9, 26.9 and 0.22, respectively. 
According to group 2 statistics, the PKR has been depreciated 
since 2007 to 2020. Furthermore, the other descriptive 
statistics are illustrated in the above table as like minimum, 
maximum, etc. 

Table II executes the augmented dickey fuller (ADF) 
approach to investigate whether the particular parameters have 
unit-root (non-stationary) or not (stationary) at specific critical 
level. Although the machine learning algorithms have 
capability to analyze the nonlinear approximation, but with 
respect to econometric assumptions, the empirical data should 
be to stationary (normal distributed) before to diagnosed. So in 
Table II, the statistics demonstrated that the t-value > critical 
value at 1%, 5% & 10% confidence intervel at 1st difference. 
However, the unit root is not existed in the significant model. 

TABLE I. DESCRIPTIVE STATISTICS 

 

KSE 100-
Index Currency Exchange Rates 

Price 
Return 

PKR/U
SD 

PKR/E
uro PKR/GBP PKR/CHF PKR/ 

JPY 

count 3187 3464 3464 3464 3464 3464 

mean 0.04 97.0 121.7 146.9 98.4 0.96 

std 1.19 23.4 21.3 20.9 26.9 0.22 

min -6.85 60.3 78.4 108.2 48.3 0.48 

0.25 -0.48 83.7 111.6 132.5 78.9 0.85 

0.5 0.04 98.06 118.4 141.4 103.6 0.96 
0.75 0.63 104.8 131.2 159.1 109.9 1.08 

max 8.60 166.7 186.5 208.4 173.9 1.54 

TABLE II. AUGMENTED DICKEY-FULLER (ADF) TEST 

Parameters ADF 
Critical Values 
1% 5% 10% 

Price Returns -47.339* -3.432 -2.8622 -2.567 

PKR/USD  -52.361* -3.432 -2.8621 -2.567 

PKR/Euro -57.412* -3.432 -2.8621 -2.567 

PKR/GBP -56.698* -3.432 -2.8621 -2.567 
PKR/CHF -56.854* -3.432 -2.8621 -2.567 

PKR/JPY -57.382* -3.432 -2.8621 -2.567 
Note: * indicates no unit-root exist in the model at 1st differecne 

st
at

is
tic

s 
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TABLE III. PREDICTION PERFORMANCE OF MLMS WITH MAE 

parameters SVR RF ML-LRM 
price returns 0.819** 0.978 0.823 

PKR-ER against 
five major 
currencies 

2.718 0.1338** 6.487 

4.774 0.519** 10.967 

5.340 0.622** 9.7980 

3.044 0.424** 8.6620 
0.048 0.003** 0.1440 

Note: In Table III, ** indicate comparative best prediction performance model on certain data group. 

TABLE IV. PREDICTION PERFORMANCE OF MLMS WITH MSE 

parameters SVR RF ML-LRM 
price returns 1.545** 2.036 1.559 

PKR-ER against 
five major 
currencies 

13.542 0.158** 73.6090 

38.536 0.570** 173.561 

48.862 0.790** 184.280 

18.531 0.423** 108.558 

0.0030 3.203** 0.02600 
Note: In Table IV, ** indicate comparative best prediction performance model on certain data group. 

TABLE V. PREDICTION PERFORMANCE OF MLMS WITH RMSE 

parameters SVR RF ML-LRM 
price returns 1.243** 1.427 1.247 

PKR-ER against 
five major 
currencies 

3.679 0.397** 8.579 

6.207 0.755** 13.174 

6.990 0.889** 13.574 

4.304 0.650** 10.412 

0.056 0.005** 0.1690 
Note: In Table V, ** indicate comparative best prediction performance model on certain data group. 

Tables III, IV and V execute the prediction performance of 
MLMs on different nature of data sets. In 1st experiment, the 
present study used daily stock price returns of KSE 100-index 
to evaluate the prediction performances of MLMs through 
mean absolute error (MAE), mean Squared error (MSE) and 
root mean squared error (RMSE). Consequently, the output 
shows that the SVR gives relatively optimal prediction 
performance than RF and ML-LRM on group1 data set; hence, 
the MAE, MSE and RMSE of SVR is less than RF and ML-
LRM. But the ML-LRM is giving best prediction than RF on 
the corresponding data group. So, on the 1st experiment, the 
absolute prediction performance is summarized as SVR > ML-
LRM > RF. Furthermore, in 2nd experiment, we used group2 
data regarding currencies exchange rates for the prediction 
performance of MLMs. In addition, the loss of RF < SVR < 
ML-LRM while the RF is giving optimal prediction 
performance than SVR and ML-LRM. In addition, the SVR 
gives best prediction than ML-LRM at the same experiment. 
In 2nd experiment, the prediction performance of MLMs is 
categorically assembled as RF > SVR > ML-RM. In fact, the 
empirical data set is nonlinear nature in 2nd experiment and 
linear regression algorithm is operating in ML-LRM while 
relatively the ML-LRM doesn’t properly investigate the data. 
On the other hand, the RF is typically used for classification 
and regression problems. So the RF algorithm is best 
recognizing the typical data set, even though the data is 

nonlinear. However, the RF is comparatively given the 
optimal prediction performance in 2nd experiment. 

 
Fig. 6. Graphically Evaluation of Prediction Performance of MLMs on 

Group1. 

Fig. 6 executes the graphical prediction performance of 
SVR, RF and ML-LRM at group1. The output demonstrated 
the SVR model is given optimal prediction than RF and ML-
LRM, hence, the red line is very closed to true line. But the 
RF predicted plots are slightly away from true line. Similarly, 
the ML-LRM prediction line is comparatively less close to 
true line. So, the whole prediction performance of MLMs 
from Fig. 6 executes as follows: SVR > ML-RM > RF. Thus, 
the SVR can comparatively best predict than RF and ML-
LRM on a high-volatile time series data set. Some previous 
studies are supporting to findings of current study as: [40] 
determined the comparative prediction performance between 
SVR and ensemble empirical mode decomposition (EEMD) 
through Singular Spectrum Analysis (SSA) on Shanghai stock 
price index. Moreover, this study correspondingly examining 
the market tendency, market fluidity, economic topographies 
of the market. The output shows that the SVR can relatively 
best predict to the fluidity of forex market and stock market 
than EEMD. So, this is sound evidence about the SVR can 
gives more efficient and accurate prediction than generic TEM 
and MLMs on high-frequency data which supported to 
findings of current study. 

The Fig. 7 executes the graphical prediction performances 
of five empirical models on group2. Each model has relatively 
summarized the prediction performance of SVR, RF and ML-
LRM. In addition, the output of every model is categorically 
presented along with specific color as follows: SVR with 
dark-red, RF with yellow-green, ML-LRM with dark-orange 
and original input data with light-blue color. The model 7(a) 
in our 2nd experiment exhibits the prediction performance of 
MLMs by taking the PKR exchange rate against USD on the 
y-axis and the number of time steps on the x-axis. 
Consequently, the RF is giving relatively best prediction than 
SVR and ML-LRM while yellow green line is extremely 
closed to the true line. In model 7(b), again the RF is relatively 
giving the best prediction while the yellow green line is very 
closed to light blue line. Similarly, the output of models c, d & 
e is accompanied as previous two models. With respect to our 
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2nd experiment, the findings concluded the RF can 
comparatively best predict to the nonlinear approximation 
than SVR and ML-LRM. The findings of 2nd experiment is 
supported by [41]. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 7. Graphically Evaluation of Prediction Performance of MLMs on 
Group2. 

V. CONCLUSION 
The stock market and forex market both are highly 

dynamical financial markets. The usage of machine learning 
approaches are rapidly growing in financial markets for 
economical analysis. Therefore, the key purpose of the present 
study is to investigate the best predictor machine learning 
model by giving different nature of high frequency financial 
data sets. So, the empirical findings demonstrated that the 
SVR and RF have ability to optimistic prediction on high-
volatile and nonlinear data sets respectively. In fact, the SVR 
is a supervised learning approach which works on the 
principle of support vector machine (SVM) to solve the 
classification and regression problems. Hence, the SVR is 
very useful approach for complex and high volatile data. On 
the other hand, the RF is usually used for classification 
problems. However, the RF has given best prediction on 
nonlinear approximation. Moreover, this study had targeted 
only forex market and stock market of a country, hence, the 
study may more robuster by using panel financial market data. 
Further research directions are using hybrid deep neural 
networks with filter-based feature selection to improve the 
prediction accuracy and reduce the cost of training time and 
compare the performance with RF and SVR by using more 
complex financial data. 

ACKNOWLEDGMENT 
This work is supported by the National Natural Sciences 

Foundation of China, grant no. (71701082 and 71271103). 
REFERENCES 

[1] Z.S. Zhang, Ervin Radiological images and machine learning: trends, 
perspectives, and prospects, Computers in biology medicine 108 (2019) 
354-370. 

[2] A. Kuchi, M.T. Hoque, M. Abdelguerfi, M.C. Flanagin, Machine 
learning applications in detecting sand boils from images, Array 3(2019) 
100012. 

[3] J.S. Almeida, P.P. Rebouças Filho, T. Carneiro, W. Wei, R. 
Damaševičius, R. Maskeliūnas, V.H.C. de Albuquerque, Detecting 
Parkinson’s disease with sustained phonation and speech signals using 
machine learning techniques, Pattern Recognition Letters 125 (2019) 55-
62. 

[4] Z.-T. Liu, M. Wu, W.-H. Cao, J.-W. Mao, J.-P. Xu, G.-Z. Tan, Speech 
emotion recognition based on feature selection and extreme learning 
machine decision tree, Neurocomputing, 273 (2018) 271-280. 

[5] J. Calabuig, H. Falciani, E.A. Sánchez-Pérez, Dreaming machine 
learning: Lipschitz extensions for reinforcement learning on financial 
markets, Neurocomputing, 398 (2020) 172-184. 

[6] B.M. Henrique, V.A. Sobreiro, H. Kimura, Literature review: Machine 
learning techniques applied to financial market prediction, Expert 
Systems with Applications, 124 (2019) 226-251. 

[7] L. Chen, Z. Qiao, M. Wang, C. Wang, R. Du, H.E. Stanley, Which 
artificial intelligence algorithm better predicts the Chinese stock 
market?, IEEE Access, 6 (2018) 48625-48633. 

[8] B.J. de Almeida, R.F. Neves, N. Horta, Combining Support Vector 
Machine with Genetic Algorithms to optimize investments in Forex 
markets with high leverage, Applied Soft Computing, 64 (2018) 596-
613. 

[9] J. Carapuço, R. Neves, N. Horta, Reinforcement learning applied to 
Forex trading, Applied Soft Computing, 73 (2018) 783-794. 

[10] A.V. Contreras, A. Llanes, A. Pérez-Bernabeu, S. Navarro, H. Pérez-
Sánchez, J.J. López-Espín, J.M. Cecilia, Theory, ENMX: An elastic 
network model to predict the FOREX market evolution, Simulation 
Modelling Practice, 86 (2018) 1-10. 

245 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

[11] R. Chowdhury, M. Mahdy, T.N. Alam, G.D. Al Quaderi, M.A. Rahman, 
Predicting the stock price of frontier markets using machine learning and 
modified Black–Scholes Option pricing model, Physica A: Statistical 
Mechanics its Applications, 555 (2020) 124444. 

[12] H. Maqsood, I. Mehmood, M. Maqsood, M. Yasir, S. Afzal, F. Aadil, 
M.M. Selim, K. Muhammad, A local and global event sentiment based 
efficient stock exchange forecasting using deep learning, International 
Journal of Information Management, 50 (2020) 432-451. 

[13] C.-L. Huang, C.-Y. Tsai, A hybrid SOFM-SVR with a filter-based 
feature selection for stock market forecasting, J Expert Systems with 
applications 36 (2009) 1529-1539. 

[14] B.M. Henrique, V.A. Sobreiro, H. Kimura, Stock price prediction using 
support vector regression on daily and up to the minute prices, The 
Journal of finance data science 4(2018) 183-201. 

[15] L. Guo, W. Fang, Q. Zhao, X. Wang, The hybrid PROPHET-SVR 
approach for forecasting product time series demand with seasonality, J 
Computers Industrial Engineering 161 (2021) 107598. 

[16] M. Vijh, D. Chandola, V.A. Tikkiwal, A. Kumar, Stock closing price 
prediction using machine learning techniques, Procedia Computer 
Science 167 (2020) 599-606. 

[17] P. Werawithayaset, S. Tritilanunt, Stock Closing Price Prediction Using 
Machine Learning, 2019 17th International Conference on ICT and 
Knowledge Engineering (ICT&KE), IEEE, 2019, pp. 1-8. 

[18] R. Philip, Estimating permanent price impact via machine learning, 
Journal of Econometrics, 215 (2020) 414-449. 

[19] A. Yadav, C. Jha, A. Sharan, Optimizing LSTM for time series 
prediction in Indian stock market, Procedia Computer Science, 167 
(2020) 2091-2100. 

[20] Y. Zhang, G. Chu, D. Shen, The Role of Investor Attention in Predicting 
Stock Prices: The Long Short-term Memory Networks Perspective, 
Finance Research Letters, DOI (2020) 101484. 

[21] A. Moghar, M. Hamiche, Stock Market Prediction Using LSTM 
Recurrent Neural Network, Procedia Computer Science, 170 (2020) 
1168-1173. 

[22] P. Wang, Pricing currency options with support vector regression and 
stochastic volatility model with jumps, Expert Systems with 
Applications 38 (2011) 1-7. 

[23] W. Chen, H. Xu, L. Jia, Y. Gao, Machine learning model for Bitcoin 
exchange rate prediction using economic and technology determinants, 
International Journal of Forecasting, DOI (2020). 

[24] R. Dash, An improved shuffled frog leaping algorithm based 
evolutionary framework for currency exchange rate prediction, Physica 
A: Statistical Mechanics and its Applications, 486 (2017) 782-796. 

[25] Z. McGurk, US real estate inflation prediction: Exchange rates and net 
foreign assets, The Quarterly Review of Economics and Finance, 75 
(2020) 53-66. 

[26] T. Lumley, Survey analysis in R, the ‘survey’package). Guía de usuario 
disponible en: http://faculty. washington. edu/tlumley/survey, DOI 
(2010). 

[27] J. Aizenman, A. Powell, Volatility and financial intermediation, Journal 
of International Money and Finance, 22 (2003) 657-679. 

[28] P. Aghion, S.N. Durlauf, Handbook of economic growth, Elsevier2005. 
[29] M. Busse, C. Hefeker, Political risk, institutions and foreign direct 

investment, European journal of political economy, 23 (2007) 397-415. 
[30] V. Vapnik, S.E. Golowich, A.J. Smola, Support vector method for 

function approximation, regression estimation and signal processing, 
Advances in neural information processing systems, 1997, pp. 281-287. 

[31] T. Wuest, D. Weimer, C. Irgens, K.-D. Thoben, Machine learning in 
manufacturing: advantages, challenges, and applications, Production & 
Manufacturing Research, 4 (2016) 23-45. 

[32] C. Cortes, V. Vapnik, Support-vector networks, Machine learning, 20 
(1995) 273-297. 

[33] W. Fenghua, X. Jihong, H. Zhifang, G. Xu, Stock price prediction based 
on SSA and SVM, Procedia Computer Science, 31 (2014) 625-631. 

[34] D. Wang, Y. Zhao, Using News to Predict Investor Sentiment: Based on 
SVM Model, Procedia Computer Science, 174 (2020) 191-199. 

[35] P. Anand, R. Rastogi, S. Chandra, A class of new Support Vector 
Regression models, Applied Soft Computing, DOI (2020) 106446. 

[36] W. Alsuraihi, E. Al-hazmi, K. Bawazeer, H. Alghamdi, Machine 
Learning Algorithms for Diamond Price Prediction, Proceedings of the 
2020 2nd International Conference on Image, Video and Signal 
Processing, 2020, pp. 150-154. 

[37] V. Vapnik, S.E. Golowich, A. Smola, Support vector method for 
function approximation, regression estimation, and signal processing, 
Advances in neural information processing systems, DOI (1997) 281-
287. 

[38] S. Pan, S. Zhou, Evaluation Research of Credit Risk on P2P Lending 
based on Random Forest and Visual Graph Model, Journal of Visual 
Communication and Image Representation, DOI (2019) 102680. 

[39] L. Breiman, Random forests, Machine learning, 45 (2001) 5-32. 
[40] V. Zavgorodniy, P. Lukyanov, S. Nazarov, 2nd International Conference 

on Information Technology and Quantitative Management, ITQM, DOI 
(2014). 

[41] C. Ciner, Do industry returns predict the stock market? A reprise using 
the random forest, The Quarterly Review of Economics and Finance, 72 
(2019) 152-158. 

 

246 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Optimize and Secure Routing Protocol for Multi-hop 
Wireless Network 

Salwa Othmen1, Wahida Mansouri2, Somia Asklany3, Wided Ben Daoud4 
Computers and Information Technology Department, College of Science and Arts1, 2, 3 

Turaif, Northern Border University, Kingdom of Saudi Arabia1, 2, 3 
NTS’Com Research Unit, ENET’COM, University of Sfax, Sfax, Tunisia4 

 
 

Abstract—Multi-hop Wireless Network (MWN) requires the 
existing of wireless nodes that communicate via a wireless 
channel. Thus, selecting optimal paths between the communicant 
nodes is a major challenge. Many researchers are focusing on 
this topic and proposed some routing protocols that help the 
nodes to learn multi-hop paths. Multi-hop wireless network is 
used for several types of applications, like military, medical care 
and national security. These applications are important and 
critical, so they require a certain level of performance and 
security during data communication. Securing the transmission 
of data in a multi-hop network is a challenge since the devices 
have limited resources like memory and battery. In this paper, 
we propose an optimal and secure routing protocol. The main 
goal of this proposal is to improve the performance and the 
security of such network by selecting a secure route between the 
source and its target destination. To secure data transmission 
phase, we propose to create a key shared between the source and 
the destination. Since the devices have limited energy, we propose 
to take into consideration the energy of the intermediate nodes of 
the selected route. Extensive simulations are performed using the 
Network Simulator (NS2) to validate the proposed protocol. This 
proposal is compared with the secured Ad-Hoc On-demand 
Distance Vector (SAODV) in terms of end-to-end delay, overhead 
and number of compromised devices. 

Keywords—Mutli-hop wireless network; routing protocol; 
Diffie-Hellman; Weil Pairing; NS2 

I. INTRODUCTION 
Multi-hop Wireless Networks (MWNs) like Ad Hoc 

networks, sensor networks and Internet of things (IoT) 
compose of wireless and discrete devices that communicate 
with each other directly without needing any fixed 
infrastructure [1]. Thus, the main function of such network is to 
route the information from the source to the destination from a 
node to another. This is performed by exchanging route 
information across different devices of the network. Many 
researchers are interested in this important topic and try to 
propose routing protocols which allow the devices to learn 
some multi-hop route between them. The routing protocols are 
classified into three categories: reactive, proactive and hybrid 
protocols. 

In the proactive protocol, each node maintains a routing 
table that contains information about existing routes. When a 
node tries to transmit data, it uses a route already exist in this 
routing table. Many proactive routing protocols are proposed 
like Optimized Link State routing protocol (OLSR) [2], 
Destination Sequence Distance Vector (DSDV) [3] and 

Wireless Routing Protocol (WRP) [4], etc. However, in the 
reactive protocol, only one active route is required to reduce 
the overhead in the network like Dynamic Source Routing 
(DSR) [5], Temporarily Ordered Routing Protocol (TORA) 
and Ad-Hoc On Demand Distance Vector (AODV) [6]. The 
hybrid protocol is a combination of the reactive and the 
proactive protocols. 

Many challenges may affect the use of multi-hop wireless 
networks to support many applications due to their specific 
characteristics like the unstable topology, energy efficiency and 
mobility, etc. Therefore, it is important to take into account 
these challenges when designing and improving the functions 
of MWN such as the multi-hop routing protocols. 

Another important issue must be taken into consideration 
when designing a routing protocol for MWN, is the security 
due to the participation of the nodes in the routing process. 
Indeed, an attacker can participate in the route discovery phase 
to become a member of the selected route and it can later 
perform different types of attacks like dropping, forging or 
injecting data packet. However, introducing security in multi-
hop routing protocols needs extra resource consumption and 
extra storage due to the underlying computation cost required. 
This is not desirable in MWN as the limited resources of the 
nodes. Thus, when securing the routing in MWN, an efficient 
use of resources should be considered, in particular the energy 
resource. 

However, many proposed protocols handle the resource 
efficiency and the security separately. 

The security of routing protocols is mandatory to provide 
the protection of the exchanged data from the source node to 
the destination node. Most of the proposed protocols ensure the 
security from sharing secret keys between each two neighbor 
nodes. Thus, the number of the shared keys increases with the 
increase of the nodes in the network. This is lead to high 
resource consumption, which is not efficient, especially for 
some critical networks like the sensor networks due to the 
limited resources of the sensor nodes. 

In this paper, we propose a new multi-hop routing protocol 
for MWN. This proposal selects secure and optimal path that 
ensures security in terms of authentication, confidentiality and 
integrity. For achieving the anonymity, we propose to use a 
temporary identity for each node in the communication 
process. The battery life of the selected nodes is taken into 
account in the proposal to achieve the performance of such 
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network. Indeed, during the route discovery process, only the 
nodes with high energy can be selected. When a destination 
receives several request packets, it selects the shortest and the 
longest lifetime route based on a proposed cost function. 

The current paper is organized as follows: Section 2 offers 
an overview on some related works. Section 3 provides a 
detailed description of the proposed routing protocol. The last 
section makes the conclusion of the work and suggests the 
future research. 

II. RELATED WORK 
Many routing protocols are proposed in the literature to 

optimize the performance of the MWNs. Indeed, in [7], a 
multi-hop routing protocol using cellular virtual grid in internet 
of thing environment is proposed. The goal of this proposal is 
to prolong the network lifetime through the balancing of 
energy consumption. The cost of the path between the source 
and the destination nodes is computed based on the residual 
energy and the distance. In [8], O. Salwa et al. proposed a 
fuzzy logic based on-demand routing protocol for multi-hop 
cellular networks. To optimize the performance of the network, 
the authors combine threes metrics which are Signal to 
Interference and Noise Ratio (SINR), residual energy and gain 
time, based on the fuzzy logic system. In [9], a low-overhead 
multi-hop routing protocol for device to device communication 
in 5G is proposed. The proposal is based on the DSR protocol 
to select an optimal route for 5G in a short time. The overhead 
is reduced through the minimizing of the exchanged control 
messages, so the time and the energy are saved during the route 
discovery process. These three protocols [7-9] improve the 
networks performance in terms of energy consumption and 
lifetime. 

However, the main drawback of these proposals is that they 
do not take into account the security requirements. 

Other works are proposed to secure and optimize the 
routing protocol for multi-hop networks. Indeed, in [10] H. 
Kojima et al. proposed to secure DSR protocol using sequential 
aggregate signature in order to sign the routing information. In 
this proposal, the communication between devices requires a 
centralized key generation center to distribute the keys in the 
network. Thus, any new device cannot join the network 
without authentication to this center. In [11], G. Singh et al. 
proposed a routing protocol called Expiration Time based 
Routing Protocol (LETSRP) which based on a one-time 
signature scheme to authenticate the exchanged data in the 
network. Before sending any packet, each node computes the 
time expiration of its links using a greedy algorithm. The 
number of the sent packets depends on the available 
bandwidth. In [12], a secured and optimized routing protocol 
for MANET is proposed by A. Bhusari et al. This work was 
designed to optimize the performance of the routing protocol 
by minimizing the overhead and the delay. To secure this 
proposed protocol, a new metric based on cross layer design is 
provided to defend several attacks. To secure the request phase, 
the source node signs the RREQ with the group signature 
based on its private key. The destination node decrypts the 
received packet using the public group signature key. 

However, the disclosure of the generated signature may 
cause the disclosure of the entire network. This is because the 
nodes use the same key during the communication process. 

In [13], A. Vinitha et al. proposed a secure multi-hop 
routing protocol for wireless sensor networks. To secure the 
proposed protocol, the authors employed a trust model using 
several trust factors like indirect trust, direct trust, forward rate 
factors and integrating factor. To ensure the optimization of the 
proposal, the trust factors are integrated with other parameters 
such as delay, distance, energy, intra-cluster distance and inter-
cluster distance. Before selecting the optimal route, the 
network is devised into a several cluster. The cluster heads are 
selected based on the Low Energy Adaptive Clustering 
Hierarchy (LEACH) protocol. 

In [14], K. Hamouid et al. proposed a secure tree-based 
routing protocol for wireless sensor networks. The authors use 
ID-Based authentication key-agreement protocol to secure the 
data routing between the nodes in the network. The 
confidentiality and the authenticity are provided in the 
proposed protocol with low cost. Indeed, each node in the 
network is preloaded with a private key used to generate shared 
keys with its neighbor nodes. Moreover, to reduce the 
communication overheads a single message is transmitted by 
each node for both key –establishment and routing-tree 
construction. However, in this protocol, each node must 
perform complex operations to generate security keys. This 
may increase the energy consumption by the nodes. 

In [15], Zapata et al. proposed a secure routing protocol 
called Secure Ad Hoc On-Demand Distance Vector (SAODV) 
which is an extension of the AODV protocol to guarantee its 
security in terms of authentication, integrity and non-
repudiation. To achieve the authentication, the source and the 
destination nodes add their signatures based on their private 
keys. The intermediate nodes only check the validity of this 
generated signature without any authentication performed 
between each other. However, to achieve the integrity of the 
hop-count field, a hash chain is used. The function used to 
compute the hash value is added to the hash function field. The 
SAODV protocol uses several mechanisms to secure the route 
request phase, but it remains vulnerable to many types of 
attacks. This fact is due to the lack of the authentication 
between neighbor nodes. Indeed, an adversary can participate 
in the selected path without modifying the hop-count field by 
using the same hash value. Thus, the legitimate nodes cannot 
detect this attack. In [16], M. Surajuddin et al. proposed a 
routing protocol that takes into account multiple factors such as 
packet loss reduction, congestion, malicious node detection and 
security of data transmission. Indeed, the source broadcasts a 
RREQ packet, which contains a fake destination address and 
sequence number. Only an attacker will respond with a RREP 
packet. In this case, the source maintains the address of this 
attacker in a black list and propagates this information to the 
other nodes in the network. Moreover, each node has a trust 
value calculated based on the opinion of its neighbors. Through 
this trust value, the nodes can identify the malicious nodes 
which have a trust value less than a threshold. However, this 
proposed protocol is not secured against several types of 
attacks like the impersonation attack and Sybil attack. 

248 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

To overcome some limitations of the existing works like 
the lack of authentication between the neighbor nodes and the 
complex operations to compute a shared key, etc., we propose 
a new protocol described in the following section. 

III. PROPOSED PROTOCOL 

A. Weil Pairing 
In the proposed protocol, we are based on Weil Pairing tool 

for key generation. Indeed, the Weil Pairing [17] is an 
important method used in elliptic curve systems, key 
generation and identity-based encryption. 

Let two groups G1 and G2 of order q, note that G1 is an 
additive cyclic group over an elliptic curve and G2 is a 
multiplicative cyclic group. P is a generator of G1. The 
admissible bilinear map: 

ê: G1 ×G1⟶G2 has the following properties: 

• Bilinear: for all P, Q ∈ G1 and for a, b ∈ Z, ê(aP, bQ) = 
ê(P, Q)ab. 

• Non-degenerate: if P, Q ∈ G1 such that ê (P,Q) ≠ 1. 

• Computable: for all P, Q ∈ G1, ê (P,Q) can be 
computed efficiently. 

B. Network Model 
In the proposal, we consider a MWN which consists of 

multiple devices distributed randomly in a geographical area 
and a trusted party (TP). Each device has a unique identity in 
the network (ID). We assume that these devices are not secured 
and so they can be compromised, but we suppose that TP is 
secure and trustworthy. Thus, we suppose that the TP is 
responsible for the generation and the record of the system 
parameters in a secure way. 

These parameters are as follows: 

• p is a large prime number, 

• G1 and G2 are two cyclic groups. 

• g is a generator in Z*
p, 

• P is a generator of G1, 

• H: is a hash function, {0, 1}* →G1, 

The TP generates a private key called s ∈ Z*
q , and a master 

key Ppub = sP. Then, it bootstraps the devices with initial secret 
parameters in offline before network deployment. Indeed, it 
assigns a private key for each device; Si = sQi , where Qi = 
H(IDi|| t), t is the timestamp initiated by the TP in order to 
prevent the network against replay attack. Before the route 
discovery process, each device Di must compute and share a 
secret key with the devices located at n hops. For that reason, it 
generates a random value called Ri and sends to the neighbor 
devices the following value: Pi = RiP used to compute the 
shared key. This value is based on Pairing Discrete Logarithm 
Problem (PDLP) which is a complex problem because finding 
the integer Ri is hard. 

C. Description of the Proposed Algorithm 
The proposed routing protocol is divided into three phases: 

route request, route reply and data transmission phases. This 
protocol is proposed for MWN which is a hostile environment 
where it can be intercepted by different types of attacks. Thus, 
a high level of security must be achieved to secure each phase 
among the phases listed below. In addition to security 
challenge, the MWN face other major challenges like energy 
constraint of devices. Indeed, energy is a critical resource in 
MWN as its lifetime depends on battery depletion of mobile 
devices. More energy consumed in the routing process leads to 
reduce the network lifetime. For that reason, in the proposed 
routing protocol, we ensure an efficient use of the limited 
resources, in particular the energy consumption. 

1) Route request phase: When a source device (S) intends 
to communicate to a destination device (D) and it does not 
have a valid route, it initiates the route request phase by 
broadcasting a route request (RREQ) packet to all its 
neighbors. It is based on Location based-Multiple metric 
(LoMM) to reduce the number of the devices that can receive 
the RREQ packet. This is to exclude the devices that are 
further away from D to participate in routing data. By this way, 
the end-to-end delay and the signaling load are reduced. 
Moreover, this metric reduce the complexity of the 
computational operations as all devices are participating in 
computing a group key and so reducing the energy 
consumption in the network. 

To secure the request phase, each two neighbor devices 
share a secret key. During this step, the two devices perform a 
mutual authentication between each other at the same time. To 
reduce the computational complexity, the neighbors perform 
just a single evaluation of the Weil Pairing as compared with 
other schemes like Smart-Chen-Kudla scheme. 

The generation of the shared key Kij between each two 
neighbor devices Di and Dj is performed as follows: 

Di computes Kij using the following equation (1): 

𝐾𝑖𝑗 =  �̂��𝑆𝑖;  𝑅𝑗𝑄𝑗 + 𝑅𝑖𝑄𝑗� 

  =  �̂��𝑠𝑄𝑖;  𝑅𝑗𝑄𝑗 + 𝑅𝑖𝑄𝑗� 

=  �̂�(Qi; Qj)𝑠(𝑅𝑖+𝑅𝑗) 

In the other side Dj computes also Kji as the following 
function: 

𝐾𝑗𝑖 =  �̂��𝑅𝑖𝑄𝑖 + 𝑅𝑗𝑄𝑗;  𝑅𝑗� 

  =  �̂��𝑅𝑖𝑄𝑖 + 𝑅𝑗𝑄𝑗;  𝑠𝑄𝑗� 

=  �̂�(Qi; Qj)𝑠(𝑅𝑖+𝑅𝑗) 

= 𝐾𝑖𝑗    

Where, Ri and Rj are random values generated by Di and 
Dj respectively, and exchanged based on Pairing Discrete 
Logarithm Problem as mentioned above. 
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The source initiates the route request phase by broadcasting 
a RREQ packet to all its neighbors. The format of the RREQ is 
as follows: 

RREQ:{IDS, E(Ksj,IDD||seqNb||TTL||Hop-
count||KPK_S(gRsmodp) || ME) ||MACKsj(IDS, IDD , seqNb, 
TTL, Hop-count, KPK_S (gRsmod p), ME)} 

Where, 

• Ksi is the shared key between S and each of its 
neighbor Dj. It is calculated as the function (1) in order 
to encrypt the RREQ packet between each other and so 
to provide the confidentiality of this packet. 

• IDS is the source address, 

• IDD is the destination address, 

• seqNb is the sequence number which prevents the 
RREQ packet against replay attack, 

• TTL: is the Time To Live which limits the propagation 
area of the RREQ packet, 

• Hop_count: is a value incremented by each 
intermediate node to count the number of hops in the 
discovered route, 

• gRsmod p: is a value used to compute a shared key 
between S and D, where RS is a random number 
generated by S. For more security, this value is 
encrypted by the private key of the source. Finding RS 
is hard as it is difficult to resolve the Diffie-Hellman 
problem in prime order. 

• ME: is the minimum remaining energy which 
represents the lifetime of the discovered route. 

• MACKsj: is a function used to check the integrity of the 
RREQ packet. 

When an intermediate device Di receives a RREQ packet 
from a neighbor Dj, it performs the following steps: 

• Decrypts the received packet using the shared key Kij 
with the sender device, which is calculated as the 
function (1). If this decryption is performed 
successfully, so that a mutual authentication is 
provided between them because only these two devices 
can calculate this shared key. 

• Computes the MAC function to verify the integrity of 
the received packet. If there is no problem with the 
integrity, Di passes to the next step, otherwise, it 
discards the received packet. 

• Checks if it is the target destination by comparing its 
own address and IDD. If it is the target destination, it 
sends back a response to the source via the reverse 
route if not, it performs the next steps, 

• Checks if TTL is zero, it discards the received packet, 
if not it decrements this field and increments 
hop_count field, 

• Computes its residual energy and compares it with the 
ME field, then it reassigns the ME field with the 
minimum value among them. 

• Maintains the address of the sender in its routing table, 
and adds its address in the RREQ packet. 

• Computes the MAC function using the key shared with 
each neighbor, 

• Sends the RREQ packet to the neighbors after 
encrypting it by the secret key shared with each of 
these neighbors. 

The RREQ packet is sent until it reaches the destination 
in a secure way. 

D. Route Reply Phase 
When the destination receives a RREQ packet, it waits for a 

definite time to receive other RREQ packets. Then it performs 
the following steps: 

• It decrypts the received packets and checks their 
integrity. Then, it calculates the cost (C) of each 
discovered path as the following equation: 

𝐶 =
𝑀𝐸

ℎ𝑜𝑝_𝑐𝑜𝑢𝑛𝑡
 

• It selects the path with the largest cost C. By this way, 
it chooses the path that has the greatest remaining 
energy and the smallest number of intermediate nodes 
(shortest path). 

• Computes the shared key with the source based on 
Diffie_Hellman problem as the following equation: 

𝐾𝐷𝑆 =  𝑔𝑅𝑆∗𝑅𝐷𝑚𝑜𝑑𝑝 

Where, RD is a random value generated by the destination. 
RD is sent to the source using Diffie_Hellman problem 
𝑔𝑅𝐷𝑚𝑜𝑑𝑝  to recalculate the shared key with the source as 
follows: 

𝐾𝑆𝐷 =  𝑔𝑅𝐷∗𝑅𝑆𝑚𝑜𝑑𝑝 

Thus, the same key is obtained by the source and the 
destination: 

𝐾𝑆𝐷 =  𝐾𝐷𝑆  

• Generates the RREP packet: 

RREP: {IDD, E(KDj, IDS|| IDD ||KPK_D(𝑔𝑅𝐷𝑚𝑜𝑑𝑝R) || 
𝑀𝐴𝐶𝐾𝐷𝑗(IDS, IDD , KPK_D (𝑔𝑅𝐷𝑚𝑜𝑑𝑝R))} 

The RREP is encrypted by KDj which is the shared key 
between the destination and the intermediate device j of the 
selected route. KDj ensure also a mutual authentication between 
the two communicants. 

𝑀𝐴𝐶𝐾𝐷𝑗 is used to check the integrity of the packet. 

𝑔𝑅𝐷𝑚𝑜𝑑𝑝R is encrypted by the private key of the destination 
for more security. 
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The RREP is sent through the reverse route until it reaches 
the source device. 

When the source receives the RREP packet, it re-computes 
the shared key with the destination and triggers the 
transmission data phase secured by the shared key between the 
source and the destination. 

IV. SECURITY ANALYSIS 
In the following section, we analyze the security of the 

proposal against several threats by showing that it achieves the 
security constraints: 

A. Confidentiality 
The messages exchanged in the request and reply phases of 

the proposed protocol are encrypted with the keys shared 
between the neighbor devices. To compromise these keys, the 
attackers need to know the secret parameters used to calculate 
each key, and so they have to resolve the PDLP which is a hard 
problem. 

Furthermore, the data transmission phase is secured based 
on the shared key between the source and the destination. To 
compromise this key, the attacker needs to resolve the Diffie-
Hellman problem. 

Thus, the proposed protocol ensures the confidentiality of 
the exchanged messages. 

B. Authentication 
In the proposed protocol, each two neighbors have to share 

a secret key based on Weil Pairing scheme. This method 
provides an implicit mutual authentication between the 
communicants using some secret parameters. Indeed, every 
device computes and shares a secret key with its neighbor; only 
a legitimate device can compute this key as it is based on the 
private key of the TP. Moreover, the source and destination 
authenticates each other through the shared key between them, 
which is calculated based on Diffie-Hellman problem. 

Thus, the proposed protocol achieves the authentication. 

C. Integrity 
In the proposal, to check the integrity of each transmitted 

message, the sender adds the MAC function to this message. 
To forge the integrity of such packet, an attacker must decrypt 
it and re-compute the MAC function of the modified packet. 
However, this is not possible as the attacker does not learn the 
secret key used to encrypt the received packet. 

D. Sybil Attack 
Sybil attack occurs when an attacker use unauthorized 

identities to perform neighbor relationships with other 
legitimates devices. In the proposal, when an attacker sends 
messages to a legitimate device using a forged identity, it fails 
in performing a mutual authentication as it has not a valid key 
issued by the TP. Thus, to perform a Sybil attack, the attacker 
must generate its own private key, which is impossible because 
it is hard to solve PDLP problem and hold the private key of 
the trust party. For that reason, the proposal is secured against 
Sybil attack. 

E. Replay Attack 
The attacker tries to falsify the destination by retransmitting 

many authorized packets. The proposed protocol is secured 
against this type of attack for many reasons. First, because the 
source generates a sequence number for each new request 
packet. Second, the private key of each device is computed 
based on a timestamp initiated by the source. Moreover, the 
shared keys are based on a random number generated by 
legitimates devices in each session without any links with the 
values generated in the previous session. Thus, the proposed 
protocol is secured against replay attack. 

F. Impersonation Attack 
In this type of attack, the attacker uses a legitimate identity 

to perform a neighbor relationship or to participate in the 
selected route as an intermediate device. In this proposal, to 
impersonate a device, the attacker must compute a shared key 
with this device. However, it cannot obtain the same key 
computed by the legitimate device as it does not hold a private 
key assigned by the TP. Then, it is not feasible to resolve the 
PDLP and discover the private key of TP. Thus, it is not 
possible to impersonate a legitimate device. 

V. SIMULATION RESULT 
To evaluate the performance of the proposed routing 

protocol, we conduct extensive simulations using the network 
simulator (NS-2). We add to this simulator the security library 
Crypto++ as it supports many tools of security mechanism. The 
network is composed of 60 devices that move by Two Ray 
Ground model in 1000m*1000m area. 

The parameters of the simulation are summarized as the 
following Table I. 

The compromise of the legitimate devices is a major 
challenge which is hard to defend. If a device is compromised, 
the attacker can participate in the selected route and access to 
the exchanged messages and security parameters. Thus, all the 
devices can be affected. To evaluate the robustness of the 
proposed protocol against the malicious nodes, we introduce 
several attackers that held black hole attack. They pretend to be 
the target destination by sending RREP packets while it 
receives a RREQ packet, or they try to become members of the 
selected route. 

TABLE I. SIMULATION PARAMETERS 

Parameters Value 

Routing protocols Proposed protocol, SAODV 

Simulation time 200 seconds 

Simulation area 1000*1000 

Traffic type Constant Bit Rate (CBR) 

Packet size 512 bytes 

Queue length 250 packets 

MAC protocol MAC/802.11 

Mobility model Two Ray ground 

Initial energy 150J 

Transmission energy 0.5 W 
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The proposed protocol is compared with the SAODV 
protocol, then, we measure three metrics as follows: 

1) End-to-end delay: is the average delay between the time 
of packet generation and the time of its reception by the 
receiver. 

2) Overhead: is the average of the amount received 
messages by each device during the route establishment phase. 

3) Number of compromised devices: is the total number of 
devices compromised by the attackers during simulation time. 

Fig. 1 represents the results of the end-to-end delay as a 
function of the number of attackers. As we can see, the 
proposed protocol has less value of end-to-end delay than 
SAODV protocol. This is due to the fact that, the proposal 
selects the shortest secured path. Moreover, in the proposal, the 
risk that an attacker compromises a device and participates in 
the selected route is less than SAODV protocol. Indeed, if an 
attacker becomes a member of the selected route, it maintains 
the received packets more time to handle its content and 
extracts the needed information from these packets. Therefore, 
the delay required for a packet to reach the destination is 
increased. 

Fig. 2 presents the results of the overhead versus the 
number of attackers. As we can see, in the proposed protocol 
the message load is reduced compared with the SAODV 
protocol when the number of attackers increases. This is 
because; in the proposal when a device receives a packet from 
an attacker it drops this packet, but with SAODV the devices 
resent every received packet. Indeed, in our proposal, the 
neighbor devices authenticate each other by checking the 
shared key used to encrypt the received packet. However, in 
SAODV no mutual authentication is achieved. 

 
Fig. 1. End-to-end Delay Versus Numbers of Attackers. 

 
Fig. 2. Overhead Versus Number of Attackers. 

 
Fig. 3. Number of Compromised Devices Versus Number of Attackers. 

Fig. 3 shows the results of the number of compromised 
devices as a function of the number of attackers. As we can 
see, the number of compromised devices in our proposed 
protocol is very less than SAODV protocol. This is because in 
our proposal when a device is compromised, only its private 
key is also compromised. The other devices are not affected, as 
the attacker cannot perform a mutual authentication with them 
because it cannot compute shared keys with these legitimate 
devices. However, in SAODV protocol from a compromised 
device, an attacker can compromise also its neighbor devices 
as the mutual authentication is achieved only between the 
source and the destination. 

VI. CONCLUSION AND FUTURE WORK 
The special characteristics of the MWNs have a major 

impact on the security of routing data between the 
communicants. Indeed, secure a routing protocol in this type of 
network is exposed to many challenges like the limited battery 
of the devices and their small memories. Moreover, the routing 
is performed hop by hop through ordinaries nodes, so an 
attacker can easily compromise some nodes and participate in 
the selected route. In this context, we have proposed a secure 
and optimal routing protocol for MWN. This proposal takes 
into consideration the battery life of the intermediate devices 
that participate in the selected route. Moreover, security 
requirements like the confidentiality and authenticity are 
achieved during the routing process based on a proposed key-
agreement method. Integrity is also achieved through the 
verification of the MAC function. To secure the request phase, 
we assumed that the neighbor devices compute shared keys 
between each other based on Weil Pairing scheme. To secure 
the data transmission phase, the source and the destination 
share a secret key where the parameters exchanged during the 
request phase. In this proposed protocol, we tried to fit 
inexpensive cryptography mechanisms in each phase to make it 
robust against many types of attacks. 

As a future work, we plan to integrate an intrusion 
detection system to detect the malicious nodes and so to 
improve more the security in MWNs. 
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Abstract—Weather prediction is the key requirement to save 
many lives from environmental disasters like landslides, 
earthquake, flood, forest fire, tsunami etc. Disaster monitoring 
and issuing forewarning to people, living in disaster-prone places, 
can help protect lives. In this paper, the Multiple Linear 
Regression (MLR) model is proposed for humidity prediction. 
After exploratory data analysis and outlier treatment, Multiple 
Linear Regression technique was applied to predict humidity. 
Intel lab dataset, collected by deploying 54 sensors, to form a 
wireless sensor network, an advanced networking technology 
that existed in the frontier of computer networks, is used for 
solution build. Inputs to the model are various meteorological 
variables, for predicting weather precisely. The model is 
evaluated using metrics - Mean Absolute Error (MAE), Root 
Mean Square Error (RMSE) and Mean Absolute Percentage 
Error (MAPE). From experimentation, the applied method 
generated results with a minimum error of 11%, hence the model 
is statistically significant and predictions more reliable than 
other methods. 

Keywords—Data mining; wireless sensor network; multiple 
linear regression; outliers treatment; r-square; adjusted r-square 

I. INTRODUCTION 
Earlier information processing was done using general 

purpose devices like Mainframes, laptops, palmtops etc. In 
many applications these computational devices are used to 
process human centered information. But in some applications, 
controlling and monitoring action is required by focusing on 
physical environment. For example, in a chemical factory, 
processes can be controlled for exact temperature. Here 
controlling operation is embedded with computation without 
human intervention. Due to the technological advancement, 
another important aspect needed along with computation and 
control is communication. This processed information needs to 
be transferred to the place where it is necessary, a user or an 
actuator. Wired communication is expensive compared to 
wireless communication; even wires restrict devices from 
moving and prevent sensors and actuators being close to the 
event under observation. Hence, an implementation of a new 
network called wireless sensor network appeared. Sensor 
networks are built with a number of sensors, having sensing, 
processing and communicating capabilities, used in real time 
data analysis and monitoring applications like habitat 
monitoring, healthcare applications, environmental monitoring 
and tracking of objects to mention a few. Nodes are not costly 
but have memory, processing and energy limitations. An 
example sensor network is as shown in Fig. 1. 

Recently Sensor Networks (WSN) have transformed 
largely due to the advancement in wireless communications, 
Micro Electro Mechanical Systems (MEMS), distributed 
processing and embedded systems. These networks are widely 
used in various areas such as agriculture monitoring, 
monitoring of habitat and surveillance [1]. The most crucial 
system of real time monitoring and controlling is environment. 
Nodes in WSN are small in size and consist of microcontroller, 
transceiver and memory, capable of short range 
communication. These battery operated nodes measure 
temperature, humidity, light and voltage of natural event from 
the place of deployment and send to the sink node. Sink nodes 
with enough processing capability compared to end nodes 
perform required pre-processing on the received raw data of 
sensors and forward to the base station. Base stations with 
embedded controlling and monitoring functionalities further 
process the data collected from sink node for knowledge 
extraction and decision making to ultimate user. 

Weather forecasting is a major challenge in the 
meteorology department due to recurrent climatic changes [2]. 
There are very few solutions in generating weather reports with 
several limitations [3]. Many outdoor activities are affected due 
to wind chill, rainfall and snow, the results of frequent changes 
in weather [4]. Inaccurate weather reports will put someone 
into a dangerous state [2] if the climatic conditions are not safe. 
There are many existing data mining techniques for processing 
and evaluating huge amount of weather dataset. To predict 
weather, data mining process has three stages–data pre-
processing, Model training and then prediction. 

 
Fig. 1. An Example Wireless Sensor Network. 
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II. RELATED WORK 
An important section of research work is literature survey, 

facilitating researcher to gain knowledge in the relevant field 
and identifying challenges. This section presents the identified 
best works of considered domain. 

N. Krishnaveni and A. Padma [5] introduced a decision tree 
based algorithm called SPRINT, which builds and constructs a 
decision tree with relevant data. Here an enhancement in 
observation is made using an open source historical dataset 
collected from weka tool (https://storm.cis.fordham.edu/ 
~gweiss/datamining/datasets.html), a tool which permits direct 
mining of SQL databases. Using weka on the weather 
parameters of considered dataset, like temperature, outlook, 
and humidity and windy, weather is predicted as sunny, rainy 
or overcast. Results proved that SPRINT is more efficient and 
precise compared to the existing Navie Bayes algorithm 
proving the performance of the work. 

Munmun et al. [2] proposed an integrated method for 
predicting weather in order to analyze and measure 
environmental data. Classification is done using Naive Bayes 
and Chi-square algorithms. A web application states weather 
information taking inputs as temperature, current outlook, wind 
and humidity condition. Accordingly implemented system is 
capable of predicting weather. 

Taksande et al. [6] presented forecasting of weather by 
Frequent Pattern Growth Algorithm. Predicting rainfall is the 
major goal of implementation. Dataset was collected by 
Nagpur station from Jan 2010–Jan 2014 and computed using 
Frequent Pattern Growth Algorithm. Defined variables used for 
predicting rain are temperature, humidity and wind speed. The 
implemented model worked on these parameters and provided 
90% of attainment. Wang et al. [7] implemented data mining 
method using cloud computing in order to predict weather. 
Decision tree and Artificial Neural Network Algorithms are 
applied on meteorological data gathered at appropriate time 
and place. This method worked effectively on averaged 
weather parameters and resulted in better classification. 

Sushmitha Kothapalli et al. [3] presented Auto-Regressive 
Integrated Moving Average (ARIMA) model for analysing and 
forecasting real time data. The dataset contained humidity, 
temperature, wind and rainfall as variables. This gathered data 
was stored as CSV, JSON, and XML formats in the cloud. In 
this work, the author was able to achieve efficient results with 
correlation analysis on values followed by ARIMA model. 

Salman et al [8] developed a deep learning method for 
predicting weather. The idea was to explore internal 
hierarchical pattern of the dataset. For experimenting, BMKG 
(Indonesian Agency for Meteorology, Climatology, and 
Geophysics) data was considered. Recurrence Neural Network 
(RNN), Conditional Restricted Boltzmann Machine (CRBM) 
and Convolutional Network (CN) models were used on the 
dataset. Prediction results of these models helped the 
agriculture and tourism sectors. 

Maqsood et al [9] introduced a group of neural networks to 
predict weather. Here, the groups of artificial neural networks 
(ANNs) were compared considering relative humidity, wind 
speed and temperature as the key parameters. The predictive 

models used for experimenting were radial basis function 
network (RBFN), Elman recurrent neural network (ERNN), 
Hopfeld model (HFM), multi-layered perceptron network 
(MLPN) and regression techniques. Comparative analysis 
showed RBFN model is better while HFM gave lesser 
accuracy. 

Almgren et al [4] utilized Hadoop distributed system for 
climatic prediction. This work showed that, prior prediction 
diminishes event planning disasters. Here data is stored in 
HDFS and then processed by MapReduce programming. 
Outdoor events can then be planned, by obtaining processed 
results about weather, location and time. Oury and Singh et al. 
[10] created Hadoop technique for weather data analysis. 
Climatic conditions were investigated using precipitation, 
snowfall and temperature as evaluation parameters. Utilizing 
Apache PIG and Hadoop map reduction executed dataset. 
Python language was used to present output in visual form. 

Manogaran and Lopez et al. [11] introduced spatial 
cumulative sum algorithm to detect climatic changes. 
MapReduce technique was applied on weather data stored in 
Hadoop Distributed File System (HDFS). Climatic changes 
were detected by applying spatial autocorrelation. Mahmood et 
al. [12] produced a data mining technique for predicting 
weather. This paper presents a data mining technique called 
Naïve Bayes algorithm. 

III. PROPOSED WORK 
The newly-created model considers meteorological data to 

predict values for humidity by technically analysing the data 
and then applying multiple linear regression algorithms. In the 
previous work of data cleansing and pre-processing step, it was 
found that variables - humidity, light and voltage had a few 
missing values, but since the percentage of missing values is 
very negligible (<2%), can omit them. In the initial phase of 
technical analysis, data pre-processing is carried-out to gain 
insights into underlying source data. Exploratory analysis was 
carried out on pre-processed data to understand underlying 
relationships between dependent and independent variables. In 
the next phase multiple linear regression algorithms is applied 
on the processed data, considering key attributes as voltage, 
light, temperature and humidity. The model is built, trained and 
validated by dividing the data into Train and Test sets. For 
experimenting, there are many ways to partition data. But the 
most approved one is partitioning data into Train/Test sets or 
cross validation. The first set called Train data is used for 
model fitting and the second set called Test data to test trained 
model. This was followed by Model build, and, later test data 
was used to score the Model and obtain predicted value, which 
is then validated. 

The master dataset needs to be divided into training and 
testing data - 70 percent is trained and 30 percent is testing 
data. Previous works presented exploratory analysis on pre-
processed data to understand underlying relationships between 
dependent and independent values. This was followed by 
Model build, and, later testing data was used to score the 
Model and obtain predicted value, which is then validated. In 
the initial phase of data [13] analysis having 0.2 million 
samples, outliers treatment is carried out to handle extreme 
values. 
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The proposed method is shown in Fig. 2. 

 
Fig. 2. Proposed Method Block Diagram. 

A. Outliers Treatment 
A measurement of variability called interquartile range 

(IQR) can be obtained by dividing data into quartiles. 
Depending on division the values are named as first, second, 
and third quartiles; denoted with Q1, Q2, and Q3, respectively. 
In the initial set of data, Q1 is the “middle” value given by 
equation 1. 

Q1 = �𝑛+1
4
�
𝑡ℎ
𝑡𝑒𝑟𝑚      (1) 

Median is Q2. Middle value is Q3 given by equation 2. 

Q3 = �3(𝑛+1)
4

�
𝑡ℎ
𝑡𝑒𝑟𝑚      (2) 

 
Fig. 3. Outliers. 

The outliers in the master data are depicted in Fig. 3. 

IQR = Q3 - Q1               (3) 

Low outliers: Q1 - 1.5IQR              (4) 

High outliers: Q3 + 1.5IQR             (5) 

Outliers in the data-set are replaced by their corresponding 
nearest quantile values. Data values outside the upper-
boundary (high outliers) are replaced with corresponding third 
quantile values, similarly, data values outside lower-boundary 
(low outliers) are replaced with corresponding first quantile 

values. Outlier treatment is carried-out for all key variables. 
Outlier detection is an essential step in data analysis since the 
un-treated outliers can affect the model results and predictions. 
Generally, outliers can be treated, suppressed or amplified. Our 
approach is to treat outliers as detailed above. Fig. 3 shows the 
outlined values for the four attributes which are in black 
colour. 

The next step is weather prediction using multiple linear 
regression technique. 

Multiple linear regression formula is: 

y = β0 + β1X1+ + βnXn +ε              (6) 

In equation 6, relying parameter predicted value is y, 
β0defines y-intersection (y-value with other variables made 0). 
A predicted ‘y’ value change with an increase in independent 
variable is given by β1 X1or the first independent variable (X1) 
with regression coefficient (β1). This step of predicting y is 
repeated for all remaining independent variables to be tested. 
Finally the regression coefficient of the last independent 
variable is βnXn. Error present in the model is denoted by ε. 

Important parameters required for identifying a best-fit line 
to each independent value in multiple linear regressions are: 

• Coefficients resulting least error. 

• t-statistic of the model. Z. 

• The p-value. 

t-statistic and p-value for each regression coefficient in the 
model is calculated and compared to determine statistical 
significance of the variable on outcome plus the magnitude of 
effect on outcome variable(y). 

Regression analysis involves identification of residual data 
characteristics by means of assumption tests before Model 
build. Assumption tests are explained in the following 
subsection followed by model build. Regression analysis is 
essentially a parametric method and hence, validating 
assumptions is important. If underlying assumptions are 
violated Model results will not be accurate and predictions will 
be more prone to errors. 

B. Regression Analysis Assumption Test 
This section depicts assumption tests, which should be 

validated before regression analysis. 

1) Linearity: Ideally, no fitted patterns are shown in the 
residual plot. It means, the red straight line shown in Fig. 4, 
should be approximately horizontal at zero. The model is 
found linear with the existence of a pattern, or a possible non-
linear relationship. Here, there is no definitive pattern, and a 
linear relationship between the independent and dependent 
values seen, hence linear model suits. 

2) Normality of residuals: For normality check, residuals 
can be visualized using QQ plot. As per normality assumption 
the residuals plot should be a straight line. In the given data, 
all the observations follow the defined reference straight line 
as shown in Fig. 5; hence normality assumption can be made. 
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Fig. 4. Linearity. 

 
Fig. 5. QQ Plots. 

3) Homoscedasticity: Fig. 6 shows how residuals are 
evenly spread along the range of predictors. The red line in the 
plot is nearly horizontal with similar dense distribution of 
points on either side. We can assume homogeneity of variance. 

 
Fig. 6. Homoscedasticity. 

4) Durbin-Watson (DW) test: DW test examines whether 
the error terms are autocorrelated. Null hypothesis states that 
no autocorrelation exists. The statistical DW test was 
performed and based on the p-value, we conclude that no 
autocorrelation exists. Statistical DW test yields the test result 
as ~1.9, which means, no autocorrelation exists. Hence, this 
assumption is validated. 

5) VIF for multicollinearity: On examining variable 
inflation factors for predictor variables, it was found that they 
do not exceed 5, hence, no multi-collinearity exists in the data 
set, which means, and the assumption of no multicollinearity 
is validated. 

6) Residual v/s Leverage: The most influential 3 values 
are shown on the plot in Fig. 7; however, they can be 
exceptions, or, outliers. In this case, data does not present any 
high influence points. 

 
Fig. 7. Residuals vs Leverage. 

7) Cook’s distance: This score considers the combined 
values of leverage and residual parameters to determine an 
influential value. Regression analysis results will change with 
the inclusion or exclusion of influential value. An influential 
value has a larger residual. In linear regression analysis all 
outliers (or extreme data points) are not significant. Residuals 
show nearly even spread along the range of predictors. The 
red line in the plot is nearly horizontal with similar dense 
distribution of points on either side. We can assume 
homogeneity of variance. 

 
Fig. 8. Cooks Distance. 

Cook's distance aids in determining the influential value. 
Here the thumb rule is, observations will have larger influence, 
if Cook's distance is more than 4/(n - p - 1) [14]. In the 
expression n represents the count of observations and p- the 
number of predictor variables. 

In the given data, Cook's distance is too small as depicted 
in Fig. 8 and does not have significant influence on regression 
analysis. However, outliers, if any, must be detected and 
suitably handled. 

C. Multiple Linear Regression Model 
MLR is a statistical approach for predicting the output of a 

dependent variable by considering multiple independent 
variables [15]. MLR is capable of building a linear relationship 
between predictor variables and response values. Data is 
collected from the Intel Research Labs. Initially to eliminate 
noisy values, data pre-processing is done, avoiding reduction in 
prediction accuracy. Now, pre-processed data must be divided 
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into training and test data. The proposed algorithm needs to be 
trained utilizing training data for establishing relationship with 
several parameters. The final model will predict outcome of 
any new given data set containing data for same independent 
variables. 

1) Evaluation parameters: The Model built is evaluated 
using various statistical metrics as listed below. 

a) R-square: In MLR models r-square is used to 
measure a goodness-of-fit. Purpose of using this statistic is to 
judge how independent variables can mutually explain the 
dependent variable variance in percentage. 

R − Square = Variance explained by full model
Total Variance

            (7) 

R-square increases every time a new independent variable 
is added to the Model. While a higher R-square is desirable, 
one has to vary about over-inflating the results and overfitting 
the Model. 

b) Adjusted R-square: In regression Models, this 
statistic is used for comparing the goodness-of-fit with 
independent variables. The number of terms in the Model is 
adjusted with adjusted r-square. Importantly this parameter is 
mainly used to check an improvement in the Model fit with a 
new term. The adjusted R-squared value will automatically 
decrease whenever the new term fails to enhance the model fit 
by an adequate amount. 

In our situation, r-square and adjusted-r-square are above-
average values, and acceptable. 

c) Mean Absolute Error (MAE): While predicting a set 
of values MAE is used to measure errors average magnitude, 
independent of direction. 

With all equal weighted individual differences, MEA is 
computed as the test samples average parameter, considering 
the absolute differences between actual and prediction 
observations. 

MAE = 1
n
� �yj − y�j�   

n

j=1
              (8) 

Where, n – Number of samples, yj-Expected value and y�j-
Predicted value. 

d) Root Mean Squared Error (RMSE): RMSE is a 
squared output used for measuring average score of error. 

It’s the square root of the average of squared differences 
between prediction and actual observation. 

RMSE = �1
n
� �yj −  y�j�

2n

j=1
               (9) 

Where, n – Number of samples, yj-Expected value and y�j-
Predicted value. 

MAE and RMSE values lie between 0 and ∞, and are 
independent of the direction of errors. Both the metrics can be 
used for error prediction, expressing the variables in the 
interest of values units. For efficient modeling lower values are 
preferred, since both MAE and RMSE yield negative results. 

Usually squared values of errors are taken before averaging, 
since RMSE gives relatively more weight to larger errors. 
Hence, RMSE is most suitable for large number of undesirable 
errors. Though RMSE penalizes larger errors, MAE has better 
interpretability, hence is considered. 

The size of the dataset was decided by extracting random 
samples from the master dataset which keeps the distribution at 
a defined significance level. Basically, in order to achieve 
higher statistical significance, a machine learning model must 
be trained for larger dataset. But to save time sub-samples are 
selected maintaining other statistics same. Data distribution is 
fairly normal. 

IV. RESULTS  
All data pre-processing, exploratory analysis, Model build, 

tune and validation were performed using R language. In order 
to predict humidity, data pre- processing followed by multiple 
linear regression method was used. Existing data mining 
methods worked on homogeneous data, but the presented 
model is capable of handling heterogeneous data. The model 
performance was evaluated by using statistical metrics like R2, 
MAE, RMSE, etc. 

1) Intel dataset: For experimentation, freely available 
Intel Lab dataset [16] was used. This dataset has nearly 2.3 
million records collected by deploying 54 sensors in the Intel 
Berkeley Research lab. Sensors used were Mica2Dot, capable 
of collecting time-stamped weather information. The values 
are recorded by in-network query processing TinyDB system 
and these are recorded once every 31 seconds with humidity, 
temperature, light and voltage as key variables. The dataset 
format is given by: date, time, epoch, mote ID, temperature, 
humidity, light, and voltage. All the sensors are numbered 
with ids ranging from 1-54. Some sensor’s values are missing 
or approximated. These measured variables are represented as, 
temperature in degrees Celsius, humidity ranging from 0-100% 
and its temperature corrected relative humidity. Light is 
recorded in Lux (1 Lux is equivalent to moonlight, 400 Lux 
corresponds to a bright office, and 100,000 Lux is equivalent 
to full sunlight). Voltage is in the range 2-3, measured in volts. 
Lithium ion cell batteries were used for providing constant 
voltage to sensors for their lifetime. It is observed that voltage 
variations are highly correlated with temperature. 

2) Model Results and Evaluation Metrics 
a) R-square: 0.692: Higher the R-square value, better it 

is. This statistical value shows variation between the 
dependent and independent variables. R-square is 0.692, 
which is considered a good-fit. Independent variables are able 
to explain a large amount of variance in dependent variable. 
p-value :<2.2e-16 => Model is statistically significant. 

b) Metrics: As observed in Table I, average error is 
~11%, hence we say Model is accurate upto 89%. MAE and 
RMSE are very small, hence our Model is very good; 
predictions generated from this Model will be very accurate. 

c) Residuals: Table II gives residuals statistics for 
outliers treatment. 
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TABLE I. STATISTICS OF RESIDUALS 

MAE MSE RMSE MAPE 

0.113799 0.03070434 0.17522655 Inf. 

TABLE II. STATISTICS OF RESIDUALS FOR TREATING OUTLIERS 

Min 1Q Median 3Q Max 

-0.93682 -0.08049  0.00572 0..08174 0.97949 

d) Coefficients: Table III lists the model coefficients for 
variables temperature, voltage, light and their correlations. 

TABLE III. MODEL COEFFICIENTS 

Variables Estimate Std. 
Error t Value Pr(>|t|) 

Intercept 0.936820 0.002421 386.889 < 2e-16 
*** 

Temperature -0.919190 0.003173 -289.665 < 2e-16 
*** 

Voltage -0.134744 0.003269 -41.224 < 2e-16 
*** 

Light -0.080437 0.007696 -41.224 < 2e-16 
*** 

temperature:voltage 1.493132 0.013469 110.853 <2e-16 
*** 

temperature:light 0.140049 0.010163 13.780 <2e-16 
*** 

voltage:light -0.008874 0.010172 -0.872 0.383 

temperature:voltage:light -1.228874 0.038373 -32.024 <2e-16 
*** 

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

Residual standard error: 0.1732 on 139994 degrees of freedom. 

Multiple R-squared: 0.6919, Adjusted R-squared: 0.6918. 

F-statistic: 4.49e+04 on 7 and 139994 DF, p-value:< 2.2e-16. 

3) MLR Model with Interaction effects: From the Model 
statistics, it can be seen that most co-efficient are statistically 
significant when seen individually, as well as with interaction 
effects. The interaction term co-efficient are statistically 
significant, suggesting an implicit interaction relationship 
between predictor variables (other than voltage and light). 
Model equation can be represented as below: 

humidity = 0.936 - 0.92*temperature - 0.13*Voltage - 
0.08*light + 1.49*(temperature*voltage) + 
0.14*(temperature*light)-1.22*(temperature*voltage*light) 

V. CONCLUSION 
Changes in weather affect lives of various living beings. 

Main idea of this paper is to analyze the data collected from 
WSNs of Intel Lab and make appropriate decision in order to 
convey right information at right time to help save lives. 

Machine Learning techniques are used for weather prediction, 
and MLR algorithm is built using temperature, humidity, light 
and voltage as the key variables. We have evaluated the Model 
and model results are documented above. The resultant model 
can predict with high degree of accuracy and can be expanded 
for further work. Values of statistical parameters indicate that 
the proposed model is statistically more significant compared 
to other existing techniques. 
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Abstract—Diabetic Retinopathy (DR) is a disease that causes 
damage to the blood vessels of the retina, especially in patients 
having high uncontrolled blood sugar levels, which may lead to 
complications in the eyes or loss of vision. Thus, early detection 
of DR is essential to avoid complete blindness. The automatic 
screenings through computational techniques would eventually 
help in diagnosing the disease more accurately. The traditional 
DR detection techniques identify the abnormalities such as 
microaneurysms, hemorrhages, hard exudates, and soft exudates 
from the diabetic retinopathy images individually. When these 
abnormalities occur in combination, it becomes difficult to 
predict them and the individual detection (traditional 4 class 
classification) accuracy decreases. Hence, there is a need to have 
separate combinational classes (16 class classification) that help 
to classify these abnormalities in a group or one by one. The 
objective of our work is to develop an automated DR prediction 
scheme that classifies the abnormalities either individually or in 
combination in retinal fundus images. The proposed system uses 
Combined Enhanced Green and Value Planes (CEGVP) for 
processing the fundus images, Principal Component Analysis 
(PCA) for feature extraction, and k-nearest neighbor (k-NN) for 
classification of DR. The suggested technique yields an average 
accuracy of 97.11 percent using a k-NN classifier. This is the first 
time that a 16-class classification is initiated that precisely gives 
the ability and flexibility to map the combinational complexity in 
a single step. The proposed method can assist ophthalmologists in 
efficiently detecting the abnormalities and starting the diagnosis 
on time. 

Keywords—Combined enhanced green and value plane; 
diabetic retinopathy; fundus image; image processing; k-NN; 
principal component analysis 

I. INTRODUCTION 
Diabetes is an epidemic affecting millions of people 

worldwide [1]. DR is a chronic retinal disorder that is caused 
by the long-term impact of diabetes mellitus [2]. It is a disease 
that is characterized by gradual progressive alterations in the 
retinal microvasculature. People with diabetes and less 
controlled blood sugar are likely to suffer from DR. It occurs 
when high blood sugar levels damage the walls of small blood 
vessels in the retina [3]. These vessels can swell, leak, or 
close, stopping blood from passing through them. Frequently, 
there is an accumulation of fluid in the part of the retina called 
macular edema [4]. Sometimes, in more advanced cases, the 
supply of blood to the retina is cut off, which results in the 
growth of abnormal new blood vessels called neo-

vascularization. These new fragile vessels can bleed, creating 
vision-impairing hemorrhages, scar tissue, and separation of 
the retina from the back of the eye. In DR, blood vessels leak 
fluid and blood on the retina. These vessels form features such 
as microaneurysms, hemorrhages, hard exudates, and soft 
exudates or cotton-wool spots [5]. The microaneurysms are 
hypercellular saccular out pouching of the capillary wall. They 
appear as deep-red dots varying from 25 to 100 µm in 
diameter and have distinct margins. Retinal microaneurysms 
are usually the first ophthalmoscopic sign of DR [6]. They are 
located predominantly within the inner nuclear layer and in 
the deep retinal capillary network. Microaneurysms are the 
hallmark of Non-Proliferative Diabetic Retinopathy (NPDR) 
[7]. Intraretinal hemorrhages are another predominant feature 
of NPDR. It results from ruptured microaneurysms, 
capillaries, and venules, and is mostly within the outer 
plexiform and inner nuclear layers. Retinal hemorrhages are 
blot-shaped or flamed-shaped. Hard exudates are an 
ophthalmoscopic feature of background diabetic retinopathy 
[8]. They result from an increase in vascular permeability and 
the leakage of fluid and lipoprotein in the surrounding tissue. 
The hard exudates are fat-filled (lipoidal) histiocytes. They are 
small white or yellowish-white deposits with sharp margins in 
the outer layers of the retina, deep in the retinal vessels. Soft 
exudates or cotton-wool spots are localized infarctions of the 
nerve fiber layer with secondary coagulative necrosis of the 
retina [9]. They appear as pale yellow or white lesions with ill-
defined edges in the superficial retina. The presence of soft 
exudates is the symbol for the onset of progressive change in 
DR. A cotton-wool spot can occur singly or in conjunction 
with hemorrhages and microaneurysms and represent retinal 
microvasculopathy. 

The retinal appearance of diabetes mellitus is broadly 
classified as Non-Proliferative Diabetic Retinopathy (NPDR) 
or Proliferative Diabetic Retinopathy (PDR). NPDR occurs 
when there are only intraretinal microvascular changes, such 
as altered retinal vascular permeability and eventual retinal 
vessel closure [10]. In advanced NPDR, non-perfusion of the 
retina may develop and lead to the proliferative phase. The 
PDR is characterized by the formation of new vessels. 

Contrast Limited Adaptive Histogram Equalization 
(CLAHE) is the process that reduces the noise amplification 
and it is the type of adaptive histogram equalization [11]. It 
operates on small regions of the image and works with 
neighboring tiles to avoid noise enhancement. Top hat filter is 
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a morphological filtering operation that works on grayscale 
images [12]. This filter relies on the structuring element size 
and, when fine tuned, it can increase the visibility of the 
features like red-colored veins in a fundus image. Tunable top 
hat filters are used for DR detection and when combined with 
CEGVP, it improves the accuracy of the proposed system. 

Although some work has been done in the past, none of the 
methods have shown combinational identification of the 
abnormalities that are present in the retinal fundus image. It is 
quite desirable to have a combinational class because 
individual detection of these abnormalities may lead to false 
detection during segmentation, affecting the performance of 
the system. Hence, a separate class was required for predicting 
the combined abnormalities, as most of them occur in 
combination. The major contribution of the proposed method 
is 16 class classification using CEGVP, which is further 
passed through machine learning algorithms to diagnose DR. 
The CEGVP output was further improved using CLAHE and 
top hat and bottom hat approach. The features were then 
extracted using PCA and a 16 class classification of the 
abnormalities was carried out using a k-NN classifier. 

The following sections of the paper are organized as 
follows: Section II presents an explicit literature review, 
Section III describes the methodology, Section IV highlights 
the results and discussions. Finally, Section V concludes the 
study. 

II. LITERATURE REVIEW 
The researchers have investigated and developed several 

algorithms for detection of DR. A new technique was 
developed by Lachure et al. [13] for diagnosing PDR and 
NPDR. Their work consisted of detecting the abnormalities 
such as microaneurysms using morphological opening 
operations and exudates using morphological closing 
operations. The splat and Gray Level Co-occurrence Matrix 
(GLCM) features such as entropy, contrast, homogeneity, and 
energy were extracted and the image was further classified 
into PDR and NPDR using machine learning classifiers. The 
performance of SVM was better than compared to k-NN 
classifier. Safitri et al. [14] have proposed a new method for 
classifying the DR into three grades. Their work comprised 
segmentation of green channel image, applying morphological 
and masking operations, and computing the values of fractal 
dimensions using the box-counting method. These values were 
analyzed and classification of DR was performed using the k-
NN classifier. The proposed method provided the best 
accuracy of 89.17% for K=3 and K=4. Labhade and his team 
[15] had presented an automated method for the detection of 
DR. Their work included preprocessing, feature extraction, 
and classification using machine learning algorithms. The 
preprocessing comprised grayscale conversion and histogram 
equalization for enhancing the contrast of grayscale fundus 
images. Textural features were extracted using GLCM by 
considering 3 angles of 0, 45, 90 degree, and 2 distances. The 
statistical moments were computed and the retinopathy grade 
between 0-3 was assigned for each of the fundus images. The 
SVM classifier provided better accuracy of 88% as compared 
with other classifiers. Kushol and his group [16] had presented 
a new blood vessel enhancement technique that separates the 

blood vessels from the background image. The top-hat and 
bottom-hat transformations with optimal structuring elements 
were used to enhance the image. The proposed method yielded 
an average accuracy of 0.9379 and 0.9504 on DRIVE and 
STARE datasets, respectively. Kaur et al. [17] had proposed a 
reliable method of exudate segmentation using dynamic 
decision thresholding in the diagnosis of DR. Their work 
includes enhancement of retinal image, segmentation, and 
elimination of anatomical structures such as optic disc and 
blood vessels, and segmentation of exudates using adaptive 
image quantization and dynamic decision thresholding 
process. The proposed method resulted in a mean sensitivity, 
specificity and accuracy of 94.62%, 98.64%, 96.74%, 
respectively, at image based evaluation. Marin and the team 
[18] had presented a feature-based supervised classification 
technique for detecting Diabetic Macular Edema (DME) in 
fundus images. Their work comprised detecting the exudates 
by using digital image processing algorithms. Edge strength-
based features and the features based on responses from the 
Gaussian and Difference of Gaussian (DoG) filter bank were 
computed. The final detection of exudate was obtained by 
considering only the regions whose probability exceeded a 
certain threshold value and the severity was graded using 
supervised classification techniques. The k-NN and SVM 
classifier resulted in an accuracy of 0.955 and 0.97422 for 
diagnosing the retinopathy disease. Issac and his team [19] 
have developed a method for detecting red and bright 
pathologies for diagnosing DR. A normalization process 
followed by anisotropic diffusion was used for segmenting 
bright lesions. A shade-corrected green channel image along 
with morphological flood filling and regional minima 
operations were used for detecting the red lesions. A 
quantitative analysis was performed to grade the severity of 
the disease. The proposed method using SVM based classifier 
obtained an average accuracy of 92.13% with a sensitivity of 
92.85% and specificity of 80% on the DIARETDB1 dataset. A 
novel method was presented by Chetoui and his group [20] 
that comprised texture features, namely Local Ternary Pattern 
(LTP) and Local Energy-based Shape Histogram (LESH) for 
diagnosing DR. The histogram was computed using the 
extracted features and the performance of the system was 
evaluated for various kernels of SVM classifier. It was 
observed that LESH outperformed best in terms of accuracy 
and ROC characteristics. The accuracy of 0.904 and ROC of 
0.931 was obtained using the SVM Radial Basis Function 
kernel. Amin and his team [21] had developed an automated 
method for the detection and classification of DR using hybrid 
features. Their work included lesion enhancement using the 
local contrast method, optic disc elimination, and lesion 
segmentation. The geometrical and statistical features were 
extracted for each candidate lesion. Abnormal and normal 
images were differentiated using multiple classifiers. The 
proposed method validated on the DIARETDB1 dataset 
resulted in an accuracy of 92.3% using k-NN and SVM 
classifier. Sahu et al. [22] have proposed denoising of fundus 
images using CLAHE. They could achieve an improvement of 
7.85%, 1.19%, 0.12%, and 1.28%, in Peak Signal-to-Noise 
Ratio (PSNR), Structural Similarity Index (SSIM), Correlation 
coefficient (CoC), and Edge preservation index (EPI), 
respectively, over the existing methods. Huda et al. [23] 
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proposed an automated approach for diagnosing DR. Their 
study contained normalization, data standardization, and 
feature extraction from the retinal samples. The feature 
importance property was used to select the important features 
from each sample. The scores of each feature were generated 
and a higher score feature was selected. Their method resulted 
in six class classifications of the disease and their performance 
was evaluated using different classifiers. The proposed 
method with a logistic regression model achieved a precision 
of 97% and recall of 92%. Reddy et al. [24] have introduced 
an ensemble-based machine learning model for detecting DR. 
The grid search parameter tuning optimization method was 
used for choosing the optimal hyper parameters and the voting 
mechanism was used to make predictions for each classifier 
model. It was concluded that the ensemble machine learning 
model outperforms the individual machine learning 
algorithms. A study conducted by Alabdulwahhab and his 
team [25] had introduced a novel method for detecting DR. 
Their work comprised identifying the most discriminative 
interpretable features using socio-demographic and clinical 
information. The factors such as HbA1c, duration of diabetes, 
body mass index, systolic blood pressure, and the use of 
medication were used to discriminate the DR patients. Thus, a 
combination of ophthalmology and ML was integrated for 
diagnosing the disease pattern. The random forest classifier 
outperformed best by accurately classifying 86% of the DR 
patients. The author Sharma and his team [26] have developed 
an automated system for detecting DR using a combination of 
image processing and machine learning. Their work included 
pre-processing techniques such as gray scale conversion, 
canny edge detection and morphological operations to obtain a 
clear fundus image. The statistical features were extracted 
from the images and the performance of the system was 
evaluated using various classifiers. The weighted k-NN 
provided an accuracy of 85.8%, SVM with 87.2% and 
decision tree with 88.6%. 

The literature review has highlighted the implementation 
of several machine learning algorithms applied independently 
on retinopathy datasets for detection of DR. As reviewed, 
there was a maximum of 6 class classification performed for 
diagnosing DR. Each of these techniques contributed to an 
individual detection of the abnormalities in the fundus images 
because of which the performance of the system was affected. 
The authors could achieve a maximum accuracy of 95.55%. 
The sensitivity computed for most of the methods was 
between 90% to 93%. AUC of 1 was obtained for very few 
methods. None of the techniques could identify the 
combination of the abnormalities as most of the time these 
abnormalities occur in combination in the retinal fundus 
images. Hence, a 16 class classification comprising a unique 
combination of CEGVP and dimensionality reduction 
approach using PCA is proposed that accurately classifies the 
four abnormalities either individually or in a group for 
diagnosing DR. 

III. METHODOLOGY 
The proposed method consists of classifying four types of 

abnormalities, such as hard exudates, soft exudates, 

microaneurysms and hemorrhages, either individually or in 
combination from a fundus image using CEGVP and k-NN 
classifier. Fig. 1 shows the conceptual diagram of the 
proposed system. A fundus camera captures the images of an 
eye, which is then processed using CEGVP. The features are 
extracted and fed into the k-NN classification algorithm, 
which classifies each image into one of the 16 categories. All 
16 categories represent various abnormalities that may or may 
not be present in a fundus image. The diagnosis can be made 
based on the category into which the k-NN algorithm 
classifies the given test image. 

The suggested technique combines four steps: 
preprocessing, segmentation, feature extraction, and 
classification. The input image is converted to grayscale. This 
grayscale image is used for a mass generation and 
binarization. The green color plane is enhanced by stretching 
the histogram and applying the mask. CLAHE is used to 
extract blood vessels from images using the Lab color space 
and exudates are extracted using top hat filtering. After 
enhancement, the combined green and value plane is passed 
through a Canny edge detector and subjected to morphological 
operations for object detection after binarization. Finally, the 
binary objects are combined, and the principal component is 
extracted as a feature for the k-NN algorithm. Fig. 2 shows the 
overall process of the proposed work. 

The first step of processing comprises reading the original 
colored image (Fig. 3(a)) from the database and converting it 
into grayscale (Fig. 3(b)). The height and width of the input 
image was compared and the larger dimension was set to 640 
and the other dimension was scaled, such that the aspect ratio 
of the image was maintained (Fig. 3(c)). A binary image 
(Fig. 3(d)) was generated from the grayscale image by using a 
threshold of 0.05 on the scale between 0 and 1. The resized 
original input image (colored) was again converted into a 
grayscale image. Each pixel of the new grayscale image was 
checked. If the value of a pixel was less than 10, then that 
pixel value was set to 0. Otherwise, if the value of a pixel was 
greater than 10, then that pixel value was set to 255, achieving 
the mask for the fundus (similar to Fig. 3(d) but with the 
dimension of 640 pixels on the larger dimension). 

 
Fig. 1. Conceptual Diagram of the Proposed System. The Eye Images 
Captured by the Fundus Camera are Processed using CEGVP. The PCA 

Features are Extracted and then Fed to k-NN Classifier. Each Class out of 16 
Classes Represents a Unique Combination of Abnormalities that may be 

Present in a Fundus Image. 

CEGVP + PCA 
& k-NN
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Fig. 2. Proposed Methodology for Extraction of different Abnormalities from a Fundus Image using CEGVP and k-NN. The Input Image is converted to 

Grayscale as well as HSV, Lab, and RGB Color Planes are extracted. The Green Color Plane is enhanced using Histogram Stretching and Application of the Mask. 
Lab Color Space is used to extract the Blood Vessels from an Image. Top Hat Filtering is used to Extract Exudates. The CEGVP is Passed through a Canny Edge 

Detector and Subjected to Morphological Operations Post Binarization for Object Detection. Finally, all the Binary Objects are merged and the Principal 
Component is extracted as a Feature for the k-NN. 

 
Fig. 3. Output at Various Stages of CEGVP for the Fundus Image. (a) 

Original Input (b) Grayscale Converted (c) Resized (d) Background Masked 
Image with a Threshold of 0.05 (e) Extracted Green Color Plane (f) Enhanced 

and Masked Green Color Plane with Background Removal. 

Red and green color planes were extracted from the 
original input image with green color plane as shown in 
(Fig. 3(e)). A structuring element was defined that had a size 
of 350 pixels and a shape of a disk. Morphological opening 
operation was performed on the green color plane. For the 
morphological operation of opening previously defined 
structural element was used on the green color plane. The 
output of the opening operation was then subtracted from the 
original green color plane. A maximum pixel value of this 
subtracted image was found out. The mask image was then 
used for masking the outer region with white color (pixel 
value of 255) as seen in (Fig. 3(f)). A copy of this processed 
image was made for further processing. All the dark pixels in 

the green channel were preserved whereas all the lighter pixels 
with a value greater than 50 were whitewashed. The copy 
image of the green channel was then contrast stretched 
between 0 and 255 (Fig. 3(f)). 

The original image was used yet another time to extract the 
red, green, and blue color planes. A mask was applied to the 
green color plane and the same color plane was contrast 
enhanced for maximum value (255). A secondary mask was 
created with the help of the green channel having the threshold 
of 60 on a scale of 0 to 255. All the pixel values below 60 
were made 0, and 255 otherwise. A blue color mask was used, 
similar to green color with a threshold of 130. A similar 
operation was performed on the blue color plane. The color 
pane of the original image was changed to HSV from RGB 
and further hue, saturation, and value planes were separated. 
The value plane was then masked, and contrast-enhanced 
between 0 to 255 (Fig. 4(a)). Similar operations were 
performed on saturation and hue color planes. The hue color 
plane was enhanced 18 times. The combinational color plane 
was generated using the enhanced green plane and the value 
color plane (Fig. 4(b)). Further, all the max values were 
replaced with mean values to ensure that contrast 
enhancement can be done properly. Because of this operation, 
all the regions of the mask were neglected. The combinational 
plane was then contrast enhanced (Fig. 4(c)) and the entire 
image was rescaled to a smaller matrix of 3X3 to extract a 
single-valued function available at the center of these 3X3 
images (Fig. 4(d)). 
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Fig. 4. Outputs at different Stages for the Input Image under Consideration. 
(a) Masked and Normalized Value Color Plane. (b) Combinational Green and 

Value Color Plane. (c) Enhanced Combinational Green and Value Color 
Plane. (d) Averaging Matrix with 3 X 3 Dimensions. (e) Canny Edge 

Detector. (f) Morphological Bottom Hat Operation. 

The combination image of the green color plane and value 
color plane was masked using the mask image and further 
enhanced with the saturation values at the bottom and top 1% 
amongst all pixel values. The image was rescaled to 3X3 and 
the entire process was repeated. Finally, a Canny edge 
detector was applied to this enhanced combinational color 
plane (green & value plane) with a factor of 0.1 (Fig. 4(e)). 
Simultaneously, adaptive binarization was applied to the 
enhanced combinational color plane (green & value plane). 
All pixels in the output of the binarization process that had a 
value of less than 200 were removed. A structuring element of 
disk shape with size 15 pixels was used to call a 
morphological opening operation on the enhanced 
combinational color plane. Further, the background was then 
removed using the image which was operated using the 
opening operation. The overall contrast was then enhanced 
and all the objects touching the border were removed. A 4-
pixel neighboring connectivity was checked for connected 
components and areas of all the objects segmented from this 
neighboring pixel connectivity were used to find the 
maximum area. All the segregated objects were then binarized 
and the entire image was resized to 512 X 512 pixels. This 
resizing ensured that machine-to-machine variability is not 
affecting the classification results. The original input image 
was then passed through the color channel separator to 
segregate the green color channel component. A structuring 
element with a disk shape of 5 pixels was then used on the 
green channel to achieve bottom hat filtering (Fig. 4(f)). 

The same green channel image was also simultaneously 
passed through a top-hat filter (Fig. 5(a)) but with a 
structuring element of disk shape having a size of 8 pixels. 
Finally, a bottom hat filtered image was subtracted from the 
top-hat filtered image, and binarization with a threshold of 0.1 
was carried to extract the hard exudates (Fig. 5(b)). The 
original image was resized to 584 X 656 pixels and converted 
into a Lab color space to extract the principal components 
from the converted image using PCA. The entire image was 
then normalized and contrast enhanced using CLAHE 
(Fig. 5(c)). An averaging filter of 9 X 9 pixels was used to 
exclude the background. Thresholding was performed on the 
background removed image and then the entire image was 
converted to binary with a level of 0.08% lower than the 

automated thresholding level to extract the blood vessels as 
shown in (Fig. 5(d)). Small objects less than 100 pixels were 
removed and then the image was inverted. Finally, the entire 
image is resized to 512X512 to merge with the earlier results. 
All the three outputs detecting microaneurysm, hemorrhages, 
and exudates in their binary form were added and scaled by a 
scalar of 85 to produce a final grayscale output (Fig. 5(e)) 
which can then be given to the feature extraction algorithm. 
The final image was then passed to extract the first 64 
components. Finally, a class is assigned to these 64 extracted 
components based on the supervisory dataset DIARETDB0 
[27], DIARETDB1 [28], and Indian Diabetic Retinopathy 
Image Dataset (IDRid) [29]. 

 
Fig. 5. Outputs at different Stages of CEGVP. (a) Morphological Top-Hat 
Operation (b) Hard Exudates (c) Contrast-enhanced Lab Color Space using 
CLAHE (d) Blood Vessel Detection (e) Combined Output from CEGVP, 
Morphological Top-hat, CLAHE, and Canny Edge Detector. The Image is 

converted to Grayscale with Four different Levels: 0, 85, 170, and 255. 

The novelty of the proposed methods lies in the 
combination of the green sub-color plane from RGB planes 
and the value sub-color plane from the HSV color planes 
(CEGVP) to enhance the overall features. This is the first time 
a unique combination of combined color planes and 16 class 
classification has been performed for predicting the 
abnormalities in the fundus image for detection of DR. This 
work presents the combination of image processing techniques 
for enhanced feature extraction and classical machine learning 
approach, such as k-NN for classification. The performance of 
the proposed method was tested using three publicly available 
databases. In all 300 images with DIARETDB0 (130 images), 
DIARETDB1 (89 images), and IDRid (81 images) were used 
respectively. 

IV. RESULT AND DISCUSSION 
A 5-fold cross validation was used for the analysis and 

experimentation purposes. The ratio in which the images were 
split was chosen to be 70% for training and 30% for testing. 
To verify the performance of the designed system, 450 images 
were chosen randomly from the test dataset. 

A. Result Analysis 
1) Performance measures: The performance measures 

such as accuracy, sensitivity, specificity and area under the 
curve (AUC) were used to evaluate the performance of the 
proposed method. Table I and Fig. 6 shows the performance 
metrics of various classifiers for PCA feature vector 8x8 using 
16 class classification. 
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TABLE I. PERFORMANCE METRICS USING PCA FEATURE VECTOR 8X8 

Classifiers 
Metrics 

Accuracy (%)  Sensitivity (%) Specificity (%) AUC 
KNN 97.11 98.47 91.64 1 

SVM 95.77 93.66 97.43 1 

Decision Tree 87.3 61.3 64.7 1 

 
Fig. 6. Comparison of Performance Metrics using 8x8 PCA. k-NN 

Performed Best in Terms of Accuracy and Sensitivity as Compared to other 
Classifiers, Whereas in Terms of Specificity SVM was Most Superior 

amongst All. 

It was observed from the graph that the highest accuracy of 
97.11% and sensitivity of 98.47% was obtained for k-NN 
classifier. SVM achieved the best specificity of 97.43% as 
compared to other classifiers. The decision tree classifier 
performed very low in terms of all the performance measures. 
The AUC for all classifiers was found to be 1. Thus, it was 
seen that k-NN was the most optimal classifier for the 
proposed system. 

To increase the ability of the system, bag-of-word concept 
was used that provided more images for training and testing 
purpose. Fig. 7(a) shows the confusion matrix for 16 class 
classification using k-NN. The three classes 4, 9, and 14 were 
not found in the confusion matrix, as there were no images for 
training and testing for these classes in the datasets. The worst 
accuracy was found for class 5, where all the images were 
mapped to class 7. Other than classes 11, and 15, all the 
classifications were 100% accurate. Whereas for class 15 and 
11, the number of images were more, which resulted in a 
fraction of misclassification, which is roughly 4.6%. There 
were maximum of 148 images of class 15, followed by 124 
images of class 11 and 55 images of class 2. 

Fig. 7(b) shows the scatter plot after PCA features were 
extracted for the 16 classes and the top 2 features were plotted. 
It can be visually seen that no straight line can separate 
various classes from each other, and hence k-NN was the 
preferred method over the traditional SVM. 

The Receiver Operating Characteristic (ROC) curve with 
the false positive and true positive rates is as shown in 
Fig. 7(c). 

2) PCA feature vector of optimal sizes vs accuracy: To 
select the most optimal method of classification and the 
optimum size of the PCA feature vector, a separate study was 
carried out as shown in Table II and its output was 
summarized in the graph shown in Fig. 8. 

 
(a). Confusion Matrix for 16 Class Classification using k-NN. The Images in 
the Categories 4, 9, and 14 were missing as there were no Images for these 

Particular Classes in the Datasets. Maximum Images were of Class 15 
followed by Class 11 and Class 2. 

 
(b). Scatter Plot for 16 Class Classification using k-NN. As Observed, it is 
Very Difficult to Segregate a Linear Line among the Various Classes and 

Hence k-NN is the most Suited Strategy. 

 
Fig. 7. (c). Area Under Curve (AUC) for 16 Class Classification using k-NN 

Class 15 has an Area under the Curve (AUC) of 1.0. 

TABLE II. COMPARISON OF PCA FEATURE VECTOR WITH ACCURACY 

PCA Feature 
Vector 

Accuracy (%) 
KNN SVM Decision Tree 

1x1 91.6 39.6 57.3 
2x2 96.4 90.2 68.7 
3x3 96.9 96.9 81.3 
4x4 96.7 96.4 83.6 
5x5 95 95.8 86 
6x6 95.6 95.3 85.9 
7x7 96.9 96 86.9 
8x8 97.1 95.8 87.3 
9x9 95.3 95.2 86.6 
10x10 94.1 94.1 86.2 
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Fig. 8. PCA Feature Vector Size with Accuracy for SVM, k-NN, and 

Decision Tree Algorithms. The 8x8 PCA Vector Size was found out to be the 
Best for k-NN that had Maximum Accuracy. SVM Achieved Higher 

Accuracy only when PCA Vector Size was 3X3 but showed Poor 
Performance for PCA Feature Vector Size 1X1. The Decision Tree Always 
had approximately 10% Less Accuracy than k-NN for all the Feature Vector 

Sizes. 

It was observed that all the algorithms do get affected if 
the feature vector size was varied. Since k-NN had the least 
variation, it was considered being less dependent on the size 
of the feature vector. The decision tree was highly dependent 
on the feature vector size. It has a bimodal distribution of 
accuracy making it difficult to recognize the correct PCA 
feature vector size. 

The 8X8 PCA feature vector size was discovered to be the 
optimum vector size for k-NN and 3x3 for SVM, as highest 

accuracy was obtained by both the classifiers for these vector 
sizes. SVM performed badly with less than 40% accuracy at 
PCA feature vector size 1 X 1. The decision tree, for all 
conceivable feature vector sizes always had approximately 
10% less accuracy as compared to k-NN. As a result, 8X8 
PCA feature vector was found to be the most suitable vector 
size for KNN classifier. 

B. Discussions 
Table III shows the comparative analysis of the proposed 

work with the existing approaches, as reviewed in the 
literature. The proposed method achieved the highest accuracy 
compared to all the similar methods that use k-NN or SVM 
classifiers. Marin et al. [18] have achieved a similar accuracy, 
but their sensitivity and specificity were poor. The sensitivity 
obtained using k-NN classifier was highest using the proposed 
technique. Lachure et al. [13] could achieve 100% specificity, 
but they have considered only three classes and overall 
accuracy was 90%. AUC for the proposed method was 
comparable to the others as reported in the literature, whereas 
the number of classes that are segregated in our work is at 
least 2.5 times than every method ever reported. The overall 
performance of k-NN is better as compared to SVM and hence 
we proposed KNN classifier for abnormality detection in 
fundus images. Some other methods perform better in terms of 
accuracy, but they are neither working on 16 class 
classification nor using KNN and SVM classifiers hence, they 
were excluded from the comparison table. 

TABLE III. COMPARISON OF PROPOSED SYSTEM WITH EXISTING METHODS 

Ref Technique Accuracy 
(%) 

Sensitivity  
(%) 

Specificity  
(%) AUC No. of 

classes Classifier 

Lachure et al. 
[13] 

Abnormality detection using morphological operations, 
splat and GLCM features extraction. 90 90 100 … 3 SVM 

Safitri et al. 
[14] 

Segmentation by applying morphological, masking 
operations and computing the values of fractal dimensions 
using box-counting method.  

89.1 … … … 4 KNN 

Labhade et al. 
[15] Textural features extraction using GLCM. 88.71 … … … 4 SVM 

Kaur et al. [17] Segmentation of exudates using adaptive image 
quantization and dynamic decision thresholding process. 87 91 94 … 2 SVM 

Marin et al. 
[18] 

Edge strength-based features and the features based on 
responses from Gaussian and difference of Gaussian 
(DoG) filter bank were computed. 

95.55 90 70 … 2 KNN 

Issac et al. [19] 
Anisotropic diffusion for segmenting bright lesions and a 
shade-corrected image along with morphological 
operations for detecting the red lessions. 

92.13 92.85 80 … 4 SVM 

Chetoi et al. 
[20] 

Texture features namely Local Ternary Pattern (LTP) and 
Local Energy-based Shape Histogram (LESH). 90.4 … … 0.931 2 SVM 

Amin et al. 
[21] 

Lesion enhancement using local contrast method and 
geometrical and statistical feature extraction. 92.3 … … 1 2 KNN 

Huda et al. 
[23] 

The normalization, data standardization and feature 
selection using feature importance property.  63 92 97 … 6 KNN 

Reddy et al. 
[24] 

The grid search parameter tuning optimization method  
and voting mechanism using ensemble based machine 
learning model. 

65 … … … 2 KNN 

Aabulwahhab 
et al. [25]  

Discriminative interpretable features using socio-
demographic and clinical information. 74 … … … 2 KNN 

Proposed 
Method 

Combined enhanced green & value color plane with 
PCA for feature extraction.  

97.11 98.47 91.64 1 16 k-NN 

95.77 93.66 97.43 1 16 SVM 
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V. CONCLUSION 
The early diagnosis of DR is a critical step in avoiding 

total blindness. The goal of our proposed method is to create 
an automated DR prediction system using Combined 
Enhanced Green and Value Planes (CEGVP) with k-nearest 
neighbor (k-NN) classifier in retinal fundus images to classify 
illnesses either individually or in combination. This was the 
first time that a 16 class classification was proposed that 
precisely gives the ability and flexibility to map the 
combinational complexity in a single step. The proposed work 
removes the requirement of four different binary classifiers for 
each abnormality detection and thus saves a lot of 
computational time, as well as error propagation from each 
method is also avoided. Our novel technique of 16 class 
classification using k-NN classifier achieved an accuracy of 
97.11%, sensitivity of 98.47%, and specificity of 91.64% on 
DIARETDB0, DIARETDB1 & IDRid datasets. This new 
technique can help ophthalmologists discover problems more 
quickly and begin their diagnosis sooner. Future work 
includes improving the accuracy of the proposed system by 
using different machine learning classifiers. Besides RGB and 
HSV color planes techniques, other color planes can be 
explored and the useful plane can be merged to extract better 
features for DR detection. 
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Abstract—Symmetric cipher cryptography is an efficient 
technique for encrypting bits and letters to maintain secure 
communication and data confidentiality. Compared to 
asymmetric cipher cryptography, symmetric cipher has the speed 
advantage required for various real-time applications. Yet, with 
the distribution of micro-devices and the wider utilization of the 
Internet of Things (IoT) and Wireless Sensor Network (WSN), 
lightweight algorithms are required to operate on such devices. 
This paper proposes a symmetric cipher based on a scheme 
consisting of multiple zigzag patterns, a secret key of variable 
length, and block data of variable size. The proposed system uses 
transposition principles to generate various encryption patterns 
with a particular initial point over a grid. The total number of 
cells in the grid and its dimension are variable. Various patterns 
can be created for the same grid, leading to different outcomes on 
different grids. For a grid of n cells, a total of n! * (n-1!) total 
patterns can be generated. This information is encapsulated in 
the private key. Thus, the huge number of possible patterns and 
the variation of the grid size, which are kept hidden, maintain the 
security of the proposed technique. Moreover, variable padding 
can be used; two paddings with different lengths lead to a 
completely different output even with the same pattern and the 
same inputs, which improves the security of the proposed system. 

Keywords—Cryptography; symmetric cipher; block cipher; 
transposition algorithms 

I. INTRODUCTION 
Data confidentiality can be ensured using both asymmetric 

cipher and symmetric cipher. Symmetric cipher has the 
advantage of low computational requirements compared to 
asymmetric cipher cryptography, which is commonly used for 
key exchange and authentication purposes [1]. Asymmetric 
cipher is commonly referred to as public-key encryption [2]. 
On the other hand, the symmetric cipher is commonly referred 
to as private-key encryption and has two main types: the block 
cipher and the stream cipher. The stream cipher encrypts each 
bit of the message with each key’s bit using operations, such as 
the exclusive-or (XOR) [3]. 

On the other hand, block cipher uses substitutions and 
transposition operations on an n-bits block, as illustrated in Fig. 
1. Block cipher encrypts a data block of predetermined length 
using private key principles. Both stream and block ciphers 
have their applications, advantages, and disadvantages. The 
stream cipher is fast and requires low computational power 
compared to the block cipher. Block cipher is widespread and 
is used in various other applications, such as stream cipher, 
hash function, pseudorandom number generator, and message 
authentication [4]. Besides, the block cipher is more secure 
than the stream cipher, subject to the strength of the utilized 

private key [5]. The security level of the block cipher algorithm 
is evaluated based on the complexity, the performance, and its 
strength against possible cryptanalyses, such as linear and 
differential analysis and the homegrown crypto that is created 
afterthought [4, 6, 7]. 

Block cipher algorithms use predefined block sizes. A 
multiple of 8-bits block sizes is commonly utilized as 
compatible with most processors. Besides, the large size is 
avoided as it leads to padding, increasing computational 
requirements. Similarly, small size blocks give more chances 
for dictionary attacks on the ciphertext blocks to succeed [8]. 
For a variable-length message to be encrypted, the message is 
first divided into blocks of the predetermined size, padded if 
necessary to meet the required size. Then each block is 
encrypted using the cipher algorithm with a private key. 
Advanced algorithms for block cipher have been developed, 
such as Advanced Encryption Standard (AES) and Data 
Encryption Standard (DES), which are the most utilized 
encryption algorithms worldwide [4, 9]. These algorithms 
depend on mathematical operation and substituting the 
plaintext bits and characters by other bits and characters; these 
are called substitutional algorithms. Besides the substitution 
cipher, another block cipher type is called transposition cipher, 
such as rail fence and columnar. Compared to the substitution 
cipher, the transposition cipher is faster, as it depends on 
transposition shuffle rather than mathematical operations. Yet, 
because the shuffle is limited and known in advance, and the 
algorithms are operated on very small keys, the security of 
these algorithms is weak. Surprisingly, vast number of the 
existing substitutional algorithms has been solved by the 
cryptanalysis [4, 5, 10, 11]. 
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Fig. 1. Stream Cipher vs. Block Cipher. 
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Fig. 2. Modern Cryptograph Directions. 

Accordingly, various modern cipher techniques have been 
proposed to improve the security of the block cipher. Various 
ways have been followed to extend the existing algorithms. As 
illustrated in Fig. 2, these are 1) Proposing various encryption 
modes, in which the block ciphers are related to each other or 
related to randomly created vectors to increase the complexity 
of the generated cipher. 2) Combining various cipher 
algorithms to create a more secure system. 3) Combining 
cipher algorithms with optimization and compression 
algorithms. 4) Extending the cipher algorithms by increasing 
the size of the key or modifying their structure. Although these 
directions improve the security of the cipher algorithms, most 
of them have increased the computational requirements of the 
encryption and decryption process. The complexity of the 
modern techniques for data encryption leads to the 
inapplicability of these techniques to be utilized in most of the 
modern applications, such as real-time applications, sensor 
networks [12], and Internet-of-Things (IoT) [13], which 
demands secure yet highly performance encryption techniques 
[14]. 

Accordingly, this paper proposes a new technique for block 
cipher encryption. The proposed system follows different 
directions compared to these mentioned previously in 
improving the security of the symmetric cipher cryptography 
[15]. The goal of the proposed technique and the creative 
direction is to improve security while maintaining low 
encryption and decryption processes requirements. The 
proposed technique improves the security using different 
transposition zigzag patterns while solving one of the major 
transposition cipher problems: the limited possible shuffle 
operation of the cipher algorithm. Moreover, the proposed 
technique used variable grid size maintained secret in the 
private key, similar to the columnar algorithm. Thus, before the 
encryption is made available for the sender, various patterns 
are created and saved with their identification number in the 
system. These patterns are shared publically between the 
sender and the receiver. However, trying all these patterns is 
impossible for cryptanalysis because of the vast possible 
patterns. Then, the proposed system allows the sender to freely 
choose among different patterns and select the grid size on 

which the patterns are drawn. The size and the pattern form the 
private key of this cipher system. A variable-length massage 
can be divided into blocks of various lengths, padded if 
necessary to meet the required length. Each block is encrypted 
using different patterns and keys. 

II. LITERATURE REVIEW 
Transposition ciphers are implemented based on designed 

patterns to scramble the plaintext. Examples of some of the 
transposition ciphers are presented in Fig. 3. The rail fence 
used the number of rows as the key. Then, a grid is created 
with the specified number of rows and number of columns 
equal to the length of the message to be encrypted. The plain 
text is placed diagonally downwards on successive rails on an 
imaginary fence, followed by upwards moves as the movement 
reaches the grid’s last row. The letters are read row by row to 
create the ciphertext  [16]. In the columnar cipher, the key 
determines the number of columns and the columns’ order. 
Then, a grid is created with a specific number of columns and 
rows to accommodate all the letters in the message to be 
encrypted. The plain text is placed on the grid row by row and 
in order. Then, the columns are permutated based on the key. 
The letters are read column by column to create the ciphertext 
[16-19]. 

The route cipher is another grid-based transposition cipher 
with longer keys than the rail fence and columnar. The key 
represents the number of columns or rows and the patterns to 
read the letters in the grid. The plaintext is written in the grid 
row by row and in order. Then, the ciphertext is produced by 
reading the grid upwards or downwards clockwise or zigzag 
patterns up and down. Double or multiple columnar ciphers are 
used to improve the security of the single columnar cipher. The 
same key can be applied, or other keys are required in multiple 
rounds of the columnar cipher process [18]. Myszkowski is a 
variation of the columnar cipher with a key of repeated letters 
that are given the same order. Accordingly, columns with 
unique numbers are read downward, and columns with 
recurring numbers are transcribed left to right. Disrupted 
transposition is another grid-based cipher with irregular spaces 
added between the plaintext letters. Overall, various 
transposition ciphers have been proposed. These transposition 
ciphers depend on a grid to scramble the plaintext. Yet, the 
problem of these ciphers is the limited patterns with a small 
key space that can be discovered in the cryptanalysis processes 
that are searching the keyspace [20]. 

Various modern techniques were proposed by modifying 
the transposition cipher algorithm. Sokouti, Sokouti [21] added 
8-bits padding to each 8-bits in the message, structured these 
bits in a binary tree, and traversed this tree using an in-order 
traversal algorithm. However, such complex processes increase 
the complexity of the transposition cipher. Twum, Hayfron-
Acquah [22] extended columnar cipher with a modified 
Rubik’s cube puzzle with a higher level of security as the cube 
represents a 3-dimensional instead of the 2-dimensional space 
utilized in the original columnar cipher. The number of such 
modified algorithms is enormous. Block cipher surveys were 
presented by Surya and Diviya [23], Albermany and 
Radihamade [10], and Mandal [24]. 

•Cipher Keys Incease Size 

•Cipher Algorithms Combine  

•Cipher Algorithms Extend 

•Compression and 
Optimization Algorithms Integrate 
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Cipher (Ci) = EFUOO XTRT EE OSNS PTLTR MXIAU AE RP

E X A M P L E

O
S
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S

T E X T F
R I L L U
T R A T I O

P U R P O
E

Key  3276451

E X E P L M A
F
U
O
O

T T X E
R O L L I
T S T I A R

N R P U P
E S

Permutated Columns

Plaintext = Example text for illustration purpose
Key = “Keyword”

Columnar Cipher
 

Cipher (Ci) = REAFNI CLE

Plaintext = Rail fence
Key = 4

R E
A F N

I C
L E

# Rows = 4

Rail Fence Cipher
 

Fig. 3. Example Transposition Ciphers. 

Lasry, Kopal [18] extended columnar cipher with a two-
phases hill-climbing algorithm in combining cipher algorithms 
with optimization. The main goal of the developed algorithm is 
to increase the size of the key to improve the security of the 
cipher. Hill climbing is an optimization algorithm that starts 
with a random solution and iteratively finds optimal. With 
columnar cipher, hill climbing is used to swap columns and 
increase the adjacency score of the resulting cipher. Various 
other schemes combined cipher algorithms with optimization 
algorithms, such as genetic algorithm (GA) [25, 26]. Using the 
Fibonacci code algorithm, Siregar, Fadlina [19] integrated 
columnar cipher and data compression. The columnar output is 
input to the Fibonacci algorithm, which produces the final 
ciphertext. 

Encryption modes describe how the blocks of a single 
message are related to each other to improve the security of the 
message. The electronic codebook (ECB) encryption mode for 
block cipher encrypts each block individually. The advantages 
of this mode are the ability of out-of-order decrypting, non-
propagation of errors between blocks, speed, and parallelism. 
Yet, as the same key is utilized, the same input plaintext 
produces the same cipher, which is deterministic and can be 
attacked through traffic analysis [4]. To overcome this 
limitation, several encryption modes have been developed; 
these are cipher block chaining (CBC), cipher feedback (CFB), 
output feedback (OFB), and counter (CTR) mode [11]. These 
modes operated based on the concept of using extra data 
besides plaintext and the key for creating probabilistic 
encryption. CBC encrypts the first block together with a 
randomly initialized vector. The vector is combined with plain 
text before the encryption process. The ciphertext is then used 
with the second block in place of the random vector, and the 
output is used with the third block and so on. In CFB, the 
random vector is encrypted and combined with plaintext, 
which emulates the self-synchronizing stream cipher. OFB is 
similar to CFB except that the encrypted vector is sent to the 
next block instead of the ciphertext, similar to the synchronous 
stream cipher concept. CTR mode initializes a unique vector 
for each block, encrypts the vector then combines the output 

with the plaintext to produce the ciphertext [27]. These modes 
aim to scramble the output, avoid repeated patterns, and 
provide semantic security, to prevent inference of any 
information from the ciphertext under an unknown key [4, 11]. 
Yet, these modes create various disadvantages, mainly related 
to the computational power and the required processing time. 
Generally, these modes have been developed with substitution 
encryption in mind. Although these modes applied for 
transposition, less attention has been given to this encryption 
scheme, mainly because of the limitation related to its weak 
security, resulting from the weakness of their keys, and the 
limited variation of the transposition shuffle [28-30]. 

In the integration direction, Srikantaswamy and Phaneendra 
[31] integrated columnar transposition cipher with Caesar 
substitution cipher. The secret key is generated randomly based 
on a selected seed value. Then, Caesar cipher is implemented 
with alphabets, symbols, and numbers as an extension to the 
original version that uses alphabets only. Finally, columnar is 
implemented using a randomly selected number of columns. 
Kester [17] integrated columnar transposition cipher with 
Vigenere substitution cipher. Columnar is implemented using a 
randomly selected number of columns. The generated 
ciphertext is then used as the key for encrypting the plaintext 
using the Vigenere cipher. Dar [16] integrated columnar 
cipher, Caesar cipher, and rail fence cipher to improve the 
security of the ciphertext. The aforementioned cipher 
algorithms are implemented in order; as such, the output of the 
columnar is used as input to Caesar, and the output of Caesar is 
used as input to the rail fence, which produces the final 
ciphertext. 

As noted, these extended techniques rely on more 
processing rounds and complex calculation and transposition to 
secure the data. Yet, those techniques cannot be applied for 
micro-devices with limited resources or real-time applications 
requiring rapid encryption-decryption processes [32]. 
Accordingly, this research proposed a strong security technique 
resulting from the possible variation with low processing 
requirements. 

III. THE PROPOSED SYSTEM 
The proposed technique relies on predefined zigzag 

patterns drawn on a two-dimensional grid and can be extended 
to three-dimensional as required. The patterns can be created 
manually, as illustrated in Fig. 4, or automatically using graph-
based search, or randomly depending on the application and 
the device. In a typical implementation of the proposed 
techniques, these patterns are made publically available and 
exchanged between the sender and the receiver. Yet, to make 
the system secure, the number of these patterns should be large 
enough to avoid brute-force solving of the ciphertext. 
Moreover, some patterns can be made secret and shared only 
between the sender and the receiver. 

Besides, these patterns are saved in the sender and receiver 
devices in two arrays, one for the x-axis and the other for the y-
axis, as illustrated in Fig. 5. If a three-dimensional cube is 
utilized, another array is used for the z-axis.  Such 
representation requires low memory and can be traversed with 
O(n) complexity, where n is the size of the grid. The vast 
number of possible patterns maintains security. For a grid of n 
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cells, a total of (n!) can be generated. Moreover, given that n is 
variable, (n! * (n-1!)) total patterns can be generated if n is 
hidden. The value of n can be made invisible as the proposed 
technique allows for arbitrary padding at the end of the 
message before and after encryption. For example, for a 
message of length 6, 720 (6!) patterns are drawn on a grid of 
size 6 (2*3). Yet, after encryption padding, the message can 
appear of size 9, for example. Thus, for cryptanalysis to try all 
possible patterns, all patterns of the grid of sizes {9, 8, .., 1} 
should be examined. 

 
Fig. 4. Zigzag Patterns Examples. 

 
Fig. 5. Example of Array Representation of a Zigzag Pattern. 

A. Pattern Generation 
The pattern by which the transposition processes are 

implemented can be created in two forms and three ways. The 
zigzag patterns, which do not include any line-crossing, can be 
generated either manually or using graph-based techniques, as 
listed in Table I. 

TABLE I. PATTERNS LIST OF THE PROPOSED TECHNIQUE 

Pattern Type Generated Mechanism Advantages 

Non-crossing 
Zigzag  Manual Visually interpreted and 

verifiable.    

Returnable Pattern   
Graph Traversal (In-
order, pre-order, and 
post-order) 

Visually interpreted and 
verifiable and created 
automatically    

Crossing-Line 
Pattern  Manual or Randomly Easily created with wide 

varieties   

The line-crossing patterns can be created manually but 
preferably using random number generation. The grid size and 
the initial cell s are determined to generate a manual pattern. 
Then, the pattern is created following zigzag directions visiting 
all the cells once and terminating the traversing at the arbitrary 
final cell, e. The coordinates of the cells are preserved in the 
arrays based on the traversing order. Each pattern is saved with 
a unique identifier to reference between the sender and the 
receiver. Besides, a generated pattern can be kept secret and 
exchanged with the private key because the pattern can be 
represented as two arrays in a two-dimensional grid. Although 
the zigzag patterns required manual attention to avoid line-
crossing, these zigzag patterns can be generated using a graph 
representation of the grid and graph traversals mechanisms, 
such as in-order, pre-order, and post-order, as illustrated in 
Fig. 6. Nevertheless, as illustrated in Fig. 7, line-crossing 
patterns do not affect the security of the proposed technique. 
Instead, such line-crossing patterns allow for random patterns 
without the need for human attention or graph representation 
and traversals. 

 
Fig. 6. The Graph Representation for a Zigzag Pattern Generation. 

 
Fig. 7. Crossing-Line Pattern. 

B. Secret Key Value 
The secret or the private key of the proposed technique is 

represented with an integer value, which can be converted into 
binary as required. The private key of the proposed cipher 
technique referred to the grid size, the pattern to be utilized, 
and the padding options. There are two options for determining 

Grid-size: 6* 6, Indexing-Scheme: [1..6, 
1..6] 

 
x-array: [3, 3, 3, 2, 1, 1, 2, 2, 1, 1, 1, 1, 2, 2, 
2, 3, 3, 3, 4, 5, 6, 6, 5, 4, 4, 4, 4, 4, 5, 6, 6, 6, 

6, 5, 5, 5] 
y-array: [3, 2, 1, 1, 1, 2, 2, 3, 3, 4, 5, 6, 6, 5, 
4, 4, 5, 6, 6, 6, 6, 5, 5, 5, 4, 3, 2, 1, 1, 1, 2, 3, 

Connected Graph Representation 
 

s 

     

  

  

  

  

e 

      

……………………
 

Grid-size: 5* 5, Indexing-Scheme: 
[1..5, 1..5] 

 
x-array: [3, 3, 3, 4, 5, 5, 5, 5, 5, 4, 3, 

2, 1, 1, 2, 3, 4, 4, 4, 2, 2, 1, 1, 1, 2] 
y-array: [3, 2, 1, 1, 1, 2, 3, 4, 5, 5, 5, 

5, 5, 4, 4, 4, 4, 3, 2, 2, 3, 3, 2, 1, 1] 
 

272 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

the pattern, either a secret pattern embedded into the private 
key or the unique identifier of a public pattern. A secret pattern 
can be identified as starting by -1 value. The public pattern is 
identified with a unique positive identifier. The identifier can 
be of any length to continuously add patterns without limits. 
There are also two padding options to improve the security of 
the proposed technique, as listed in Table II. Table II lists the 
private key components in the proposed technique with 
examples. 

TABLE II. PRIVATE KEY COMPONENTS OF THE PROPOSED TECHNIQUE 

Components Description Example 

Length 

Four digits: The first digit 
indicates using public (0) or 
secret pattern (1). The next 
two digits indicated the 
length of the pattern (either 
length of the identifier or 
length of the included 
pattern). The next digit 
indicates whether padding is 
done before (0) or after 
encoding (1). If no padding 
occurs, then this digit can 
take any value.  

0160  using 
public pattern 
identified by 16 
digits with padding 
implemented 
before encrypting 

Grid size  4-digits for the two-
dimensional  

0610  six rows 
and ten columns 

Pa
tte

rn
 

Public 
Identifier 

Variable number of digits for 
the unique identifier 

Can be any 
number 

Secret 
Pattern  

Two concatenated arrays of 
size equal to the grid size 
(identified by the size field 
in the pattern) 

21211212  two 
concatenated 
arrays [2121] and 
[1212] that 
describe a pattern 
over 2*2 grid 

Pa
dd

in
g 

Before 
encoding 

Two digits to indicate the 
length of the padding at the 
end of the grid 

05  padding of 
length 5 

After 
encoding  

Two digits to indicate the 
length of the padding at the 
end of the ciphertext 

04  padding of 
length 4 

Example Keys  

1501|0505|33345555543211234442211123211123455555444432233211|06 

A secret pattern consists of 50 digits of the secret pattern or a 5x5 grid with 
six digits padding before encrypting 

0101|0505|0125214578|06 

A public pattern has an identity consisting of 10 digits with the same 
specification as the previous one 

C. Encryption 
The encryption process is implemented based on the 

specifications stated in the secret key. First, the grid is created 
based on the predetermined dimensions, utilizing the secret key 
components. The plain text components are placed inside the 
grid based on the pattern represented by the x-array and the y-
array. The ciphertext is produced by reading the grid row by 
row as the grid is filled. If padding is implemented before 
encoding, then the padded code (either 0’s in case of 
encrypting binaries or X’s in the case of encrypting letters) is 
considered in the last row(s) of the created grid. For example, 

if a 3x3 grid is utilized with two padding bits before encoding, 
then the value of the cells {(2,3), (3,3)}, will be zeros, and 
these cells will not be filled with the components of the 
plaintext as will be explained. If padding is implemented after 
the encoding, the padded code is attached after the ciphertext is 
produced. Algorithm 1 presents the encryption process. The 
significance of the padding is that, even with the same pattern 
and the same inputs, different pad lengths for the before 
encoding padding leads to a completely different output. 

Algorithm 1: Encryption 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

Input: mb, K (cols, rows, xs [], ys [], beforePadding, afterPadding) 
Output: cb 
Grid [][]:= Create-Grid (cols, rows) 
xPadding [],yPadding []:= IdentifyPaddingCells(beforePadding) 
For-Each x,y in xs, ys 
      IF (x,y ∈ xPadding , yPadding) 
             Grid [x,y] := 0 
      ELSE   
             Grid [x,y] := mbi, i++ 
For-Each c in Grid  
       cbi : = c 
 IF  (afterPadding > 0)  
       Concatenate (cb, pad) 

Notations:  
mb, cb: message block and the cipher block, respectively 
k: private key 
cols, rows: number of columns, and rows as determined by the private key, 
respectively 
xs, ys: the x-array and y-array of the pattern, respectively.  
beforePadding, afterPadding: length of the padding before and after 
encryption, respectively.  

As given in Algorithm 1, line 3 created the grid used by the 
encryption. The padded cells used before encryption are 
identified based on their numbers, as the last cells in the grid, 
as given in line 4. Lines 5-9 fill the grid following the pattern 
with the message (lines 8-9) or with padding (lines 6-7) if the 
pattern comes across the padding cell. Lines 10-11 create the 
ciphertext by reading the grid row by row. Finally, lines 12-13 
concatenate after encryption pads if it exists as determined in 
the key. 

D. Decryption 
The grid is created based on the predetermined dimensions 

after receiving the encrypted message (bit sequence or letter 
sequence) at the receiver side. The grid is filled in a row by 
row manner, similar to how the sender created the ciphertext in 
the last stage. Then, to retrieve the plaintext, the receiver will 
implement the same pattern as utilized in the receiver side, but 
this time to read the cells and reproduce the message. The 
padded code cells are skipped while reading the grid 
components if padding is implemented before encoding. At the 
same time, if padding is implemented after encoding, the last 
components of the received ciphertext will be removed. 
Algorithm 2 presents the decryption process. 

Algorithm 2 represents opposite operations. Line 3 created 
the grid. After encryption pads are removed, then in lines 5-6.  
Then, the grid is filled in lines 7-8. Lines 5-9 read the grid 
following the pattern and filling the message (lines 12-13) or 
skip padding (lines 10-11) if the pattern crosses the padding 
cell. 
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Algorithm 2: Decryption 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

Input:  cb, K (cols, rows, xs [], ys [], beforePadding, afterPadding) 
Output: mb 
Grid [][]:= Create-Grid (cols, rows) 
xPadding [],yPadding []:= IdentifyPaddingCells(beforePadding) 
IF  (afterPadding > 0)  
      Eliminate (cb, pad) 
For-Each c in Grid  
      cbi : = c 
For-Each x,y in xs, ys 
      IF (x,y ∈ xPadding , yPadding) 
             continue 
      ELSE   
             mbi := Grid [x,y], i++ 

Notations:  
mb, cb: message block and the cipher block, respectively 
k: private key 
cols, rows: number of columns, and rows as determined by the private key, 
respectively 
xs, ys: the x-array and y-array of the pattern, respectively.  
beforePadding, afterPadding: length of the padding before and after 
encryption, respectively. 

E. Multiple Encryption-Decryption 
Multiple patterns can be used with the same block with 

multiple rounds while considering the computational 
requirements at the sender and the receiver, as given in Fig. 8. 
Accordingly, multiple private keys are required for such a 
purpose. Nevertheless, multiple rounds can be done with the 
same key, as each round will contribute to the scrambling of 
the input. 

Encryption

Key 1, 2, .. 

OutputInput 

Encryption

Message

Decryption

Key 1, 2, .. 

OutputInput 

Decryption

CipherCipher Message

 
Fig. 8. Multiple Encryption-decryption. 

IV. EXAMPLES 
An example of encrypting and decrypting a plaintext 

represented using a binary code and a private key, which 
specify the size of the grid and the pattern, is given in Fig. 9. A 
single block is encrypted and decrypted using the given key in 
the example. The rest of the blocks can be encrypted and 
decrypted in the same way if the same key is utilized. 
Otherwise, different grid-size and different patterns are 
utilized. 

 
Fig. 9. Example of Binary Encrypting and Decrypting. 

 
Fig. 10. Example of Letters Encrypting and Decrypting . 

As shown in Fig. 10, the second example represents the 
encrypting and decrypting of letters and numbers. The process 
is identical to the previous examples. Using different keys 
leads to using different grid sizes, different patterns, and 
different encoding padding. The letters in the example can be 
encrypted directly as given in the example or converted into 
binary code and encrypted bit-wise. 

As given in Fig. 11, the third example represents the 
encrypting and decrypting of binary code before encoding 
padding. As noted, the results were contributing to more 
scrambling of the message. 

 
Fig. 11. Example of Binary Encrypting and Decrypting with Padding. 

V. SECURITY CONCERNS 
Unlike the substitution cipher, attacks on transposition 

cipher do not depend on linear and differential cryptanalysis 
[33, 34]. Instead, the attacks on transposition cipher depend on 
guessing the key with statistical analysis of the n-gram of the 
language [35]. In such a process, the optimization algorithms 
reduce the time required by the brute-force approach. 
Accordingly, there are two strength issues to defeat such 
cryptanalysis: increasing the keyspace and increasing the 
possibilities of the transposition and scrambling processes. In 
the proposed technique, the key size has been increased to 
variable size, given that the size can be encapsulated into the 
private key itself. Although the size of the block can reveal 
much about the grid possibilities, using padding in two ways 
increases the block’s size and leads to variable block size. 
Accordingly, padding the text with long pads are preferable to 
increase the security of the proposed technique. Moreover, as 
the encryption patterns are hidden in the private key, it is hard 
to implement all possible patterns to discover the correct one. 
Semantic security is granted in the proposed technique as it 
cannot infer any information from the ciphertext under an 
unknown key. To summarize, the security of the proposed 
technique can be listed as given in Table III. 

The proposed system’s validation is implemented based on 
various texts encrypted with random keys and with reference to 
the frequency distribution graph of the standard English letter, 
as illustrated in Fig. 12. This validation assumes that the 

Key: 0101|0606|2025214515|00 
Message: 

100111001011010001010001011110100111 
Cipher:   

110110100111101110000010110100101010 
 

Key: 0091|0505|145786952|00 
Message: 

ABCDEFGHIJKLMOPQRSTUVWXYZ 
Cipher:    

VWABCUXYZDTSRQELMNPEKJIHG 

Key: 0100|0606|2025214515|11 
Message: 

ABCDEFGHIJKLMOPQRSTUVWXYZ 
Cipher:    

EDCRSTFGBQZUIHAPYVKLMOXWK 
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attacker captures the ciphertext without knowing the key. 
Accordingly, the attacker implements frequency distribution to 
analyze the captured ciphertext. An example of this graph is 
given in Fig. 13(a). The attacker then compares the frequency 
distribution graph with the Standard English Letter. Matching 
is then implemented by shifting the distribution graph to match 
the distribution graph of the English letters. As given in 
Fig. 13(b), the matching can be found by shifting the ciphertext 
graph by 3 letters. Shifting has been determined as the letter 
“E” is the most frequent in English, while letter H is the most 
frequent letter of the ciphertext graph, as it has been used in 
padding. Yet, the plaintext was not obtained as the reverse 
shifting is implemented. Accordingly, frequency analysis of 
1000 different samples and shifting is determined by matching 
the frequency graph of each sample with the letter “E”. The 
obtained results after shifting did not match any input text of 
these samples. 

TABLE III. STRENGTH ASPECTS OF THE PROPOSED TECHNIQUE 

Strength Aspect Description 

Vast patterns The number of patterns that can be created is large 

Variable grid size Using padding, the actual size of the grid is hidden  

Long key  The key length can be large with patterns included or 
long pattern identity 

Hidden pattern  Secret patterns make the process of breaking the 
cipher harder 

 
Fig. 12. Standard English Text Frequency. 

 
(a) Example Frequency Graph. 

 
(b) Example Frequency Graph after Shifting. 
Fig. 13. Frequency Analysis of Ciphertext. 

VI. CONCLUSION 
In this paper, a technique for a transposition block cipher is 

proposed based on arbitrary grid size, initial point, and 
arbitrary zigzag patterns. The proposed technique improves the 
security of the ciphertext by scrambling the letters or the bits of 
the plaintext in an unpredicted manner. The time and memory 
requirements of the proposed technique are maintained as low 
as possible to cope with the requirements of currently utilized 
micro-devices and real-time applications. Accordingly, the 
proposed technique is of O (n) complexity, where n is the 
grid’s size. High security is maintained using a large key, data 
block of variable size with vast possible patterns. To defeat the 
cryptanalysis, the block size is increased using padding in two 
ways. Two similar paddings, yet with different lengths, lead to 
a completely different output even with the same pattern and 
the same inputs, which improves the security of the proposed 
system. Accordingly, hiding the patterns, the block size, and 
the padding in the private key makes it is hard to implement all 
possible patterns to discover the correct one. The frequency 
analysis implemented proves the security of the proposed 
technique. 
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Abstract—Composites being the key ingredients of the 
manufacturing in the aerospace, aircraft, civil and related 
industries, it is quite important to check its quality and health 
during its manufacture or in service. The most commonly found 
problem in the CFRPs is debonding. As debonds are subsurface 
defects, the general methods are not quite effective and require 
destructive tests. The Optical Pulse Thermography (OPT) is a 
quite promising technology that is being used for detecting the 
debonds. However, the thermographic time sequences from the 
OPT system have a lot of noise and normally the defects 
information is not clear. For solving this problem, an improved 
tensor nuclear norm (I-TNN) decomposition is proposed in the 
concatenated feature space with multilayer tensor decomposition. 
The proposed algorithm utilizes the frontal slice of the tensor to 
define the TNN and the core singular matrix is further 
decomposed to utilize the information in the third mode of the 
tensor. The concatenation helps embed the low-rank and sparse 
data jointly for weak defect extraction. To show the efficacy and 
robustness of the algorithm experiments are conducted and 
comparisons are presented with other algorithms. 

Keywords—Improved tensor nuclear norm; low-rank 
decomposition; concatenated feature space; optical thermography 

I. INTRODUCTION 
For the task of extracting weak defect information in the 

thermal sequences of carbon fiber reinforced polymer (CFRP) 
debonds using the optical pulse thermography (OPT) based 
technology, post-image processing techniques are generally 
used. In [1], principal component analysis (PCA) is used along 
with the OPT for detecting the debonds in the CFRP. The PCA 
algorithms decompose the thermal sequence data into a low 
dimensional space using either the eigenvalue decomposition 
or the singular value decomposition (SVD). The algorithm 
provides reasonable results for detecting the debond defects in 
the CFRPs. In [2], another decomposition-based algorithm is 
proposed called the independent component analysis(ICA). 
The algorithm is similar to the PCA and provides reasonable 
results for detecting the debonds in CFRPs. In [3], the authors 
propose a polynomial-based decomposition algorithm called 
the thermal signal reconstruction (TSR). It works in the 
logarithmic domain and performs the polynomial fitting to 
extract the defect information in the thermal video sequences. 
The algorithm performs a little better than PCA and ICA 
however, it has a long-running time. In [4], [5], pulse phase 
thermography (PPT) is proposed. It employs an extension to 
the TSR algorithm in the frequency domain and extracts the 
amplitude and phase information for defect analysis. The PPT 
algorithm utilizes the Fourier Transform for extracting the 

defects information in the thermal sequences. In [6], [7], sparse 
principal component thermography (SPCT) is proposed for 
debonding detection in composites. This algorithm is an 
extension of the PCA algorithm. It induces sparsity into the 
algorithm. This algorithm works well for the flat shape 
specimen. In [8], feature embedding is proposed which uses the 
joint feature space for low-rank and sparse analysis. In [9], a 
tensor decomposition algorithm is proposed called the 
ensemble variational Bayes tensor factorization (EVBTF). It 
employs a multilayer architecture with tensor decomposition. 
The algorithm is used for detecting the debonds in the CFPR 
specimen using optical pulse thermography. The specimen 
under test was the flat rectangular shape CFRPs with debond 
defects at multiple depths and with multiple diameters. Another 
multilayer decomposition approach is proposed in [10] called a 
sparse mixture of Gaussian (S-MoG) for debond detection in 
composites. The algorithm provides reasonable results for the 
flat shape CFRP. Also, this algorithm is tested for the irregular 
shape CFRP V-shaped having debond defects at the elbow 
location. 

The problem with existing approaches and algorithm is that 
as the depth of the defect on the specimen increases or the 
diameter of the defect on the specimen decreases, the detection 
performance gets worse and the algorithms fail to detect the 
defects. Also, when the existing algorithms were tested on an 
irregular (V-Shape) specimen their performance is not good 
[10]. The time consumption that is the running time of the 
algorithms representing their computational efficiency is 
another problem that needs to be dealt with for meeting the 
requirements of the online NDT. 

In this paper, we solve the task of debonding detection in 
CFRP composites using optical thermography by using the 
concatenated feature space where the sparse data, low-rank 
data, and reconstructed data are used in a joint concatenated 
matrix. Further, the eigendecomposition is used to represent 
this joint feature space. It helps embed the sparse and low-rank 
data in single feature space for optimization. Further, this is 
solved by an improved tensor nuclear norm (I-TNN) based 
core singular matrix utilization tensor decomposition 
framework. This utilization allows exploiting the tensor data in 
its third mode which is not fully utilized [11] and helps 
decrease the computational cost of the overall algorithm due to 
faster convergence. The I-TNN with core matrix 
decomposition helps extract the weak debond defect 
information. The proposed approach is compared with general 
and state-of-the-art optical pulse thermography-based NDT 
algorithms. The experiment is carried out with two different 
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CFRP specimens with a flat and irregular shape having 
multiple debond defects with multiple depths and diameters. 
The results reflect the efficacy of the proposed algorithm in 
detecting the weak and noisy defect information from the 
irregular shape CFRP specimen with less computation time 
where other algorithms fail. 

The rest of the paper is organized as; Section 2 presents the 
related work; Section 3 presents the proposed algorithm. 
Section 4 gives information about the experiment setup and 
specimen. Section 5 presents results and discussion. Section 6 
concludes the paper. 

II. RELATED WORK 
The algorithms used for the debond detection in CFRP 

using optical thermography can be classified as post-processing 
techniques that are used to enhance the defect contrast and 
resolution and to remove the unwanted background noise from 
the thermal sequences. The debonds are the subsurface defects 
with varying depths and diameters that are difficult to detect by 
using only optical thermography due to uneven heating and 
thermal noise present in the thermal video sequences. To 
remove this thermal noise such that the defects are visible in 
the thermal sequences, post-image processing techniques are 
used. However, by using these techniques the debond defects 
with small depth and larger diameters are easily detected, but 
the debond defects with higher depth and smaller diameter are 
still a challenge. Further, if these debonds are on irregular 
shape specimens such as elbows and joints, the debond 
detection problem becomes much more severe. Some of the 
recent methods and techniques to cater to this problem are 
discussed below. 

In [15], the authors proposed a new excitation method 
based on the laser thermal excitation for the debonding defect 
detection in the concrete specimen reinforced by fiber plastics. 
The authors validate their approach by providing numerical 
results and feasibility studies. In [16], the authors proposed a 
deep learning-based thermal image segmentation approach to 
quantify the debond defects in CFRP using optical 
thermography. The authors present a temporal and spatial deep 
network by integrating the cross-network learning strategy. 
The probability of detection is carried out as a quantitative 
measure in comparison with other algorithms and experiment 
results are presented for different CFRPs with debond defects. 
In [17], the authors present the wavelet feature-based thermal 
image segmentation for detecting debond defects in the CFRP 
using optical thermography. The PCA-based features are 
extracted from the thermal images which are further processed 
using the Gaussian Low Pass filtering in the wavelet domain. 
The F-score based comparison is presented with other recent 
algorithms. In [18], the authors propose a sparse low-rank 
matrix decomposition method for debond detection in CFRP. 
A joint decomposition is proposed with iterative sparse 
modeling. The visual results along with F-score based results 
are presented to prove the efficacy of the proposed model. In 
[19], the authors present a comparative study of extracting 
subsurface defects in thermal patterns. The non-negative 
matrix factorization methods are used and compared on the 
thermal data and results are presented in terms of detection 
accuracies. In [20], the authors present a comparison of tensor-

based defect detection using the eddy current thermography. 
The importance of using tensor-based algorithms is 
highlighted. Further matrix and tensor decomposition-based 
algorithms are also compared. In [21], the authors propose a 
method of defect depth estimation in a CFRP specimen with 
flat bottom holes using pulsed thermography. The analysis is 
presented to characterize the defect depth with regard to 
specimen thickness and defect size. In [22], the authors 
propose an automated defect detection method in thermal 
sequences using important frame selection, feature extraction, 
and image segmentation to detect the defect size. In [23], the 
authors propose a Levenberg-Marquardt algorithm to remove 
the uneven heating noise in thermal sequences. A comparison 
is also presented with the existing algorithms in terms of noise 
removal and image resolution. In [24], the authors propose an 
image segmentation algorithm using artificial intelligence and 
fuzzy clustering for defect detection in thermal sequences. 
Experimental analysis is carried out to show the efficacy of the 
proposed model. 

III. PROPOSED METHODOLOGY 
First, given the thermographic video sequences 𝒳 ∈

ℜ𝑛1×𝑛2×𝑛3, where (𝑛1,𝑛2) are the spatial resolution and 𝑛3 is 
the frame number. In tensor-based terminology, this is a three-
way tensor [11], [12]. We propose a multilayer joint 
decomposition structure [9], [10] of low-rank (𝐿) and sparse 
components (𝐶) as; 

𝒳1 = ℒ1 + 𝒞1              (1) 

For the second layer; 

𝒳2 = ℒ2 + 𝒞2 + 𝑓1(𝒳1)             (2) 

For the 𝑛𝑡ℎ layer; 

𝒳𝑛 = ℒ𝑛 + 𝒞𝑛 + 𝑓𝑛−1(𝒳𝑛−1)            (3) 

where 𝑓𝑛(𝑋𝑛) is the activation used for the multilayer data 
modeling. To extract the defect information we propose the 
following optimization problem [11], [12]; 

minℒ,𝒞‖ℒ𝑛‖∗ + 𝜕‖𝒞𝑛‖1 𝑠. 𝑡 𝒳𝑛 = ℒ𝑛 + 𝒞𝑛           (4) 

where ‖. ‖∗  represents the tensor nuclear norm, 𝜕  is the 
regularizing parameter and ‖. ‖1 is the 𝑙1 norm. The problem in 
(4) is solved in the concatenated feature space using two steps. 
In the first step, the low-rank term is solved in the other step 
the sparse term is solved. Given the thermographic sequences 
and initializations a concatenated Eigen matrix decomposition 
is proposed as; 

𝒀𝑛 = �
𝑿𝑛

𝑿𝑛 − 𝑪𝑛−1
𝑪𝑛−1

�             (5) 

Where 𝑛  is the layer number 𝑋 = 𝛽(𝒳)  is the tensor to 
matrix transformation and 𝒳 = 𝛽−1(𝑋)  is matrix to tensor 
transformation, same is used for 𝐶 𝑎𝑛𝑑 𝒞 . By joint 
concatenation of the low-rank and the sparse data, two benefits 
are obtained. First, we retain the original features of the 
thermographic sequences which helps prevent the estimated 
low-rank features to deviate from the original. Further, the 
residual data and sparse data allow us to embed the sparse 
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component into low-rank modeling which significantly helps to 
extract the weak defect information. It should be noted here, 
that this concatenation firstly occurs in the matrix feature space 
and the low-rank and sparse modeling is solved in the tensor 
feature space. This tensor-matrix sparse low-rank 
decomposition enables us to utilize both tools simultaneously. 
The problem in (5) is solved using a simple 
eigendecomposition as; 

𝒀𝑛 = 𝑼𝜞𝑽𝑇                (6) 

Where 𝑈 and 𝑉 are the left and right Eigen matrices and 𝛤 
is the diagonal matrix containing the eigenvalues. The first six 
principal components are selected after the decomposition. 
Based on the repeated experimental analysis the first six 
components contain the most useful low-rank information 
namely. 

Here 𝑠𝑣𝑡𝜕1(𝑆̅)  is the singular value thresholding for the 
matrix, 𝑠𝑡ℎ(𝒴)  is the soft thresholding for tensor [11] and 
𝑡 − 𝑠𝑣𝑡2

𝜌
(𝐿�) represents the tensor singular value thresholding 

for the tensor [12]. For the parameters we set 𝜕1 = 1
�𝑛𝑚𝑎𝑥

, 
𝑛𝑚𝑎𝑥 = max (min(𝑛1,𝑛2) ,𝑛3) . Here (𝑛1,𝑛2,𝑛3)  are the 
frames and rows and columns of core tensor respectively. 
𝜕 = 1

�max (𝑛1,𝑛2)𝑛3
, 𝜌 = 1.1 and the stopping condition is set as; 

‖ℒ𝑘+1 − ℒ𝑘‖ ≤ 𝜀 , 𝜀 = 1𝑒 − 5  based on our experimental 
analysis. For other applications, the parameters can be tuned 
accordingly. 

𝒴𝑛 = 𝛽−1((𝑼𝜞𝑽𝑇)1 𝑡𝑜 6)             (7) 

A. Improved TNN with Core Tensor Decomposition 
Let 𝒜 = 𝒰 ∗ 𝒮 ∗ 𝒱∗ be the tensor singular decomposition 

(t-svd) of 𝒜 ∈ ℜ𝑛1×𝑛2×𝑛3 . The tensor nuclear norm of 𝒜  is 
given as [12]; 

‖𝒜‖∗ ≔ < 𝒮, ℐ > =  ∑ 𝒮(𝑖, 𝑖, 1)𝑟
𝑖=1             (8) 

Where 𝑟 = 𝑟𝑎𝑛𝑘𝑡(𝒜) is the tensor tubal rank, 𝒮, ℐ  is the 
singular value and identity tensor. To utilize the information in 
the third mode of the tensor svd we use the core singular 
matrix decomposition. The related operators are 𝑺� = 𝛽(𝒮) and 
𝒮 = 𝛽−1(𝑺�), where 𝛽 and 𝛽−1 are the transforms between the 
core tensor 𝒮 ∈ ℜ𝑛1×𝑛2×𝑛3 and core matrix 𝑆̅ ∈ ℜ𝑛×𝑛3, where 
𝑛 = min (𝑛1,𝑛2). 

Further, the most significant components of this core tensor 
are found by approximating very few significant singular 
values. The core singular matrix approximation of the I-TNN 
rank is given as; 

𝑟𝑎𝑛𝑘𝑖(𝒜) = [𝑟𝑎𝑛𝑘(𝑺�), 𝑟𝑎𝑛𝑘𝑡(𝒜)]𝑇           (9) 

Based on the above rank the I-TNN with core matrix 
approximation is given as; 

‖𝒜‖∗ = ‖𝑺�‖∗ + 𝛾 ∑ 𝒮(𝑖, 𝑖, 1)𝑟
𝑖=1            (10) 

Where 𝛾  is the balancing term. Based on the improved 
tensor nuclear norm and core matrix decomposition the 
problem in (4) can be solved iteratively using ADMM [13] for 
each layer. 

ℒ𝑘+1 = arg minℒ  ‖ℒ‖∗ + 𝜌
2
�ℒ − 𝒴 + 𝒞𝑘 −

𝒟𝑘
𝜌
�
𝐹

2
         (11) 

𝒞𝑘+1 = arg min𝒞  𝜕‖𝒞‖1 + 𝜌
2
�ℒ𝑘+1 − 𝒴 + 𝒞 − 𝒟𝑘

𝜌
�
𝐹

2
       (12) 

𝒟𝑘+1 = 𝒟𝑘 + 𝜌(𝒴 − ℒ𝑘+1 − 𝒞𝑘+1)          (13) 

Where 𝜌 > 0  is the augmented lagrangian penalty 
parameter, 𝒟 is the dual variable, 𝑘 is the iteration number. For 
the problem in (11), it is solved using ADMM [13] in two 
steps. The first step solves the core matrix problem and the 
other. 

step solves the tensor nuclear norm problem. The 
optimization model for the two-step problem can be formulated 
as [11]. 

𝑳�𝑘+1 = arg min𝛽(𝒮)‖𝛽(𝒮)‖∗ + 1
2𝜕1

�𝒯 − 𝒴 + 𝒞𝑘 −
𝒟𝑘
𝜌
�
𝐹

2
  (14) 

Where 𝛿1 is the regularizing parameter and 𝒮 is from the t-
svd and 𝒯 is a temporary variable. The tensor with a low-rank 
core matrix can be given as; 

𝒵𝑘+1 = 𝒰 ∗ 𝛽−1(𝑳�𝑘+1) ∗ 𝒱𝑇          (15) 

The other step minimized the tensor nuclear norm as 
follows; 

ℒ𝑘+1 = arg  minℒ‖ℒ‖∗ + 𝜌
4
‖ℒ − 𝒵𝑘+1‖𝐹2           (16) 

The details are given in the Table I. 

TABLE I. MULTILAYER ADMM FOR I-TNN WITH CORE MATRIX 
DECOMPOSITION 

Input: Tensor data 𝒳 ∈ ℜ𝑛1×𝑛2×𝑛3 
Initialization: Given 𝜌,𝜕1, 𝜕,ℒ = 0,𝒞 = 0,𝒟 = 0 
For each layer 𝑛 solve; 
1. Solve the concatenated problem in (5) by (7) to get 𝒴 
2. While not converged do: 

3. Compute [𝒰,𝒮,𝒱] = 𝑡 − 𝑠𝑣𝑑(𝒴 − 𝒞 + 𝒟
𝜌

)  

4. Update 𝑺� ≔ 𝛽(𝒮) 
5. Compute 𝑳�: = 𝑠𝑣𝑡𝜕1(𝑺�) 

6. Update 𝒵: = 𝛽−1(𝑳�) 
7. Update ℒ̅ ≔ 𝒰 ∗ 𝒵 ∗ 𝒱𝑇 
8. Update ℒ: = 𝑡 − 𝑠𝑣𝑡2

𝜌
(ℒ̅) 

9. Compute 𝒞: = 𝑠𝑡ℎ𝜕
𝜌

(𝒴 − ℒ + 𝒟
𝜌

) 

10. Update 𝒟 ≔ 𝒟 + 𝜌(𝒴 − ℒ − 𝒞) 
11. End while 
Output: ℒ𝑛,𝒞𝑛 ,𝒟𝑛  

IV. EXPERIMENTAL SETUP AND SPECIMEN DETAILS 
Regarding the experimental setup, the OPT system 

available at our lab can be seen in Fig. 1. In the OPT system, 
halogen lamps are used as an excitation source to induce heat 
into the specimen. A 𝑍𝑌 − 𝐵 type excitation source is used at 
the back of the halogen lamps with model 𝐼𝑇𝐸𝐶𝐻 − 𝐼𝑇6726𝐺. 
This model supports an adjustable power source that can be 

279 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

280 | P a g e  
www.ijacsa.thesai.org 

tuned up to 3𝑘𝑊. In our experiments, we set the power of the 
excitation source to 2𝑘𝑊. The experiments are conducted in 
the reflection mode configuration [14]. The 85𝑐𝑚 distance is 
selected between the lamps and the specimen. To capture the 
thermographs of the sample an infrared camera is used model 
𝐴655𝑠𝑐. The output resolution of the infrared camera is set to 
640 × 480 per frame. The infrared camera used has a thermal 
sensitivity of 0.05°𝐶. Further, a sampling frequency of 50𝐻𝑧 
is selected for our experiments. 

To validate the proposed model, two different CFRP 
specimen is selected. The CFRP specimen was obtained from 
the Chengdu Aircraft Design Institute of the China Aviation 
Industry. The obtained specimen is similar to the ones used in 
the design and manufacturing of aircraft and related 
components. The first specimen has a rectangular shape and a 
flat surface. The second sample is like a 𝑉 shape with joints 
and edges. Both the specimen have debonded defects created 

by inducing the Teflon inserts at various depths and different 
diameters. The detailed information about the specimen shape 
and defects can be found in Table II. 

 
Fig. 1. The Optical Pulse Thermography System. 

TABLE II. INFORMATION ABOUT THE CFRP SPECIMEN 

Number Defect Profile Dimension(mm) Defect Information(mm) Picture 

1 

 

250×250×24.2 
Depth:1, 2 
Diameter:2,4,6,8,10,12,16,

20 

 
 

3 

 

100×100×80 
Depth:1.5,1.75,2,2.25,2.5,2

.75 
Diameter:9, 10 

 

V. RESULTS AND DISCUSSION 
In this section, the results are presented from the 

experiments. The visual results along with the F-score [9] and 
computation time are presented. The experiments are carried 
out using the optical pulse thermography system shown in 
Fig. 1. The repeated experiments were carried out to collect the 
thermographic sequences used. The reflection mode 
configuration is used with the standard camera, excitation 
source, and specimen distance given in [9]. The algorithms 
used in competition with the proposed algorithm are PPT [4], 
TSR [3], SPCT [6], EVBTF [9], and S-MoG [10]. The F-score 
and computation time results are given in Table III. The 
proposed algorithm was run up to four layers and the third 
layer results were found to be clear with better resolution and 
contrast for detecting the debond defects. 

The defect detection results from the algorithms in 
comparison are given in a tabular form shown in Fig. 2. All the 
results for both specimens can be seen in Fig. 2. Fig. 2(Row 1) 
shows the comparative results for specimen 1. It is a 
rectangular-shaped specimen having a flat surface and 10 
debond defects. The depths of the debonds are 
( 1mm and 2mm ) with varying diameter sizes. All the 
algorithms are run on a single computer to avoid any unfair 
processing advantage. From Fig. 2 (Row 1) it can be seen that 
most of the algorithms can detect at most 9 out of 10 defects. 
However, the strong noise is still present which limits the 
performance of algorithms in the scenario when the 
information about the defects is unknown. The proposed 
algorithm gives reasonable results with a reduction in noise and 
improvement in the resolution contrast of the specimen. The 
proposed algorithm can detect all defects where other 
algorithms fail. 
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 PPT [4] TSR [3] SPCT [6] EVBTF [9] S-MoG [10] Proposed 

1 

      

2 

     

 

Fig. 2. The Comparative Analysis of different Algorithms. 

TABLE III. COMPARATIVE RESULTS F-SCORE (LEFT) AND TIME TAKEN (RIGHT IN SECONDS) 

Specimen Number PPT [4] TSR [3] SPCT [6] EVBTF [9] S-MoG [10] Proposed 

1 0.94 135 0.94 271 0.94 40 0.94 1342 0.94 173 1 26 

2 0.75 146 0.88 601 0.88 43 0.75 753 0.88 125 1 6 

Average 0.84 140 0.91 436 0.91 41 0.84 1046 0.91 149 1 16 

Fig. 2(Row 2) shows the results for the second specimen. It 
has a V shape with an irregular surface. It is a more challenging 
specimen with defect depths ranging from 
(1.5, 1.75, 2, 2.25, 2.5, 2.75)mm.  Here, the defect diameters 
are(9 and 10)mm. It can be seen from Fig. 2(Row 2) that 
almost all algorithms fail to detect the debond defects. The 
strong noise is present and the resolution of the defects is quite 
poor. The proposed algorithm can detect all the defects with 
reasonable noise reduction and acceptable resolution. As the 
proposed algorithm utilizes a multilayer structure, the results in 
Fig. 2 are obtained by two layers of the algorithm. This layer 
number is selected based on the experimental analysis with 
multiple experiments on different data. However, due to the 
concatenated feature space where low-rank, sparse, and raw 
data are decomposed using a single feature space further 
layering does not significantly improve the results but in turn, 
incurs the additional computation cost. From the visual results, 
it can be argued that the proposed I-TNN with core matrix 
decomposition using a concatenated feature space in a 
multilayer architecture can detect smaller and deeper debond 
defects using OPT-NDT. 

Table III shows the F-score and computation time results. 
For both specimens, the results are averaged in the last row of 
the Table III. On average, the PPT [4] and EVBTF [9] 
algorithms have the detection efficiency of 84% with 140sec 
and 1046sec as the average computation time. The TSR [3], 
SPCT [6] and S-MoG [10] algorithms have the 91  average 
percent of defect detection. Their running times are 
436sec, 41 sec and 149sec respectively. The proposed model 
has 100% defect detection accuracy for the specimen under 
test. Using the concatenated feature space a simple eigen 
decomposition is carried out and only 6  principal eigen 
components are selected which help significantly in reducing 
the computation time enhancing the resolution of defects by 
multilayer I-TNN core matrix decomposition approach. The 
average computation time taken by the proposed model is 
16sec. 

VI. CONCLUSION AND FUTURE WORK 
In this paper, a joint concatenation of the low-rank and 

sparse features is proposed. The I-TNN algorithm with core 
matrix-tensor decomposition in multilayer architecture is 
proposed for iteratively solving the feature space. The 
proposed approach is used for detecting the debond defects in 
the CFRP specimen using optical pulse thermography. By 
multi-layering, the low-rank and sparse components in a 
concatenated feature space help boost the convergence, 
eliminating the noise and detecting the debond defects with 
small diameter and varying depth. The comparative analysis 
with general OPT-NDT and other low-rank sparse and tensor 
modeling algorithms proves the debond detection capability of 
the proposed algorithm. 

The possible future extensions of this work will be the 
testing of this work on several new and different CFRP 
specimens. Further, the proposed algorithm can be tested and 
validated on the eddy current thermography data, microwave 
thermography data, and other thermography data. Further apart 
from the debond detection the algorithm can also be used for 
other defects using as delaminations and crack in CFRP and 
other metal structures. 
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Abstract—Online Nurse Test for Indonesian Nurse 
Competency (ONT UKNI) is a mobile application that was 
developed to help increase the success rate of nurse competency 
test participants. By using this application, users can learn more 
about the materials tested and conduct try out as a competency 
test simulation. However, ONT UKNI has not yet passed 
adequate testing stages, especially in terms of User Interface/User 
Experience (UI/UX). The Covid-19 pandemic situation presents 
challenges in the UI/UX testing process. Testing process which is 
ideally carried out face-to-face with respondents to get further 
insight, have to be carried out using another approach following 
the new normal protocol. This study aims to test the usability of 
UI/UX with an unmoderated remote testing approach on ONT 
UKNI application using a USE questionnaire. The test was 
performed using 26 respondents and all were nursing profession 
students of Universitas Muhammadiyah Yogyakarta. 
Respondents performed 8 tasks on ONT UKNI and answered set 
of questionnaire that will be tabulated and analyzed. The results 
indicate that usefulness, ease of learning, and satisfaction 
variables get the Very Good category while the ease of use 
variable gets the Good category. Overall, usability testing using 
an unmoderated remote testing approach can be carried out and 
able to provide information about areas where users are satisfied 
with ONT UKNI application. However, some areas still have 
room for improvement such as better UI design and 
implementation of gamification. 

Keywords—Mobile learning; nurse competency test; 
unmoderated remote testing; usability 

I. INTRODUCTION 
Mobile-based learning media is not a new thing in an effort 

to improve the quality of educational outcomes. Rapid growth 
of mobile technology and its application gradually replace the 
role of computer [1]. The author in [2] conducted research on 
the effectiveness of using Android-based learning media for 
biology subjects in high school students. From the research 
conducted, it is known that the learning media has a positive 
impact. Android-based learning media increases interest and 
motivation in learning which indirectly increases the 
effectiveness of learning outcomes. Android-based learning 
media provides several advantages such as attractive designs, 
both in terms of images, colors, and writing. Learning media is 
also easy to use independently either at school or outside of 
school. In another study conducted by [3], it is known that 
school students are easier to accept learning materials in digital 
form than in written or oral form. Digital learning media such 
as Android-based learning media application have several 
advantages, such as ease of use, can be used for learning 

anywhere, and can be used offline [4]. This shows that mobile 
applications are increasingly popular for use in education area. 

Online Nurse Test for Indonesian Nurse Competency (ONT 
UKNI) is a mobile application that was developed and aimed 
to increasing the success rate of nurse competency test 
participants [5]. By using this application, users –in this case 
are nursing profession students- can learn about the materials 
tested at competency test and conduct try out as competency 
test simulations. However, ONT UKNI has not passed 
adequate testing stages, especially in terms of user experience 
or User Interface / User Experience (UI/UX). This is important 
because user experience determines the success or failure of a 
product [6]. If product’s usability cannot satisfy user, it will 
hinder the overall quality of the application. Thus developer 
should consider usability when design an application so it will 
meet its purpose [7]. Furthermore, [8] added that the mobile 
app needs to go through a thorough testing phase due to several 
factors such as the limited screen size. For this reason, it is 
necessary to conduct user-oriented testing to ensure feasibility 
and user experience. 

Usability testing can be used to test feasibility and user 
experience [9]. The author in [10] conducted research related to 
usability testing on the online guardianship application STMIK 
AMIK Bandung by using a USE questionnaire as a research 
instrument. Although USE questionnaire lack of evidence in 
reliability and validity, it provides insight for researchers in 
terms of usefulness, satisfaction, and ease of use [11][12]. The 
author in [13] conducted usability testing research on YouTube 
websites among Malaysian teenagers using the same 3 criteria, 
namely usefulness, satisfaction, and ease of use. Apart from the 
USE questionnaire, there are also several other usability testing 
instruments, such as the User Experience Questionnaire (UEQ) 
and the System Usability Scale (SUS) [14][15]. The author in 
[16] performed usability testing on the MyTelkomsel mobile 
application using 5 criteria, namely: learnability, efficiency, 
memorability, error, and satisfaction. The data collection 
technique used was a survey with SUS instrument, observation, 
and direct interviews. Based on this research, it can be seen 
that the interview technique helped researchers to get further 
insight and find solutions to the problems that respondents 
complains about the MyTelkomsel application. The author in 
[17] also used a survey and interview techniques in usability 
testing with certain variables, such as demographic 
information, using experience, ease of use, and usefulness. 

The Covid-19 pandemic situation presents challenges in the 
UI/UX testing process. The author in [18] even stated that 
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based on a study conducted by researchers from Harvard 
University, Covid-19 protocols such as physical distancing will 
last until 2022. This conditions certainly become obstacles and 
challenges in various sectors, including the software testing 
sector. UI/UX testing, which ideally be carried out in-person 
with respondents to get optimum feedback, should be carried 
out using another approach following the new normal protocol 
policy [19][20]. This can be overcome by conducting UI/UX 
testing with an unmoderated remote usability testing approach 
[21]. Unmoderated remote usability testing offers flexibility 
within time and distance constraints. 

Based on the explanation above, the researcher decided to 
conduct usability testing on ONT UKNI application using an 
unmoderated remote testing approach. Unmoderated testing is 
a test where respondents try the product being tested and 
provide an assessment without being accompanied by a 
moderator [22]. The moderator creates a test scenario for 
respondents to follow who will then provide an assessment. 
Remote testing approach can solve problems related to distance 
since respondents can be located anywhere [23][24]. Thus, 
remote testing considered suitable to be used considering 
physical distancing protocol during Covid-19 pandemic 
situation. USE questionnaire instrument was used to obtain 
qualitative data then processed further to determine user 
experience in terms of usefulness, satisfaction, ease of use, and 
ease of learning. This research contributes to theoretical and 
practical basis of using USE questionnaire in unmoderated 
remote testing and encourages professionals to adopt this 
approach. 

II. ONT UKNI BACKGROUND 
Nursing education is one area that can benefited of Android 

applications as a learning media for the preparation of the 
Indonesian Nurses Competency Test (UKNI). UKNI is a 
process to determine whether or not someone is eligible to 
become a nurse in Indonesia [25]. The author in [26] stated that 
the graduation rate in 2018 was 57.1% with 26,208 graduates, 
in 2019 it was 58.6% with 29,240 graduates, and in 2020 it was 
54.4% with 23,663 graduates. This figure is quite low 
considering the need for the nursing profession in Indonesia is 
quite high. Indonesian Central Statistics Agency predicts that 
the need for nurses in Indonesia is 48,253,428 nurses with a 
ratio of 180 nurses per 100,000 population [27]. The need for 
an additional number of nurses in Indonesia in 2019 is 
predicted to be 372,534 nurses [28]. This is in line with the 
statement of the Professor of the Faculty of Nursing 
Universitas Indonesia, Achir Yani Hamid, who stated that the 
number of Indonesian nursing personnel was only 60% of the 
total population where the world standard was 80% [29]. 

The author in [30] stated that the obstacles faced by UKNI 
participants were lack of focus and lack of time to prepare, 
considering that most UKNI participants were students who 
were practicing the nursing profession. Another reason was the 
participants' ignorance about the UKNI concept, especially 
regarding the UKNI test grid. The author in [31], [32], and [33] 
analyze the factors that influence UKNI graduation, including 
try out, Grade Point Average, learning style, and learning 
motivation. 

ONT UKNI was developed to overcome problems that 
have been stated before. It is a mobile application which has 
features such as learning material and try out simulation as 
shown in Fig. 1. Learning materials and try out given have 
been adapted to the material being tested at UKNI to provide 
real experience regarding nurse competency test. 

 
Fig. 1. ONT UKNI Mobile Application. 

III. METHODOLOGY 
This study used a four-step procedure. Fig. 2 shows the 

research methodology used in this study. The authors start 
from literature review, requirement analysis, usability testing 
and data tabulation, and analysis. 

Literature Review

Requirement Analysis
• Research Instrument
• Research Variable
• Population and Sample
• Testing Scenario

Usability Testing and Data Tabulation
• Variables Value
• Class Interval

Analysis
 

Fig. 2. Research Methodology. 

A. Literature Review 
The authors examine several theories sourced from books, 

reputable online sources, or journals. Several theories used in 
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this research include usability testing, USE questionnaire, 
testing, population, sample, data tabulation. This stage also 
aims to explore and find references related to previous studies. 

B. Requirement Analysis 
Research instruments and variables will be determined in 

this phase. The research instrument used to perform usability 
testing on a number of respondents. Sample size of respondents 
were taken from the population who are potential users of ONT 
UKNI application. Respondents will be asked to perform 
several steps contained in the test scenario that has been given 
by the author. Respondents were given 30 days to try the ONT 
UKNI application with the aim of getting as much user 
experience as possible. After that the respondents will fill out a 
questionnaire provided by the author. 

C. Usability Test and Data Tabulation 
At this stage the respondents will fill out an online 

assessment questionnaire based on the experience they have 
gained while using ONT UKNI application. The usability 
testing process is carried out remotely using Google Forms and 
is not moderated by researchers. Calculation of the value of 
each variable used in usability testing is carried out. Each 
variable used will be categorized based on class intervals. 

D. Analysis 
Usability test and data tabulation results were analyzed to 

find out how the results of each research variable were used. 
Recommendations regarding applications were analyzed to 
give ONT UKNI developer insight. 

IV. RESULTS AND DISCUSSION 

A. Requirement Analysis 
1) Research instruments and variables: At this stage the 

authors determine the instruments and research variables used. 
The assessment scale used in the questionnaire is Likert scale 
with descriptive statements converted into numerical values as 
in Table I. USE questionnaire developed by Arnold M. Lund 
in 2001 was used as a test instrument [12]. USE questionnaire 
consists of 30 statements which are divided into four variables 
of assessment variables, namely: usefulness, ease of use, ease 
of learning, and satisfaction. Usability instrument has been 
modified according to the scope of the research as shown in 
Tables II to V. 

TABLE I. LIKERT SCALE ASSESSMENT CRITERIA 

Statement Mark 

Strongly agree 5 

Agree 4 

Neutral 3 

Disagree 2 

Strongly Disagree 1 

2) Research population: The population in this study were 
prospective users of ONT UKNI application, namely students 

of the nursing profession at the Universitas Muhammadiyah 
Yogyakarta who were at PKU Yogyakarta Hospital. This 
population was chosen because UKNI is a test for professional 
students to get nurse certification. Thus respondents were in a 
preparation for UKNI. From the entire population of nursing 
profession students of Universitas Muhammadiyah 
Yogyakarta who were interns at PKU, several samples taken 
to become respondents in usability testing. 

TABLE II. USEFULNESS QUESTIONNAIRE INSTRUMENT 

No Questions 

U1 Does ONT UKNI application help me to be more effective in 
preparing for UKNI? 

U2 Does ONT UKNI application help me to be more productive in 
preparing for UKNI? 

U3 ONT UKNI application is very useful in preparing for UKNI. 

U4 ONT UKNI application makes me more flexible in managing my 
study time to face UKNI. 

U5 ONT UKNI application makes the learning process to deal with 
UKNI easier to do. 

U6 ONT UKNI application saves me time in preparation for UKNI. 

U7 ONT UKNI application fulfills my needs in preparation for UKNI. 

U8 ONT UKNI app did a lot of what I expected with regards to UKNI 
preparation. 

TABLE III. EASE OF USE QUESTIONNAIRE INSTRUMENT 

No Questions 

EU1 ONT UKNI application is easy to use. 

EU2 ONT UKNI application is practical to use. 

EU3 ONT UKNI application is user friendly. 

EU4 ONT UKNI application requires a few steps when I want to use a 
feature in the application. 

EU5 This application is very flexible. 

EU6 Using ONT UKNI application does not require a lot of effort. 

EU7 I can use ONT UKNI application without requiring written 
instructions or guidance. 

EU8 I did not find any inconsistencies in ONT UKNI application. 

EU9 Users who regularly or only occasionally use ONT UKNI 
application will love this application. 

EU10 I can solve errors in using ONT UKNI application easily. 

EU11 I managed to use ONT UKNI app every time. 

TABLE IV. EASE OF LEARNING QUESTIONNAIRE INSTRUMENT 

No Questions 

EL1 I was able to quickly learn how to use ONT UKNI app. 

EL2 I can easily remember how to use ONT UKNI application. 

EL3 ONT UKNI application is easy to learn. 

EL4 I quickly became proficient in using ONT UKNI application. 
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TABLE V. SATISFACTION QUESTIONNAIRE INSTRUMENT 

No Questions 
S1 I am satisfied with ONT UKNI application. 

S2 I will recommend ONT UKNI application to my friends. 

S3 Using ONT UKNI application is very fun. 

S4 ONT UKNI app worked as I expected. 

S5 ONT UKNI application has a nice display. 
S6 I feel the need to use ONT UKNI application in preparation for UKNI. 

S7 ONT UKNI application is convenient to use in preparing for UKNI. 

3) Sample size: The sampling technique used is simple 
random sampling where each member of the population has 
the same opportunity to become a respondent. The size of 
sample is determined using the Slovin formula approach as 
described as in (1). 

𝑛 = 𝑁
1+𝑁 (𝑒)2

               (1) 

Where: 

n = Sample size 

N = Population Size 

e = error rate 

The population size of nursing profession students at 
Muhammadiyah Yogyakarta University who are at PKU 
Yogyakarta Hospital is 27 students. The error rate used in the 
search for the sample size is 5%. By using (1), it can be 
calculated the sample size used in the usability test. The sample 
size used was 25.292 respondents which were rounded up to 26 
respondents. 

n = 27
1+27 (0,05)2

= 25,292  

4) Testing scenario: Testing is carried out without 
moderation and remotely considering the Covid-19 pandemic 
situation. Remote testing is possible in the presence of a test 
scenario [34]. Test scenario consists of 8 steps in a task-based 
form and aims to ensure that respondents have tried and 
understood the features of ONT UKNI application. Table VI 
shows the scenarios that will be carried out by respondents 
remotely without moderation. Test scenario is made as simple 
as possible to make it easier for respondents to follow and 
does not require any clarification from researchers [24][35]. 
26 respondents in this study carried out a number of activities 

following the scenario given by the research team. 
Respondents were given 14 days to try ONT UKNI 
application and carry out the given scenario and try ONT 
UKNI application. After 14 days, the respondent will assess 
the usability of ONT UKNI application using the provided 
instrument. 

B. Usability Testing and Data Tabulations 
Tables VII to X shows post-usability test results that were 

tabulated and compiled. From the test results, it can be 
calculated the value of each variable used. Equation (2) used to 
determine the usability variable, ease of use, ease of learning, 
and satisfaction value. 

Nilai Variabel = s
nr 𝑥 np

             (2) 

Where: 

s = Total value 

nr = Number of respondents 

np = Number of statements 

Usefulness variable value =  
876

26 𝑥 8
= 4,21 

Ease of Use variable value =  
1190

26 𝑥 11
= 4,16 

Ease of Learning variable value =  
447

26 𝑥 4
= 4,29 

Satisfaction variable value =  
766

26 𝑥 7
= 4,20 

TABLE VI. TASK SCENARIO 

No Scenario 
1 Downloading the ONT UKNI application apk that has been shared 

2 Installing ONT UKNI application 

3 Running ONT UKNI application 

4 Try the study menu 

5 Try the training menu 

6 Checking the value of the results of the exercise and discussion 
7 Try the menu about developer 

8 Exit UKNI ONT app 
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TABLE VII. USEFULNESS (U) 

No 
Likert Scale 

N Min Max Mean SD 
Strongly Agree Agree Neutral Disagree Strongly Disagree 

U1 8 16 1 0 1 26 1 5 4,15 0,818 
U2 6 18 1 0 1 26 1 5 4,08 0,781 
U3 9 15 2 0 0 26 3 5 4,27 0,592 
U4 8 16 1 1 0 26 2 5 4,19 0,680 
U5 9 14 2 1 0 26 2 5 4,19 0,735 
U6 11 14 1 0 0 26 3 5 4,38 0,560 
U7 7 17 1 1 0 26 2 5 4,15 0,662 
U8 9 16 0 1 0 26 2 5 4,27 0,654 

TABLE VIII. EASE OF USE (EU) 

No 
Likert Scale 

N Min Max Mean SD 
Strongly Agree Agree Neutral Disagree Strongly Disagree 

EU1 10 13 2 1 0 26 1 5 4,23 0,750 
EU2 6 18 2 0 0 26 1 5 4,15 0,533 
EU3 11 13 1 1 1 26 3 5 4,31 0,722 
EU4 7 17 1 1 1 26 2 5 4,15 0,662 
EU5 6 18 2 0 0 26 3 5 4,15 0,533 
EU6 5 20 0 1 0 26 2 5 4,12 0,577 
EU7 7 19 0 0 0 26 4 5 4,27 0,444 
EU8 6 17 1 1 1 26 1 5 4,00 0,877 
EU9 7 16 3 0 0 26 3 5 4,15 0,601 
EU10 6 18 2 0 0 26 3 5 4,15 0,533 
EU11 7 15 3 1 0 26 2 5 4,08 0,730 

TABLE IX. EASE OF LEARNING (EL) 

No 
Likert Scale 

N Min Max Mean SD 
Strongly Agree Agree Neutral Disagree Strongly Disagree 

EL1 8 16 1 1 0 26 1 5 4,19 0,680 
EL2 11 15 0 0 0 26 4 5 4,42 0,494 
EL3 10 14 2 0 0 26 3 5 4,31 0,606 
EL4 9 15 2 0 0 26 3 5 4,27 0,592 

TABLE X. SATISFACTION (S) 

No 
Likert Scale 

N Min Max Mean SD 
Strongly Agree Agree Neutral Disagree Strongly Disagree 

S1 7 16 0 2 1 26 1 5 4,00 0,961 
S2 8 16 2 0 0 26 3 5 4,23 0,576 
S3 8 15 3 0 0 26 3 5 4,19 0,621 
S4 8 16 1 0 1 26 1 5 4,15 0,818 
S5 7 17 1 1 0 26 2 5 4,15 0,662 
S6 11 14 1 0 0 26 3 5 4,38 0,560 
S7 10 15 1 0 0 26 3 5 4,35 0,551 

To be able to determine the category of assessment class 
based on known variable values, a class interval size is needed 
[36]. Equation (3) shows the formula used to calculate the 
length of the class interval. 

P = Dx−Dy
n

              (3) 

Where: 

P = Interval length 

Dx = Biggest value 

Dy = Smallest value 

n = Number of classes 

P =
5 − 1

5  

P = 0,8 
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Based on P = 0.8 obtained from (3), an assessment table of 
the results of the usability test analysis can be made which is 
then used to determine the category of each variable. Table XI 
shows the length of the interval for each category. Table XII 
shows the results of the analysis carried out. The usability 
variable gets a value of 4.21 and is included in the good 
category class interval. The ease of use variable gets a value of 
4.16 and is included in the good class interval. The ease of 
learning variable got a value of 4.29 and was included in the 
good class interval. The satisfaction variable gets a value of 
4.20 and is included in the very good class interval. 

TABLE XI. CLASS INTERVAL LENGTH 

No Interval Length Category 
1 1.00 – 1.79 Very low 
2 1.80 – 2.59 Low 
3 2.60 – 3.39 Pretty good 
4 3.40 – 4.19 Good 
5 4.20 – 5.00 Very good 

TABLE XII. VARIABLE CATEGORY BASED ON INTERVAL 

No Variable Total Value Average Value Category 
1 Utility 876 4.21 Very good 
2 Ease of Use 1190 4.16 Good 
3 Ease of Learning 447 4.29 Very good 
4 Satisfaction 766 4.20 Very good 
Average variable value 4.21 Very good 

Usefulness variable gets a value of 4.21 and is included in 
the Very Good category. ONT UKNI application has learning 
and tries out features that are in accordance with the needs of 
application users who are students of the nursing profession in 
preparation for joining UKNI. In addition, ONT UKNI 
application has discussion feature so that users will better 
understand the questions and exact answers given which are 
very useful, efficient, and can increase user productivity in the 
preparation for UKNI. One aspect that needs to be considered 
is the aspect of the responsiveness. Application responsiveness 
is one of the factors that cam further increase user productivity 
and efficiency in using applications [7]. 

Ease of use variable gets a value of 4.16 and falls into the 
Good category. Button design and layout is easy to reach. It 
has minimalist feature by having 2 main buttons for the main 
features, namely the learning feature and the try out feature. 
Users can also use the application even though it is not 
accompanied by a user guide and at any time. Consistent 
selection of text and colors also helps users. However, there are 
still some areas that could be improved. Color selection and 
interface design are 2 factors that have the potential to be 
improved to provide better interaction and user experience 
[37]. 

Ease of learning variable gets a value of 4.29 and was 
included in the Very Good category. It shows that ONT UKNI 
easy for user to understand. It is intuitive enough for first time 
user to follow. The application has a consistent design which 
helps user to get familiar faster which is an important aspect in 
ease of learning [38]. The placement of buttons accompanied 
by text makes it easier for users in the learning process to use 

this application. In addition, the selection of clear and 
contrasting colors between the buttons, written text, and 
background also helps the use of ONT UKNI application. 

Satisfaction variable gets a value of 4.20 and is included in 
the Very Good category. ONT UKNI application was built 
with the aim of helping students of the nursing profession in 
dealing with UKNI. Based on the test results, it can be seen 
that users feel confident to use ONT UKNI application in 
preparation for UKNI. Application design that is attractive, 
easy to use, and easy to learn is also a factor that determines 
user satisfaction [39]. 

V. CONCLUSION AND FUTURE WORK 
This study was aimed to conduct usability testing on ONT 

UKNI application. The test has been carried out on 26 
respondents who are nursing profession students of Universitas 
Muhammadiyah Yogyakarta who were interns at PKU 
Yogyakarta Hospital. The test was conducted using a USE 
questionnaire remotely and without any moderation from the 
research team. USE questionnaire gives insight on 4 variables, 
namely usefulness, ease of use, ease of learning, and 
satisfaction. The usability variable gets a value of 4.21 and is 
included in the Very Good category. The ease of use variable 
gets a value of 4.16 and falls into the Good category. The ease 
of learning variable got a value of 4.29 and was included in the 
Very Good category. The satisfaction variable gets a value of 
4.20 and is included in the Very Good category. However, 
there are several areas to improve the user experience of ONT 
UKNI application, such as color selection, application interface 
design, and implementation of gamification into ONT UKNI 
application. Overall, usability testing with unmoderated remote 
testing approach using USE questionnaire can be done and able 
to provide information about areas that users are satisfied with 
or areas that need improvement. 

Future work should focus on improving ONT UKNI 
application by redesign UI and implementing gamification. 
Further test with intervention using quasi experiment also 
possible to be conducted to see whether ONT UKNI 
application really meets its purpose, which is to help nursing 
profession student preparing for UKNI. 
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Abstract—Many authorities like Project Management Body of 

Knowledge (PMBOK) and Capability Maturity Model 

Integration for Development (CMMI-Dev) lend a hand to 

software development organizations in management of their 

crucial projects. Though this area needs focused research, such 

models are not dedicatedly available for the academic projects 

developed by students of computer science and engineering 

where software project development is considered as one of the 

criteria for the award of degree to the future professionals of the 

IT industry. With this motivation, we explored 4PTRB, 3PR and 

software project management practices, approaches as well 

processes framed and provided by PMBOK and CMMI-Dev. The 

main aim of this research is to introduce and propose a software 

project management framework for the academic domain. The 

proposed framework contains identification and description of 7 

and 26 quantifiable parameters and sub-parameters respectively 

.The framework is called 4PCDT for People, Process, Product, 

Project, Complexity, Duration and Technology for the academic 

software projects. To validate the proposed framework, an online 

survey of 113 faculties was conducted to rank and weigh the 

quantifiable parameters. The results show that People, Process 

and Technology management parameters are top 3 ranked 

parameters. The robustness of the approach is further evident 

from the results of experimentation on 18 actual academic 

software projects of final year post graduate students of the IT 

domain.Not only the proposed work is first of its kind, but also it 

is bound to generate an excellent ripple effect in the research 

community. 

Keywords—Academic; CMMI-Dev;PMBOK; project 

management; software project; student 

I. INTRODUCTION 

Software project management plays a critical role in 
software project development. To manage project efficiently is 
considered as an art as well as a major demanding task in the 
Information Technology (IT) domain. The art and challenging 
role make both project development as well as management an 
extremely imperative research object in society. Project 
management has become a key process area as well as given a 
due importance irrespective of industry domain. To effectively 
deal with and manage project is considered as one of the 
decisive success causes for any software project [11].Today 
software project management is deemed to have equivalent 
significance as those of applying software engineering 
concepts in software development environment and these both 
are considered as driving aspects to deliver a successful as 
well a qualitative software project outcome [15]. 

Software project development also has a significant 
importance in academic courses of computer science and 
engineering as well as information technology. Through this 
project development, practical knowledge of software 
development is imparted to students. During academic 
software project development students are provided with strict 
guidelines as well as instructed to mandatorily execute all the 
phases of system development life cycle [5][6]. One of the 
universal observations found in academic software project 
development is failure of students to accomplish software 
project development within a predetermined timeframe. There 
may be numerous causes behind this failure, but the most vital 
cause is inappropriate management of software project by 
students. It is extremely imperative to make students 
acquainted with guiding principles regarding proper software 
project management from the very preliminary period of 
software project development in order to endow them with 
intellectual IT proficiency. 

The intention of study is: (a) to explore and evaluate 
software project management in software project 
development; (b) to indicate the significance of software 
project management in academic framework; (c) to propose an 
comprehensive methodology and framework that assists in 
managing software project considering academic context on 
the basis of rich literature review on software project 
management to encourage student’s software project success 
probability; (d) to introduce a software project management 
framework by examining and incorporating earlier project 
management methodology/ frameworks that will guide, assist 
project mentors and students to deliver successful software 
project.The layout of the paper is as follows: a concise 
literature evaluation is discussed in Section 2. The planned 
framework is introduced in Section 3. Experiment and Result 
of the anticipated framework is presented in Section 4. Lastly 
conclusion and future enhancement drawn from this research 
is highlighted in Section 5. 

II. LITERATURE REVIEW 

According to Chang et al. [1] software project 
management is a problem-solving activity and task like other 
activities that are involved in software development process. 
Further, Chang et al. [1] also proposed a software project 
management model termed as SPMNet for resource allocation, 
scheduling and to track and handle project status.Marinho et 
al. [11] in their research work focused on various uncertainties 
that can be effectively managed using project management 
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techniques. The major contribution provided by Marinho et al. 
[11] are – (a) a systematic review for academic community to 
clearly understand about various challenges and uncertainties 
in project management, (b) techniques and strategies to deal 
with these uncertainties. Cristobal et al. [9] summarized 
project complexities and also discussed how to address these 
complexities using effective project management. Sajad et al. 
[15] define software project management as a process which 
starts from proper planning and then flow towards organizing, 
staffing, monitoring, controlling and leading a software 
project. He has presented a comparative analysis of various 
project management tools and also predicted about project 
management tools that will have greater impact on software 
development and quality. Mac and Pinto [10] stated that 
software project management has become a focused discipline 
in software engineering domain. Further, risk management 
was the major factor on which they proposed their findings in 
consideration with software project management. According 
to Mahdi et al. [14] planning and assessment are important 
activities of software project management and are considered 
to have immense effect on project performance and its 
outcome. Author’s also presented an in-depth review on use of 
various machine learning algorithms in software project 
management. Cunha et al. [8] conducted a methodical 
literature evaluation on software project management and 
concluded through empirical study that decision making is one 
of the most important criteria in software project management 
and stated that more studies are needed to carry out to 
understand decision making fact from this naturalistic 
perception.Barghothet al. [13] affirmed that project 
management plays a central role for making software project a 
success story. They proposed a framework named 4PTRB 
which consist people, process, product technology, risk, and 
business management areas. The said methodology provides a 
complete and exhaustive support to software project 
administrators to get better their project administrating 
managing skills and efficacy. 

In their research work, Alok and Deepti [12] focused that 
software processes applied as well as software project 
management are having due weight-age for developing a 
qualitative software.Also, they presented a comparative study 
of various project management tools that can be utilized for 
effective management of software development 
activities.Varajaoa [7] asserts that project management is 
discipline that has achieved a notable identification in research 
domain.Also, author states that irrespective of industries 
relevance of good project management practices leads to a 
successful project. Mira and Pinnington [3] in their research 
work tested the association between project management 
performance and project success and for their investigation 
they considered empirical data of project management 
professionals. Rehman and Hussain [20] reported exhaustive 
study on different project management methodologies and 
their importance in project management. Also, authors 
examined and presented a parameterize comparison between 
various project management methodologies with PMBOK. 

Dey et al. [17] explored and described contemporary drift 
in software project management. Authors in their work 
analyzed and highlighted all categories of risks that are related 

with technology, financial, scheduling, legitimate, principle, 
operational, security, communication, project and personnel as 
well as all these risks require timely involvement as well as 
proper follow-up and controlling needed in project 
management. The research work of Nakigudde [16] focused 
on foremost decisive factors that lead to the success as well as 
failure of the project. Author also explained the significant 
role played by project management model in making software 
project a successful journey. Demir et al. [2] examined and 
presented diverse approaches to examine the efficiency of 
project management in software development life cycle. Singh 
and Lano [19] worked out on techniques and framework of 
project management and their finding states that different 
techniques are suited and can be applied in different types of 
software project development. Kwak [21] scrutinized and 
presented in-depth history of project management as well 
enhancements that have taken place in domain of project 
management. Raj and Sinha [18] provided proposal on 
handling as well as enrichment in project management 
considering agile framework. Packer et al. [4] proposed a 
model that provides support in project management decisions 
in agile development considering the issues and difficulties 
faced in using GitHub repositories. 

III. PROPOSED FRAMEWORK 

For the present research work, a study and examination of 
previous project management models such as Project 
Management Body of Knowledge (PMBOK), Capability 
Maturity Model Integration - Development (CMMI-Dev) 
processes and 4PTRB (People, Process, Product, Project, 
Technology, Risk, and Business) [13] was carried out. 

These project management models provide with a set of 
software project management approaches, procedures as well 
as directive philosophy for software project management 
discipline. Software project management framework 4PTRB 
[13]is considered as fundamental base model for research 
work. Since the said proposed framework is been 
implemented in academic context we borrowed People, 
Process, Product, Project and Technology software 
management areas from 4PTRB [13] and instead of software 
management areas we coined and define it as software 
management parameters. Parameters namely risk and business 
of 4PTRB [13] were not considered since our proposed 
framework is for educational project hence no risk factors 
need to be examined and evaluated similarly educational 
project are not developed considering business and other profit 
earnings. Also, these software management parameters are 
termed as quantifiable parameters since they are considered as 
a metrics for measuring software project management. 
Furthermore, two software management parametersare 
integrated to the existing 4PTRB [13] model framework. 

One of the software management parameters concerned 
with academic domain is duration and the other one is 
complexity. The reason behind considering duration parameter 
is that academic software projects need to be completed within 
the stipulated time duration. Similarly, project mentors and 
students both have to examine and consider the complexity 
level of the software to be developed. In Table I, we present 
listing of identified software management parameters of the 
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proposed framework along with concise clarification of each 
parameter. 

TABLE I. THE PROPOSED FRAMEWORK 4PCDT PARAMETER(S) 

Sr. No. Parameters Depiction 

1. People 

People are considered as one of the most 

important components of a project. Some of the 
assigned role in academic software project is 

team members and mentors. 

2. Process 

 Process is the clearly and well-defined roadmap 

that needs to be followed during software project 

development. In academic software 
development, students are strictly bound to 

follow defined process methodology. 

3. Product 

Product refers to the outcome of the project, the 

main objective of the project. The students (team 
member) need to explain the product scope to 

the mentors and concerned authority so that the 

end results are understood to all the stakeholders.  

4. Project 

The next parameter but not the least component 

is the project. This is where the huge role and 

accountability of the team members and mentors 
are under the limelight. The students need to 

execute as well as handle major development 

task as well as to ascertain timely completion of 
the phases and functionality of the software 

project development. Whereas, mentors have the 

task of overseeing the project, guiding and 
assisting team members with issues, and trying 

to ensure the project stays on track with the well-

defined deadlines. 

5. Complexity Complexity of software to be developed  

6. Duration 
Stipulated time duration for completion of 

software project development 

7. Technology Technology used for developing software  

After preparing software project management areas list, 
next step is to identify and map sub-parameters for individual 
and main software project management parameters. 4PTRB 
software project management model [13] contains 28 sub 
areas. Further we revised the sub areas for the said proposed 
framework considering relevance and importance in academic 
software development and the same which is presented in 
Table II. 

As revealed in Table II there are total seven main 
parameters and 26 sub-parameters for the proposed 
framework. The comparative analysis of main parameter(s) 
and sub-parameter(s) of proposed framework and 4PTRB [13] 
are summarized in Tables III and IV. 

The primary objective of the research is to measure 
academic software project management efficiency based on 
the software project management parameters introduced in the 
anticipated framework. Therefore, a formula for measuring 

project management effectiveness namely Academic Software 
Project Management efficacy (ASPME) is been introduced 
and the formula consists of the summing up of each main 
quantifiable parameters of software management. The formula 
for Academic Software Project Management Effectiveness 
(ASPME) is mentioned below [1]: 

ASPME Score = PeoplePW + ProcessPW + ProductPW + 
ProjectPW + ComplexityPW + DurationPW + TechnologyPW 

Here, ASPME Score = Academic Software Project 
Management Effectiveness Score, PeoplePW = People 
Parameter Weight, ProcessPW = Process Parameter Weight, 
ProductPW = Product Parameter Weight, ProjectPW = Project 
Parameter Weight, ComplexityPW = Complexity Parameter 
Weight, DurationPW = Duration Parameter Weight and 
TechnologyPW = Technology Parameter Weight. 

Also these seven quantifiable parameters are not having 
equal weight-age. An online survey has been executed to 
endow with a rating to these academic software project 
management parameters. In the next section, the validation of 
the proposed framework including survey results and 
experimentation is presented. 

TABLE II. IDENTIFICATION AND LISTING OF SUB-PARAMETERS 

Sr. 

No. 

Quantifiable 

Parameters 

Proposed Framework  

(Sub-Parameters) 

Sub Parameters 

Total 

1. People 

Communication, Co-

ordination, Team, Mentor and 
Team work 

5 

2. Process 

Project Identification, Project 

Feasibility, Project Planning, 

Project Monitoring & 
Controlling and Project 

Development Guidelines 

5 

3. Product 

Phase/Task verification & 

validation and Quality 
assurance 

2 

4. Project 

Phase/Task Definition, 

Phase/Task Allocation, 

Requirement Management, 
Reporting and Change 

Management 

5 

5. Complexity 
Project Domain, Project Scope, 

Team Size 
3 

6. Duration 

Task Duration Estimation, 

Monitoring & Controlling Task 

Duration and Verification & 
Validation of Task Completion 

3 

7. Technology 

Identification of Technology, 

Team Skills and Expertise and 

Knowledge Management 

3 

Total 7  26 

TABLE III. COMPARISON OF MAIN PARAMETER(S) OF 4PCDT WITH 4PTRB [13] 

Sr. No. Software Project Management Model Main Parameter Total 

1. 4PCDT People, Process, Product, Project, Complexity, Duration and Technology 7 

2. 4PTRB [11] People, Process, Product, Project, Technology, Risk and Business 7 
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TABLE IV. COMPARISON OF SUB-PARAMETER(S) OF 4PCDT WITH 4PTRB [13] 

Sr. 

No. 

Main 

Parameter 

Sub-Parameters Total ofSub-Parameters 

4PCDT 4PTRB [13] 4PCDT 4PTRB [13] 

1. People 
Communication, Co-ordination, Team, Mentor 

and Team work 

Communication, Teamwork, Leadership, 

Organizational Commitment, Project Manager, 
Stakeholder involvement, Staffing and Hiring 

5 7 

2. Process 

Project Identification, Project Feasibility, Project 

Planning, Project Monitoring & Controlling and 

Project Development Guidelines 

Requirement Management, Project Planning, 

Project Monitoring& Control and Scope 

Management 

5 4 

3. Product 
Phase/Task verification & validation and Quality 

assurance 

Configuration Management and Quality 

Engineering 
2 2 

4. Project 

Phase/Task Definition, Phase/Task Allocation, 

Requirement Management, Reporting and 
Change Management 

Activity Definition, Activity Sequencing, Activity 
Resource Estimates, Activity Duration Estimates, 

Schedule Variance, Estimate Costs, Determine 

Budget and Cost Variance 

5 8 

5. Technology 
Identification of Technology, Team Skills & 
Expertise and Knowledge Management 

Technology Maturation & Risk Reduction and 
Knowledge Management 

3 2 

6. 
Complexity Project Domain, Project Scope, Team Size -- 3 -- 

Risk -- Risk Management and Risk Control -- 2 

7. 

Duration 

Task Duration Estimation, Monitoring & 

Controlling Task Duration and Verification & 

Validation of Task Completion 

-- 3 -- 

Business -- 
Contracting Management, Procurement 

Management and Benefit Management 
-- 3 

Total 26 28 

IV. EXPERIMENTALRESULTS 

For simplicity and enhanced inclusive research, the phased 
process was followed. These phases are presented below: 

 Execution and analysis of online survey for assigning 
weights to parameters. 

  Weight calculation for each parameter. 

 To conduct experiment on data set. 

 Analysis of the experiment result. 

A. Execution and Analysis of Online Survey 

Further, after identifying and listing these quantifiable 
parameters and sub-parameters attributes next procedure is to 
assign weights to these seven quantifiable parameters. For 
assignment of weights, we randomly selected one quantifiable 
parameter to begin with and going on to other parameters 
while keep on comparing the already assigned weights and the 
parameters to which weights are to be assigned. 

This procedure was acknowledged by conducting an 
online survey for assigning weights to 7 quantifiable 
parameters by 113 faculties engaged in post graduate streams 
of information technology as well as computer science and 
engineering. These faculty members are having more than 10 
years of academic experience as well as providing mentorship 
to students in their software project development. The 
averaged based on the values provided by 113 faculties are 
mentioned in tabular format in Table V. 

It is significant to declare that each of the 7 quantifiable 
parameters were assigned weight out of 100 and it was not 
necessary to have the total of weights of 7 parameters as 

break-up of 100. This course of action in principle is based on 
human perception and general aptitude. 

B. Weight Calculation for each Parameter 

In the next phase of research weights need to be calculated 
for each quantifiable parameter. The procedure implemented 
for the same is to divide average weight of each quantifiable 
parameter by total weight average as shown in Table VI. 

TABLE V. AVERAGED VALUE  OF QUANTIFIABLE PARAMETERS 

Sr. No. Quantifiable Parameters Average (%) 

1. People 82.10 

2. Process 80.13 

3. Product 63.90 

4. Project 69.12 

5. Complexity 65.98 

6. Duration 70.04 

7. Technology 73.09 

TABLE VI. WEIGHT AVERAGE TO QUANTIFIABLE PARAMETERS 

Sr.No. Quantifiable Parameters Average (%) Weight 

1. People 82.10 0.1621 

2. Process 80.13 0.1582 

3. Product 63.90 0.1261 

4. Project 69.12 0.1365 

5. Complexity 65.98 0.1308 

6. Duration 70.04 0.1383 

7. Technology 73.09 0.1443 

Total 7 506.36 1.0000 
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TABLE VII. SIGNIFICANCE OF 4PCDT 

Results 

Choices 

Total Very 

Significant 
Significant 

Somewhat 

Significant 
Neutral 

Not 

Significant 

No 

Opinion 

Number of 

Respondent(s) 
61 31 13 5 3 0 113 

Percentage (%) 53.98 27.43 11.50 4.42 2.65 0 100 

In the online survey form given to the respondents, the 
respondents were also asked about the significance of the 
proposed framework called 4PCDT.The respondents were 
informed that this framework could be employed as a guiding 
principle for the software project management for the 
academic domain. The results were analyzed, summarized and 
presented in Table VII. 

C. Experiment on Dataset 

The perform experiment on dataset is an imperative 
element of the research. Similarly, the practical execution of 
the proposed framework was executed in our organization. For 
experiment, software project developed by Master Degree 
students were considered. Final year students need to develop 
this academic software project within six months. We 
inspected and assessed18 large academic software projects 
developed during the three consecutive years 2016-2017, 2017 
– 2018 and 2018-2019 and led by 5 faculties and there 
mentored the same software projects. Further free online 
Software Project Management Effectiveness Evaluator 
(SPMEE) tool named Wrike was used to perform the 
experiment of the proposed framework. This tool provides 
with a facility were by we can design self-administered project 
management effectiveness questionnaire. A structured and 
organized set of closed-form questionnaire was prepared 
considering academic software project development life cycle 
based on the implementation of the proposed framework 
taking into consideration quantifiable parameters introduced. 

D. Analysis of Experimental Result 

The academic software projects considered for 
experiments are presented in Table VIII. Further, all faculty 
participants were provided with project management 
effectiveness questionnaire. In the next step, academic project 
success scores need to be provided by each faculty members 
using this online software project management efficacy 
evaluator and project management effectiveness scores 
calculated were in-between range 0 to 10. Where 0 means a 
software project is not successful stating that least effective 
project management parameters have been functionally 
applied by students and mentors. While a score 10 denotes an 
extremely successful academic software project were at most 
care is taken as well as foremost efficient software project 

administration and execution has been functionally 
implemented. 

Finally, we compared the results obtained by us through 
the 4PCT model, which is the modified 4PTRB model with 
4PTRB [13] project management model itself. The 
implementation was done on the said 18 academic software 
projects and the software project management effectiveness 
was measured. Each academic software projects were solely 
varied from other projects in the dataset. The development 
time duration for each academic software projects was 6 
months whereas each project varies in domain, functionality, 
team size, technology, complexity. In Table IX in-depth 
experiment result analysis and comparison of proposed 
framework and 4PTRB [13] is presented. Software project 
management score is automatically measured by the online 
Software Project Management Effectiveness Evaluator 
(SPMEE) considering the Academic Software Project 
Management Effectiveness (ASPME). These analysis and 
findings strengthen the legitimacy of the proposed framework. 

It has been found that project success score and software 
project management effectiveness (PME) are closely 
associated with each other and have a strong correlation. The 
same is graphically presented in Fig. 1. Also the association 
between proposed framework PME score and success score is 
stronger than 4PTRB [13] PME score and success score. 
Further, the Pearson correlation co-efficient is 0.9754, while it 
is 0.9288 when the 4PTRB [13] framework is applied. Thus, it 
can be wrapped up that employing the proposed framework 
highlights the higher probability of delivering as well as 
managing software project more effectively and successfully 
.Also, it can be observed that score generated by proposed 
framework 4PCDT and Success rate score is closer in 
comparison to 4PTRB [13]. 

TABLE VIII. ACADEMIC SOFTWARE PROJECT DEVELOPMENT YEAR 

Sr. No. Academic Year Project Considered for Experiment 

1. 2016-2017 6 

2. 2017-2018 6 

3. 2018-2019 6 

 Total 18 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 1, 2022 

295 | P a g e  

www.ijacsa.thesai.org 

TABLE IX. ANALYSIS OF DATASET 

Sr. 

No. 
Project Title 

Development 

Year 

Team 

Size 

Project  

Completion(%) 

Project 

Type 

Success 

Rate 

4PCDT 

(Proposed) 

4PTRB 

[13] 

1 APMC Mgt System  2016-2017 2 91 Desktop 6 6.12 5.11 

2 E-Shop  2016-2017 2 100 Web-Based 8 8.09 7.52 

3 Online Multistore Portal  2016-2017 2 80 Web-Based 6 6.23 6.12 

4 E – Library  2016-2017 1 90 Web-Based 7 7.02 6.08 

5 On line Exam  2016-2017 2 100 Mobile App 8 8.01 7.71 

6 Online Shopping Portal  2016-2017 3 100 Mobile App 7 7.67 6.62 

7 
Corporate Recruitment  
Mgt System  

2017-2018 3 90 Web-Based 7 7.31 6.19 

8 Online Review System  2017-2018 2 100 Mobile App 8 8.05 7.81 

9 Restaurant Mgt System  2017-2018 2 100 Web-Based 7 7.81 6.02 

10 College Mgt System 2017-2018 2 95 Mobile App 6 6.46 5.07 

11 Work Flow Mgt System  2017-2018 1 90 Desktop 6 6.21 5.82 

12 Rental Application  2017-2018 1 80 Web-Based 5 5.09 5.03 

13 Car Pooling System  2018-2019 2 100 Mobile App 7 7.11 6.21 

14 
Inventory & Supply Chain  
Mgt System  

2018-2019 3 100 Web-Based 7 7.19 6.52 

15 Digital Campus  2018-2019 2 100 Web-Based 8 8.41 7.12 

16 Milk Distribution  2018-2019 1 80 Desktop 6 6.36 5.09 

17 Billing System 2018-2019 2 100 Desktop 8 8.11 6.86 

18 
Production Monitoring  

System  
2018-2019 3 80 Web-Based 5 5.09 4.19 

 

Fig. 1. Relationship between the Project Success Rate and 4PCDTas well as 4PTRB [13] PME score. 

V. CONCLUSION AND FUTURE ENHANCEMENT 

In the present research we proposed an academic software 
project management framework named as 4PCDT which is 
developed with consideration of multiple parameters. Seven 
main quantifiable parameters and 26 sub-parameters were 
recognized and listed based on their relevance. The primary 
aim of categorizing these parameters was to provide with the 
academic software project management framework which is 
best suited in consideration with academic context. Existing 
software project management frameworks like 4PTRB [13], 

3PR and various guidelines were explored for proposing the 
academic software project management framework. However, 
the proposed framework is having unique characteristics 
because we revised the parameters and sub-parameters which 
were included in earlier versions of project software 
management framework and introduced list of new parameters 
and sub-parameters to cover more facets and propose a more 
holistic and comprehensive framework for managing 
academic software projects. Validation of the identified 
quantifiable parameters and sub-parameters was done through 
more than 100 faculties of post graduate courses of computer 
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science, computer engineering and information technology. 
All chosen faculties were active mentors for academic 
software project development. The results showed that 
‘People’ management has been considered with maximum 
significance followed by ‘Process’ and ‘Technology’ in the 
academic software project management domain. 

In the present work 18 academic software projects were 
used to experiment and validate the proposed framework. The 
academic project development work was carried out during 
the academic years 2016-2017 to 2018-2019. In the next step 
of research we prepared project management questionnaire 
and was provided to five faculty participants. Faculty 
members usedthis questionnaire on these 18 academic 
software projects and provided project success scores, project 
management effectiveness score using online Software Project 
Management Effectiveness Evaluator (SPMEE) tool. Further, 
scores were calculated considering the range 0 to 10, where 0 
signifies that a software project is not successful and the 
causebehind this is least effective project management 
parameters has been practiced by students and mentors. While 
a score 10 means an extremely successful academic software 
project were at most care is taken as well as foremost effective 
software project management has been functionally 
implemented. Same technique was considered in the previous 
framework and their studies stated a positive association and 
relationship between software project success score and 
project management effectiveness. 

Similarly, the finding and analysis of present research 
shows a strong and optimistic interrelationship between 
software project success score and project management 
efficiency with 0.9754 value of Pearson correlation co-
efficient whereas it is 0.9288 when 4PTRB [13] framework is 
applied. Thus, it can be concluded by findings of the analysis 
that the proposed framework is hypothetical, optimum, 
applicable and appropriate to be used in academic software 
project management. Considering the same we deem that 
academic courses that are having major as well minor 
software project development as a part of their core 
curriculum should emphasis, consider and endow with course 
of action as well asmodels and methodologies regarding 
software project management in software project 
development. 

The extensive framework presented through this research 
work will definitely assist the faculty mentors as well as the 
students in the domains like Information Technology, 
Computer Science, Computer Engineering, and Computer 
Application to manage the academic software development 
projects more effectively. Proceeding with the research, we 
would execute the work in direction to introduce software 
project management effectiveness model for academic domain 
in consideration with proposed framework. In the current 
research work only 18 academic software projects were 
included in the experiment; hence if the size of dataset for 
validating the framework is increased it may disclose novel 
dimensions. Also, the proposed framework considered the 
academic context whereas 4PTRB [13] framework was 
designed considering software projects developed in IT 
industries. Hence at last, we express that the proposed 
framework for academic software project management is 

unconditional independent, reliable, prescribed as well as 
shows a better participation of students and faculty mentors 
and can be effortlessly employed in academic outline 
irrespective of project categories. 
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Abstract—Marketing campaigns that promote and market 
various consumer products are a well-known strategy for 
increasing sales and market awareness. This simply means the 
profit of a manufacturing unit would increase. 
"Neuromarketing" refers to the use of unconscious mechanisms 
to determine customer preferences for decision-making and 
behavior prediction. In this work, a predictive modeling method 
is proposed for recognizing product consumer preferences to 
online (E-commerce) products as “Likes” and “Dislikes”. 
Volunteers of various ages were exposed to a variety of 
consumer products, and their EEG signals and product 
preferences were recorded. Artificial Neural Networks and other 
classifiers such as Logistic Regression, Decision Tree Classifier, 
K-Nearest Neighbors, and Support Vector Machine were used to 
perform product-wise and subject-wise classification using a 
user-independent testing method. Though, the subject-wise 
classification results were relatively low with artificial neural 
networks (ANN) achieving 50.40 percent and k-Nearest 
Neighbors achieving 60.89 percent. Furthermore, the results of 
product-wise classification were relatively higher with 81.23 
percent using Artificial Neural Networks and 80.38 percent 
using Support Vector Machine. 

Keywords—Electroencephalogram (EEG); brain-computer 
interface; neuromarketing; machine learning; artificial neural 
networks 

I. INTRODUCTION 
E-commerce is a growing field these days. People want to 

expand their businesses, so they spend money on marketing to 
learn about their customers' preferences. Neuromarketing is a 
developing field with enormous potential for application 
marketing, brand management, and advertising. It emerges as 
a result of combining relevant concepts from the fields of 
neural science, psychology, human neurophysiology and even 
neuro chemistry. It connects consumer behaviour research 
with neuroscience [1]. Consumer behaviour quite often 
undermines the effectiveness of traditional marketing 
methods. 

This is because the consumers’ reactions vary when they 
are exposed to advertisements. Neuromarketing is the key to 
gaining insight into the minds of consumers. Because 
neuromarketing does not necessitates the consumer's 
conscious participation. It operates on the unconscious state of 
the brain. 

Neuromarketing assesses the brain's reaction to any 
advertising stimuli. It differs from self-reports that consumers 

provide during surveys. The truth can be revealed by studying 
the EEG signals directly [21]. As several reported studies 
show those two systems- conscious and subconscious can 
provide contradictory interpretations at times. Individual 
choices influence the decision-making process not only 
through individual and cognitive assessments, such as 
questionnaire responses but also through objective and 
implicit assessments, such as eye movement and neural 
activities. Recent findings from functional magnetic resonance 
imaging (fMRI) and EEG studies have linked movements in 
the frontal theta and posterior gamma bands to the 
development of individual choice. These findings show that 
before deliberate decision making, the physical reaction is 
caused by implicit desires. As a result, such neural behaviors 
associated with attention-related tasks, such as eye moments, 
can influence the consumer's preferences at an unconscious 
level. Despite this, there have been few neurological studies 
on the relationship between visual attention and subjective 
interest: the causes of subjective preference choices, such as 
the amount of visual perception and attention, are impossible 
to assess when using attractive faces with a wide range of 
visual features (e.g., facial contour, eye color, and hair length) 
[2]. 

Several commercial efficacy metrics can be calculated 
using neuromarketing. Emotional commitment, memory 
retention, purchase purpose, novelty, perception, and attention 
are the factors to consider. When customers make decisions, 
they are influenced by their emotions. The emotional interest 
level causes the emotional commitment level to rise. It can 
also help predict when customers will purchase by observing 
how their brains react to advertising stimuli. When customers 
decide to buy a product, the level of encoding of marketing 
stimuli influences our decision [3]. 

Neuromarketing provides knowledge that traditional 
marketing methods cannot provide. The significant advantage 
provided by neuromarketing techniques is that these 
techniques, which collect quantitative data, could be used 
before the launch of a new product, increasing the likelihood 
of that product's success [3]. 

Electroencephalography (EEG) was developed to record 
brain signals. EEG is used to study brain activity by recording 
postsynaptic potentials generated by neurons. With the 
development of tools, EEG is no longer limited to medical 
applications but has now been extended to other fields. 
Medical, Brain-Computer Interface (BCI), and 
neuromarketing are examples of EEG applications [4]. In the 
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[10-11], the authors have proposed a predictive modeling 
method based on EEG signals to understand customer 
preferences for E-commerce products in terms of "likes" and 
"dislikes". EEG signals were recorded while volunteers of 
various ages and gender browsed through various consumer 
goods. The tests were performed on a dataset containing a 
variety of consumer goods. The accuracy of choice prediction 
was calculated using a user-independent testing approach and 
hidden Markov Model (HMM) classifier. The prediction 
results appear to be promising, and the methodology can be 
used to create business models [11]. 

In comparison to the previous study, this study introduces 
subject-wise classification as well. The previous study has 
only done on the product-wise classification. The goal of this 
study is to assist marketing researchers in making appropriate 
decisions for further increasing the sale of products using 
imaging techniques by developing an EEG-enabled model that 
can replace expensive methods of current day neuromarketing. 
In addition, by analyzing EEG signals, a Neuro-marketing 
system will be provided to predict customer choices while 
viewing E-commerce products. 

As such, the main objective of this study is to investigate 
the various tuning of artificial neural networks and other 
classifiers for improving the classification rates of product-
wise classification and for the first time doing subject-wise 
classification. Section II presents the background and related 
works in the field of neuromarketing. Section III presents our 
approach towards building an EEG-based prediction model. 
Section IV presents the results of our study and Section V 
concludes the paper with possible future recommendations. 

II. RELATED WORK 
We looked at recent studies that linked EEG signals to 

predict customers’ response, behavior and emotions based on 
self-reported ratings. All these studies mostly focus on 
studying the relationship between brain imaging and customer 
decision-making. Kumar, Singh, et al. (2015) investigated the 
current state of neuromarketing, as well as the activities 
involved, which included neuroimaging, EEG, fMRI, and eye-
tracking. The customer dialectic is examined in the paper: 
"consumers contradict themselves, saying what they want but 
doing what they feel." The authors focused on four aspects of 
consumers: physical body, mind, heart, and spirit [5]. 

W. Anderson, Sijercic et al. (2007) worked on the 
classification of EEG Signals from four subjects while 
performing five mental tasks. Half-second segments of six-
channel EEG data were trained to be graded into one of five 
groups, each of which corresponds to one of five cognitive 
tasks completed by four subjects. Two and three-layer feed 
forward neural networks were trained using 10-fold cross-
validation and early stopping to avoid over fitting. To 
represent EEG signals, autoregressive (AR) models were used. 
The average percentage of correctly classified test segments 
ranged from 71% for one subject to 38% for another. The 
Clustering of the hidden-unit weight vectors of the resulting 
neural networks shows which EEG channels were most 
important in this discrimination problem [6, 20]. 

Solhjoo, Nasrabadi, Golpayegani, et al. (2005) investigated 
chaotic signal classification using hmm classifiers and EEG-
based mental task classification. The analysis of mental 
activities using brain signals, based on EEG provides a better 
understanding of human brain functions. Furthermore, the 
author stated for EEG chaotic signals it is critical to determine 
whether probabilistic and statistical signal processing tools 
(such as HMM-based classifiers) can handle chaotic signals. 
The author has examined how well HMMs perform in 
classifying various types of synthetically formed chaotic 
signals. The performance of such classifiers in classifying 
mental tasks based on EEG was then evaluated. The results in 
both cases indicate good performance [7]. 

Guo et al. (2013) developed the new recommender system 
for 3D e-commerce using EEG signals. The author proposed a 
novel augmented reality recommender framework for the 
world of e-commerce. The system makes recommendations 
based on customer preferences, taking into account both pre-
purchase and post-purchase scores, as well as post-purchase 
ratings in general. Positive emotions among users are 
evaluated using EEG signals before interacting with 3D virtual 
products. Pre purchase ratings work in tandem with post-
purchase ratings to address two major challenges that 
traditional recommender systems face: data and cold start. By 
properly utilizing both pre-and post-purchase scores, user 
preference can be more reliably modeled. The author claimed 
that it has boosted the effectiveness of modern recommender 
systems and force traditional ecommerce applications to adapt 
[8]. 

The authors of [9] conducted an experiment on EEG signal 
classification using the wavelet transform. The author used an 
artificial neural network (ANN) technique in conjunction with 
a feature extraction technique, namely the wavelet transform. 
The artificial neural network used to classify the data is a 
feed-forward network with three layers that implements the 
back propagation algorithm for error learning. After that, the 
network with wavelet coefficients was trained. Over 66% of 
the normal class was correctly graded, and 71 % of EEGs in 
the schizophrenia group were positive. 

Murugappan, Celestin Gerard et al. (2014), the goal of 
their research is to use wireless EEG signals to identify the 
most popular automotive brand in Malaysia. This work is 
taken into account a community of four major vehicle brand 
advertisements, including Toyota, Audi, Proton, and Suzuki. 
The participants (9 male and 3 female, ages 22-24) were 
simulated using a 14 channel wireless Emotive headset with a 
sampling frequency of 128 Hz, and the brain activity 
responses to the stimuli were obtained using a 14 channel 
wireless Emotive headset with a sampling frequency of 128 
Hz. The obtained signals are filtered using a Surface Laplacian 
filter and a 4th order Butterworth band pass filter with a cut-
off frequency of 0.5 Hz - 60 Hz is used to filter the obtained 
signals. The alpha frequency band (8 Hz - 13 Hz) of EEG 
signal information was obtained using the same Butterworth 
4th order filter. The Fast Fourier Transform (FFT) was used to 
extract three statistical features from EEG signals using the 
Alpha band frequency spectrum: power spectral density 
(PSD), spectral energy (SE), and spectral centroid (SC). The 
feature vector is constructed using extracted features extracted 
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from all of the subjects via four different advertising stimuli. 
This feature vector is fed into two non-linear classifiers, K 
Nearest Neighbor (KNN) and Probabilistic Neural Network 
(PNN), to classify the subject's intention on advertising [10]. 

III. SYSTEM SETUP 
In this study EEG signals were recorded from 15 healthy 

people using a Muse 2 headset – which is a neuro-signal 
acquisition wireless device – connected to a mobile app called 
Muse Monitor, as shown in Fig. 1. The device has 4 channels 
for EEG data that are located at AF7, AF8, TP9, and TP10 
positions as per the International 10 - 20 system. Internally 
Muse 2 headband is sampled at a frequency of 256 Hz. The 
EEG data is stored in a CSV file and then transferred to 
computer for further processing. EEG headset was mounted 
onto the head of participants and asked to view shopping 
products as shown in Fig. 4. 

We recorded 450 EEG signals, each lasting 4 seconds. 
Because the Muse 2 device has four sensors, it is the most 
user-friendly data acquisition device. We get raw data from 
four sensors. Fig. 2 shows the raw signal from AF7 Channel. 
Fig. 3 is the graph of RAW signals from AF7, AF8, TP9 and 
TP10 sensors. Fig. 4 shows the products we have used. While 
the user was viewing an item EEG signals were collected 
simultaneously. After the watching, each consumer was asked 
to rate the product in one of two categories: like or dislike. 
Then the signal passes through certain signal pre-processing 
techniques and feature extraction steps. Next, classification 
models are built, trained, and tested based on the user’s 
choice. 

A. Data Preprocessing and Feature Extraction 
Pre-processing is the necessary step in EEG processing 

because it converts the signal into a usable format. The Initial 
pre-processing was done in excel to ensure that each recording 
was exactly 4 seconds long. Fig. 3 shows the unfiltered raw 
EEG signals from different channels: AF7, AF8, TP9 and 
TP10. 

B. S-GOLAY Filter 
Researchers have successfully used the S-Golay filter in 

signal smoothing. It is implemented using least squares or 
polynomials to reduce the noise in signals and smooth them 
out by fitting consecutive sub-sets of neighboring signal points 
with low-degree polynomials and linear least squares. The S-
G filter has two parameters: polynomial degree and frame 
size. PRO and SNR (signal to noise ratio) is the output 
evaluating variables for denoising EEG signals using the S-G 
filter. The experiment results show which type of polynomial 
degree value is best [13]. 

The S-Golay filter can be applied to obtain a smoothed 
signal for a signal Sj = f (tj), where (j=1, 2,…., n) with length 
of n as mathematically defined below. 

𝑄𝑗 =  ∑ 𝑐𝑖
𝑚−1
2

𝑖=−𝑚−1
2

𝑆𝑗+1,𝑚+1
2

≤ 𝑗 ≤ 𝑛 −  𝑚−1
2

            (1) 

Where m is defined as frame span, ci represents 
convolutional coefficients number and Qj is the smoothed 
output signal. Fig. 4 depicts the RAW signal from a single 

channel, while Fig. 5 depicts the smooth signal after applying 
the S-Golay filter. 

 
Fig. 1. Muse 2 Headband [12]. 

 
Fig. 2. Raw Signal from AF7 Channel. 

 
Fig. 3. Raw Signals from the EEG recording. 

 
Fig. 4. Product Images. 
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Fig. 5. Filtered Raw Signal. 

C. Wavelet Transform Wavelet Transform (DWT) based 
Features 
The most important part of distinguishing objects from one 

class to another is feature extraction. It is the process of 
converting raw signals into useful features. It is required to 
proceed to the next steps. For the classification of the EEG 
signal, we used discrete wavelet transform (DWT) [14] based 
on features. The DWT typically produces five signals: alpha, 
beta, theta, gamma, and delta bands of varying frequencies. 
Eq. 2 provides a mathematical explanation of DWT. 

∅(𝑥)  =  ∑ 𝑎𝑘∞
𝑘=−∞ ∅(𝑆𝑥 − 𝑘)                  (2) 

When S is used as a scaling factor, it is usually set to 2. 
DWT is commonly used in biomedical signal processing 
because it denotes a signal in the time and frequency domains. 
The basic idea, behind DWT, is to use multistage 
decomposition to transform the signal input signals into small 
waves. A signal's wavelet analysis based on transformation 
can be performed at different frequency bands by 
decomposing it into approximation (A) and information (D) 
coefficients. To begin, two digital filters, the Low Pass Filter 
(L) and the High Pass Filter (H) are used to process the signal 
(H). A low-pass filter (L) is applied to the signal, which 
eliminates high-frequency fluctuations while preserving slow 
patterns. 

D. Classification 
Following the feature extraction step, we used those 

features for classification. Support Vector Machine (SVM) 
[15], Logistic Regression [16], Decision Tree [17], Random 
Forest [18], and Artificial Neural Networks [1 9] are among 
the classifiers employed. These features were classified 
subject-wise as well as product-wise on different bands. The 
dataset were divided into training and testing sets, with 80 
percent of our data used for model training and 20 percent 
used for model testing. 

IV. RESULTS AND DISCUSSION 
As the features are fed into the Artificial Neural Network, 

various classifiers such as SVM, LDA, Logistic Regression, 
Random Forest, and Decision Tree are employed. The 
following are the ANN results. 

A. Subject Wise Classification 
We used 14 subjects in our experiment to collect EEG data 

from them while they are watching and selecting the products, 
and a K-fold cross validation of 10 folds was used to validate 
our experimental results. Different models are trained and 
accuracies are obtained using 5 different bands: alpha, beta, 
theta, gamma, and delta. These accuracies are evaluated for 
each product separately to carry out subject-wise 
classification. 

B. Hyper Parameter Tuning on Theta Band for Model 
Selection 
ANN is trained on 14 subjects using theta band with 

columns named Theta AF7, Theta AF8, Theta TP9, and Theta 
TP1 0. 

Table I displays the tuning of the ANN model's model 
parameters. To achieve the best results, the hidden layers, the 
number of neurons, activation function on layers, and 
optimizer are all varied. As a result, the number of hidden 
layers should be one and the number of neurons should be two 
to achieve the best result of 50.40 percent for theta band. 

ANN Model is trained using theta, alpha, beta, gamma, 
and delta bands using 10 folds on 14 subjects. Different 
parameters of ANN models have been tuned to achieve the 
best overall accuracy for each band. 

Subject-wise accuracy of 50.40 percent, 50.02 percent, 
50.39 percent, '50.14 percent, and 50.21 percent is obtained 
using Artificial Neural Networks on the Theta band, Alpha 
band, Beta band, Gamma band, and Delta band, as shown in 
Table II by testing different classifiers to obtain the best 
subject-wise accuracy. Using Decision Tree, K-nearest 
Neighbors, and Logistic Regression, we achieve the highest 
accuracy on the Delta band of 57.30 percent, 60.89 percent, 
and 51.34 percent, respectively. Hence, K-nearest neighbors 
proved to be best algorithm for classification of the Delta band 
signals. 

Fig. 6 shows the accuracy of theta band tested number of 
times. Fig. 7 shows the maximum attained accuracy by alpha 
band is 51.5 %. Fig. 8 illustrates the minimum accuracy for 
beta band is 49.2 % and maximum accuracy is 50.5 %. Fig. 9 
and Fig. 10 depict that minimum accuracy for delta and 
gamma band almost same that is 45.5 % with having 
maximum accuracy of 52 %. 

 
Fig. 6. Accuracies obtained on Theta Band. 
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TABLE I. SUBJECT-WISE ACCURACY TUNING FOR THETA BAND USING ANN 

No of hidden layers No of Neurons Activation function on layers Optimizer Accuracy mean 

1 2 [Relu, relu,Sigmoid] Adam 49.85% 

1 4 [Relu, relu,Sigmoid] Adam 49.85% 

1 8 [Relu, relu,Sigmoid] Adam 49.93% 

1 16 [Relu, relu,Sigmoid] Adam 50.42% 

1 32 [Relu, relu,Sigmoid] Adam 50.24% 

1 64 [Relu, relu,Sigmoid] Adam 49.86% 

1 128 [Relu, relu,Sigmoid] Adam 50.21% 

1 256 [Relu, relu,Sigmoid] Adam 50.22% 

1 512 [Relu, relu,Sigmoid] Adam 49.11% 

2 [2,4] [Relu, relu,Sigmoid] Adam 49.25% 

TABLE II. SUBJECT-WISE ACCURACIES ON DIFFERENT BANDS USING ANN 

Band No. of hidden layers No. of Neurons Activation function on layers Optimizer Accuracy mean 

Theta 1 2 [Relu, relu, sigmoid]  Adam 50.40%  

Alpha 1 2 [Relu, relu, sigmoid]  Adam 50.02%  

Beta 1 2 [Relu, relu, sigmoid]  Adam 50.02%  

Delta 1 2 [Relu, relu, sigmoid]  Adam 50.21%  

Gamma 1 2 [Relu, relu, sigmoid]  Adam 50.14%  

 
Fig. 7. Accuracies obtained on Alpha-band. 

 
Fig. 8. Accuracies obtained on the Beta Band. 

 
Fig. 9. Accuracies obtained on Delta band. 

 
Fig. 10. Accuracies obtained on Gamma-band. 
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C. Product Wise Classification 
The K-fold cross validation with 10 folds is applied for the 

product as well as subject-wise classification. Training and 
testing accuracies are obtained for various models using five 
different bands: alpha, beta, theta, gamma, and delta. Fig. 11 
depicts the accuracy graph of the ANN model, which was 
trained using 14 products 1 subject. The model has learned 
completely after 15 epochs. 

As shown in Table III, the average product-wise results are 
obtained accuracy of 78.73 percent,76.14 percent, 81 .23 
percent, 74.12 percent, and 82.19 percent on the Alpha band, 
Theta band, Beta band, Gamma band, and Delta band using 
Artificial Neural Networks. To achieve product-specific 
accuracy, a variety of classifiers have been used. 

The highest accuracy on the Delta band is 90.71 percent, 
followed by 92.21 percent, 82.37 percent, and 83.51 percent 
using Decision Tree, K-nearest Neighbors, Logistic 
Regression, and Support Vector Machine (SVM), as shown in 
Fig. 12. In our study, SVM and ANN performed better than in 
the previous study [11], and the results obtained are good 
enough to be used for practical business models. 

 
Fig. 11. Training and Validation Learning Curve. 

TABLE III. PRODUCT-WISE ACCURACIES ON DIFFERENT BANDS USING 
ANN 

Band Train Accuracy Test Accuracy 

Alpha 79.73% 78.43% 

Theta 71.42% 76.14% 

Beta 80.01% 81.23% 

Gamma 76.02% 74.12% 

Delta 75.17% 82.19% 

 
Fig. 12. Accuracies obtained using different Machine Learning Classifiers 

(Average Accuracy of Products). 

D. HEAT Map 
The proposed physiological heat map tool allows for the 

representation of the relative distribution of physiologically 
inferred emotional or cognitive states of users on a given 
interface. To make a heat map in MATLAB-based EEGLAB, 
first select the channel location, then perform the independent 
component analysis (ICA), and finally plot a 3D component 
map. Fig. 13 illustrates the 3D heat maps for a consumer’s 
choices. This figure clearly depicts the difference in the heat 
maps for products with “like” and “dislike”. The EEG signals 
for like are mainly concentrated on the right hemisphere while 
that for dislike are concentrated on the left hemisphere of the 
brain. 

E. ICA (Independent Component Analysis) Component 
The independent components analysis generates a set of 

weights for all electrodes such that each component is a 
weighted sum of operation at all electrodes, and the weights 
are designed to isolate brain electrical signal sources. 
Components with blink artifacts are possibly the easiest to 
detect. We have taken a careful approach and only deleted 
components from the data if you were confident they 
contained artifacts or noise with no or very little signal. ICA 
can be used to clean data, separate objects, and exclude certain 
components from the data, or reduce data. When the 
individual component analysis is used as a preprocessing 
method, components can be judged as containing objects 
based on their topographies, time courses, and frequency 
spectra. ICA also helps in removing high frequency noise 
from the EEG signal. 

 
Fig. 13. Heat Map of Consumer Feelings towards the Product. 

F. Discussion 
In this work, we used EEG data to predict users' product 

preference using neuroscience. The outcome demonstrates the 
efficacy of the proposed framework and offers an additional 
option to existing methods of predicting product market 
success. This study investigates and improves the 
classification accuracies of subject-wise and product wise 
choice preferences. From results it is evident that our proposed 

Product 1 like  Product 1 Dislike 

Product 3 Like Product 3 dislike 
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system gives classification accuracy of up to 92.21 percent on 
the Delta band. The classification accuracies for all five bands 
are calculated both subject-wise and product-wise. Because 
there is more randomness in EEG signals of subjects, product-
wise accuracy is higher than subject-wise accuracy because 
EEG signals of the same products are more similar and 
accurate. The other strong point is that our neuromarketing 
tool is simple, as we used four dry electrode sensors that can 
be easily placed on the forehead. 

V. CONCLUSION 
Using EEG signals, we predicted a customer's product 

selection preference. The brain activity of 14 participants was 
recorded while they were viewing products. The Muse 2 
headset, which has four sensors, was used to record EEG 
signals. Further, the filters were applied to make signals 
smooth and classified using Artificial Neural Networks and 
other classifiers like SVM, decision tree, logistic regression, 
and K-Nearest Neighbors. Using all of the above-mentioned 
classifiers, we obtained subject-and product-level accuracies. 
Our obtained results demonstrate the effectiveness of the 
proposed framework, which has provided a superior solution 
than traditional methods of predicting product success in the 
market. By extending existing models, the framework can aid 
in the development of market strategies, research, and 
forecasting market success. 

In the future, this work can be extended by analyzing 
fictitious responses to product preferences as compared to 
neutral responses. To improve prediction results, more 
powerful features and algorithm combinations could be, 
developed. 
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Abstract—Plant diseases cause low agricultural productivity. 
Plant diseases are challenging to control and identify by the 
majority of farmers. In order to reduce future losses, early 
disease diagnosis is necessary. This study looks at how to identify 
tomato plant leaf disease using machine learning techniques, 
including the Fuzzy Support Vector Machine (Fuzzy-SVM), 
Convolution Neural Network (CNN), and Region-based 
Convolution Neural Network (R-CNN). The findings were 
confirmed using images of tomato leaves with six diseases and 
healthy samples. Image scaling, color thresholding, flood filling 
approaches for segmentation, gradient local ternary pattern, and 
Zernike moments’ features are used to train the pictures. R-CNN 
classifiers are used to classify the illness kind. The classification 
methods of Fuzzy SVM and CNN are analyzed and compared 
with R-CNN to determine the most accurate model for plant 
disease prediction. The R-CNN-based Classifier has the most 
remarkable accuracy of 96.735 percent compared to the other 
classification approaches. 

Keywords—Fuzzy Support Vector Machine (SVM); 
Convolution Neural Network (CNN); Region-based Convolution 
Neural Network (R-CNN); color thresholding; flood filling 

I. INTRODUCTION 
Tomatoes are a major commercial crop grown all over the 

world. It is sensitive to various illnesses, which reduces tomato 
quality and yield while also causing significant economic 
losses. Tomato grey leaf spot is a common disease that 
damages and kills the leaves of tomatoes, preventing them 
from growing and producing fruit. The infection that produces 
grey leaf spots on tomatoes is brutal to remove. Contact, 
invasion, latency, and onset are the four phases of infection for 
the pathogen that causes tomato grey leaf spot. As a result, 
early preventative and control methods are suitable before a 
large-scale pandemic. Early disease detection can also aid in 
reducing pesticide usage and pollution, as well as the quality, 
safety, and health of tomatoes. Traditional disease detection 
systems cannot meet large-scale planting demands due to low 
diagnostic efficiency and fast disease transmission, and plants 
typically miss the appropriate management time [1, 2]. 

Manually detecting leaf disease with the naked eye needs a 
team of professionals and ongoing monitoring. When the farm 
is large, it is costly. As a result, image processing techniques 
may be used to automatically detect illnesses in leaves, saving 
time, money, and effort as compared to traditional methods. 
The early detection of illnesses in leaves improves crop 
productivity. Disease-affected leaves may be found at an early 

stage using image processing techniques like as segmentation, 
identification, and classification, and crop yield and quality can 
be improved. Many farmers lack the resources or 
understanding on how to contact specialists, which makes it 
more costly, time-consuming, and inaccurate. In this case, the 
suggested approach proved to be more advantageous in terms 
of crop observation. The technique is more accessible and less 
costly when plant illness is detected using leaf symptoms. It 
takes less time, effort, and precision to use an automated 
detection technique. Manually detecting leaf disease with the 
naked eye needs a team of professionals and ongoing 
monitoring. When the farm is large, it is costly. 

As a result, image processing techniques may be used to 
automatically detect illnesses in leaves, saving time, money, 
and effort as compared to traditional methods. The early 
detection of illnesses in leaves improves crop productivity. 
Disease-affected leaves may be found at an early stage using 
image processing techniques like as segmentation, 
identification, and classification, and crop yield and quality can 
be improved. Many farmers lack the resources or 
understanding on how to contact specialists, which makes it 
more costly, time-consuming, and inaccurate. In this case, the 
suggested approach proved to be more advantageous in terms 
of crop observation. The technique is more accessible and less 
costly when plant illness is detected using leaf symptoms. It 
takes less time, effort, and precision to use an automated 
detection technique. 

Image processing technology can quickly and accurately 
diagnose illnesses based on their features. Disease prevention 
approaches may be applied fast, and efforts to avoid additional 
illnesses can be performed using this strategy. People used to 
identify tomato ailments based on their own experiences, but 
the ability to discern between various diseases is limited, and 
the process is time-consuming. Machine learning and image 
processing technologies are fast expanding and more widely 
employed in various industries, including agriculture. The 
following are two key contributions of this research: R-CNN 
framework for classifying leaf diseases ii) comparison of 
different classifiers. The remaining sections of this work are 
organized as follows: Section 2 did a background survey. 
Section 3 is about methodology. In Section 4, we give 
experimental data and analyze it by comparing the best 
classifiers that may be employed based on the findings of our 
previous study. Section 5 summarizes the proposed work of 
this paper. 
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II. LITERATURE SURVEY 
Traditional plant disease detection approaches based on 

computer vision technologies are commonly utilized to extract 
the texture, shape, color, and other features of disease spots. 
This method has a low identification efficiency because it 
relies on an extensive expert understanding of agricultural 
illnesses. Many academics have conducted significant research 
based on deep learning technology to increase the accuracy of 
plant disease detection in recent years, thanks to the fast 
growth of artificial intelligence technology [8]. The majority of 
existing techniques to plant disease analysis are based on 
disease classification [12]. 

Mohanty et al. [3] utilized GoogleNet and AlexNet to 
classify 54,306 plant leaf pictures as healthy or sick in the Plant 
Village dataset, revealing that GoogleNet had a slightly more 
significant average classification impact than AlexNet. The 
trained deep convolutional neural network model has a 99.35 
percent accuracy on the test set. Building a deep learning 
model on a growing and publicly available photo dataset is a 
simple way to employ clever mobile phones to diagnosis plant 
diseases in horticulture crops. 

Picon et al. [4] employed a deep residual neural network-
based upgraded algorithm to identify many plant illnesses in 
real-world acquisition conditions. For early illness 
identification, several improvements have been recommended. 
According to the data, all of the illnesses evaluated had an AuC 
score of higher than 0.80. 

Selvaraj et al. [5, 9] utilized the transfer learning approach 
to retraining three CNN architectures. Deep transfer learning 
was utilized to build networks using pre-trained sickness 
detection models to provide accurate predictions. 

Deep learning was proposed by Fuentes et al. [6, 7] for 
identifying diseases and pests in tomato plant photos acquired 
at varying camera resolutions. Deep learning meta-
architectures, as well as multiple CNN object detectors, were 
utilized. Data expansion and local and global class annotation 
were utilized to boost training accuracy and decrease false 
positives. A large-scale tomato disease dataset was used for 
end-to-end training and testing. The system correctly detected 
nine different pests and diseases from the complicated 
scenarios. 

III. METHODOLOGY 
Our primary objective is to develop a model to categorize 

input plant leaf pictures as healthy or unhealthy. The disease 
kind is also determined if a disease is detected on a plant leaf. 
Our study compares the R-CNN Classifier to previously 
established tomato leaf disease detection utilizing fuzzy SVM 
[15] and CNN [16] Classifiers to detect and categorize tomato 
leaves suffering from common illnesses. Fig. 1 shows the 
architecture of the R-CNN-based plant disease detection 
system. The proposed technique includes image capturing, pre-
processing, segmentation, feature extraction, classification, and 
performance assessment. 

A. Dataset Description 
The dataset utilized for this investigation has seven primary 

classifications. Six leaves classes represent unhealthy, while 

one represents the healthy leaf class. Each class has 105 
examples for a total of 735 leaf images. A classification 
strategy is required to categorize input photos into one of the 
classes specified in Fig. 2 for a given image of an apple leaf. 

B. Image Pre-processing 
The visual noise of the tomato leaf is made up of dewdrops, 

dust, and insect feces on the plants. The input RGB image is 
transformed to a grayscale image for accurate results to remedy 
these concerns. The image size in this circumstance is 
relatively large, needing image resize. The image size is 
reduced to 256 * 256 pixels. 

C. Image Segmentation 
Plant disease detection and categorization rely heavily on 

image segmentation. The image is simply divided into various 
things or sections. It analyses visual data to extract information 
that may be used for further processing. Our prior work [15] is 
used to accomplish color thresholding and flood filling 
segmentations. 

D. Classification using R-CNN 
Rectangular regions are combined with convolutional 

neural network characteristics in R-CNN (Regions with 
Convolutional Neural Networks). The R-CNN algorithm 
employs a two-stage detection procedure. The first stage 
identifies a set of picture areas that includes a diseased part. In 
the second stage, each region's object is categorized. 

1) R-CNN procedure: The following three approaches are 
employed to build an R-CNN based algorithm, as shown in 
Fig. 3. 

a) To find regions in a photograph that could contain a 
diseased part. Region suggestions are the names given to these 
locations. 

b) Extract CNN characteristics from the region 
suggestions. 

c) To categorize the objects, use the characteristics that 
were retrieved. 

The R-CNN generates region recommendations using a 
mechanism similar to Edge Boxes [10]. The proposed elements 
have been chopped and scaled out of the image. CNN then 
classifies the clipped and resized regions. Finally, a support 
vector machine (SVM) trained on CNN features refine the 
region proposal bounding boxes. A visual illustration of the 
problem is shown in Fig. 3. 

A pre-trained convolution neural network is used to build 
an R-CNN detector, also known as transfer learning (CNN). 

As a starting point for learning a new task, we will use a 
pre-trained image classification network that has already 
learned to extract robust and informative features from raw 
photographs. A portion of the ImageNet database [10], which 
is used in the ImageNet Large-Scale Visual Recognition 
Challenge (ILSVRC) [11], is used in the great majority of pre-
trained networks. These networks have been trained on over a 
million photographs and can categorize a large number of 
them. Transfer learning with a pre-trained network is typically 
much faster and easier than training a network from the ground 
up. 
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Fig. 1. Architecture of R-CNN-based Plant Leaf Disease Detection. 

 
Fig. 2. Tomato Leaf Images with its Diseases. 
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Fig. 3. Process of R-CNN Model. 

2) Transfer learning methodology: The transfer learning 
method is employed a pre-built and pre-trained model rather 
than developing and training a CNN from scratch [13]. 
Transfer learning is a method based on transferring a model 
that has been trained on an extensive dataset to a smaller 
dataset. Early convolutional network layers are retained for 
object recognition and train the final few levels to generate 
predictions. The theory is that the convolutional layers extract 
broad, low-level properties from numerous pictures, such as 
edges, patterns, and gradients. On the other hand, the last 
layers identify individual characteristics inside a picture. 
Fig. 4 depicts the principle of transfer learning [14]. 

 
Fig. 4. Concept of Transfer Learning. 
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A general framework for object recognition transfer 
learning is as follows: 

a) Insert a CNN model trained on an extensive dataset 
and is ready to use. 

b) Freeze the parameters of the model's bottom 
convolutional layers (weights). 

c) Add a custom classifier with many layers of trainable 
parameters to the model. 

d) The task's training data should be used to train layers 
of classifiers. 

e) Fine-tune hyperparameters and unfreeze more layers 
as needed. 

This strategy has been proven to be effective in several 
sectors. It is a terrific tool to have in our arsenal, and it is 
generally the first thing we do when confronted with a new 
image recognition challenge.  

3) Transfer Learning Characteristics: 
a) It requires transferring information from one source 

task to the target task to learn and grow. 
b) DNN trained on raw pictures has been observed to 

demonstrate an unusual occurrence in which the network's 
initial layer appears to gain Gabor filter-like properties. 

c) The first layer's characteristics were found in a 
variety of datasets. 

d) The initial layers' general characteristics disregard the 
picture dataset, task, and loss function. 

e) The filters learned by specific ResNet layers can be 
reused by other ResNet layers if they learn the same feature. 
In convents, this practice is called extremely successful 
transfer learning. 

f) While overcoming data shortage, transfer learning 
saves time and money in training. 

4) R-CNN model design: To generate R-CNN models 
based on a previously trained CNN for image classification. 
The R-CNN model is built on the foundation of a pre-trained 
network. The last three categorization levels are eliminated, 
and new layers customized to the item types wish to detect are 
added in their place. 

As shown in Fig. 5, the final three layers in this network are 
fc1000, fc1000 softmax, and ClassificationLayer fc1000; the 
last three levels in this network are fc1000, fc1000 softmax, 
and ClassificationLayer fc1000. Fig. 6 depicts the removal of 
the final three layers. 

As indicated in Fig. 7, add the new categorization layers to 
the network. The layers are put up to categorize the number of 
items that the network should detect. 

5) Convolution neural layers of RCNN model: The input 
layer, the initial layer of the R-CNN architecture, delivers raw 
data to the network. The 32*32*3 raw image was recorded. 
The properties are extracted via the convolution layer, the 
transformation layer. As a result, this layer's inputs were leaf 
pictures. The R-CNN model's first convolution layer consists 
of 32 different 3*3 filters, each having one stride and one 

padding. After the convolution layers, the rectified linear unit 
layer (ReLU) is the most often utilized rectifier unit for neuron 
outputs. Pooling, commonly employed after the ReLu layer, 
decreases the subsequent convolution layer's input size (width 
and height). Fig. 8 depicts the entire structure. 

 
Fig. 5. Layers of ResNet-50 Pre-trained Network. 

 
Fig. 6. Layers of ResNet-50 Network by removing Three Layers. 

 
Fig. 7. Layers of ResNet-50 Network after addition of New Layers. 
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Fig. 8. Architecture of CNN Inside R-CNN. 

The sub-maximum area's value was forwarded to the max-
pooling layer. The scale value must be carefully controlled to 
avoid the attribute size reducing too quickly, the image 
attributes becoming rough, and the attributes getting lost in the 
max-pooling layer. There are layers for convolution, ReLU, 
and max-pooling before the finally linked layer. A 64-node 
fully connected layer was employed in the R-CNN. As a result, 
this layer is linked to the prior levels' core constituents. This 
layer is followed by the classification layer, which performs 
classification. A softmax classifier is a multi-class classifier 
based on an extension of the logistic function. The output map 
is connected to the Softmax function, the final layer of the 
proposed architecture, through the final convolution layer. It 
establishes the likelihood of each class. 

IV. EXPERIMENTAL RESULT AND ANALYSIS 
This section evaluates the performance of several 

classification techniques such as Fuzzy SVM, CNN, and R-
CNN and shows that the Fuzzy SVM classification 
methodology surpasses the others. The datasets for tomato leaf 
disease are split into two categories: training data (70%) and 
testing data (30%). The Tomato Plant Disease dataset contains 
735 pictures and seven classes named Bacterial Spot, Mosaic 
Virus, Yellow Leaf Cur Virus, Early Blight, Late Blight, Leaf 
Mold, and Healthy. 

The implementation of these classifiers takes place in 
MATLAB 2019B. The input images as illustrated in Fig. 9, are 
pre-processed in this experiment to decrease noise, and then 
segmentation is performed using Color-thresholding and flood 
filling. The contaminated section of the leaf is then removed, 
and the GLTP and Zernike moments of that infected area are 
determined. Then, Classifiers are employed to determine the 
illness name. 

The confusion matrix is a metric for evaluating the 
performance of a machine learning classification task with two 
or more classes as output. There are four distinct combinations 

of projected and actual values in this table. It's great for 
assessing things like recall, precision, specificity, accuracy, 
and, most crucially, AUC-ROC curves. The confusion matrix 
of R-CNN is shown in Fig. 10. 

A Receiver Operator Characteristic (ROC) curve is a 
graphical representation of a classifier's diagnostic capabilities. 
The ROC curve depicts the sensitivity vs. specificity trade-off. 
Classifiers with curves that are closer to the top-left corner 
perform better. The ROC curve that was developed for R-CNN 
is shown in Fig. 11. 

 
Fig. 9. RCNN-Trained ResNet 50 Sample Results. 

R-CNN Confusion Matrix

 
Fig. 10. Confusion Matrix of R-CNN Classifier. 

 
Fig. 11. ROC Curves for R-CNN Classifier. 
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The confusion matrix of CNN, and fuzzy-SVM, 
respectively, are shown in Fig. 12, and 13. 

Fig. 14 depicts the classification accuracy for all the 3 
classifiers as a comparison analysis. The leaves are classified 
as healthy or unhealthy and the type of condition if they are 
diseased. 

Precession, recall, and accuracy are the other performance 
indicators shown in Fig. 15 for all of the classification 
algorithms for tomato leaf disease datasets. 

 
Fig. 12. Confusion Matrix of CNN Classifier. 

 
Fig. 13. Confusion Matrix of Fuzzy SVM Classifier. 

 
Fig. 14. Comparison between Classification Techniques. 

 
Fig. 15. Precision, Specificity and Sensitivity of Classifiers. 

Previously developed models are used for performance 
comparison using the confusion matrix. The following is a 
quick summary of these models: The confusion matrix for R-
CNN findings for 735 input leaf samples is shown in Fig. 10. 

A healthy and unwell people database is produced in a 
Fuzzy SVM-based Classifier [15]. There are six distinct 
illnesses and 735 photos in the classes in the input database. 
Color thresholding and flood filling are the two segmentation 
techniques used. For greater accuracy, the output of both 
algorithms is integrated using ROI (region of interest). The 
diseased section of the leaf's characteristics was extracted using 
the segmented picture. The Color Covariance Vector (CCV) 
and Gradient Direction Pattern (GDP) algorithms are 
employed. This phase extracts a total of 56 color features and 
256 gradient characteristics. With 420 photos in four classes 
and a parentage accuracy of 97.142, this Fuzzy SVM algorithm 
provides the best results. However, increasing the number of 
photos from 420 to 735 reduces performance to 66.938 percent. 
A CNN-based classifier is employed to increase performance. 

The CNN-based Classifier [16] includes 735 healthy and ill 
plant leaves. Among the seven forms of tomato leaf diseases in 
the database are Bacterial Spot, Mosaic Virus, Yellow Leaf 
Cur Virus, Early Blight, Late Blight, and Leaf Mold. The 
images were all shot in a lab environment. The images of 
leaves were divided into two categories: training and testing. 
Leaf images are separated into two groups to test performance: 
70–30 (70 percent of the photos are for training, and 30 percent 
are for testing). The segmented section is used to retrieve the 
unhealthy portion of the leaf. 

V. CONCLUSION 
Machine learning and image processing technology 

benefits from traditional manual diagnostic and recognition 
procedures for crop disease diagnosis. A small number of 
unhealthy image samples is necessary. Deep learning is one of 
the most well-known methods of artificial intelligence. 
Computer vision is one of the many fields where deep learning 
is used. It is capable of picture categorization, object 
identification, and semantic segmentation. 

The disease diagnostic approach based on the deep 
convolutional network (CNN) minimizes comprehensive 
picture pre-processing and feature extraction methods 
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compared to standard pattern detection techniques. It employs 
an end-to-end structure to simplify the detecting procedure. In 
this study, we compared the best classifier for effectively 
classifying tomato leaf disease with an accuracy of 96.735 
percent. 
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Abstract—For quite some time, the usage of many sources of 

data (data fusion) and the aggregation of that data have been 

underappreciated. For the purposes of this study, trials using 

several medical datasets were conducted, with the results serving 

as a single aggregated source for identifying eye illnesses. It is 

proposed in this paper that a diagnostic system that can detect 

diabetic retinopathy, glaucoma, and cataract can be built as an 

alternative to current methods. The data fusion and data 

aggregation techniques used to create this multi-model system 

made it conceivable. As the name implies, it is a way of compiling 

data from a large number of legitimate sources. The development 

of a pipeline of algorithms was accomplished through iterative 

trials and hyper parameter tweaking. CLAHE (Contrast Level 

Adaptive Histogram Equalization) approaches, which increase 

the gradient between picture edges, improve segmentation by 

raising the contrast between picture edges. The Gabor filter has 

been shown to be the most effective method of selecting features. 

The Gabor filter was selected using a hybrid optimization 

method (LION + Cuckoo), which was developed by the author. 

For automation, the Support Vector Machine (SVM) radial is the 

most effective method since it delivers excellent stability and 

accuracy in terms of accuracy and recall, as well as precision and 

recall. The discoveries and approaches detailed here provide a 

more solid foundation for future image-based diagnostics 

researchers to build on in the future. Eventually, the findings of 

this study will help to improve healthcare workflows and 

practices. 

Keywords—Content-based image retrieval system; CLAHE; 

Gabor filter; Cuckoo search; LION optimization; support vector 

machine 

I. INTRODUCTION 

The covid-19 pandemic has forced rethinking about the 
effectiveness of clinical workflows and practices [1]. The 
current advances in image processing and machine learning 
algorithms make it imperative that new algorithms and 
methods be incorporated into health care technologies and 
systems[2]. Current research trends and evidence point out 
that creating multi-model systems requires using multiple 
protocols, stacks of technologies, and an array of algorithms 
and multiple data sources[3]. Choosing a specific technology 
stack and pool of algorithms for building a reliable system has 
become tedious work and confusing. The primary reason is the 
availability and choice of ready-to-use frameworks, APIs, 
libraries, and technological stacks. Hence, finding and 
appropriating existing algorithms requires exhaustive 

experimentation and optimization e.g., at the data processing 
level: importing, validating, cleaning, converting, normalizing, 
and pre-processing the data requires a lot of experience and 
intuitiveness for selecting the suitable method, which would 
yield the best possible outcomes [4]. Application of methods 
such as data fusion , aggregation and argumentation also need 
to be explored, especially when the number of data instances 
of particular class are less and there is an imbalance in the 
dataset. 

The term "pipeline" in computer science has broader 
connotations in the current context [5]. It is referred to as 
multi instructions performed as a unit. The computer unit may 
be some software module or hardware such as Graphics Cards. 
HTTP pipeline is a sequence of steps taken to handle HTTP 
traffic and tasks in the context of the research work. 
"Algorithm Pipelining'' is more appropriate as this research 
work involves constructing algorithms, frameworks, and 
systems sequences that can perform tasks such as prediction of 
corona virus with the help of experiments with high reliability 
[6]. A pipeline is another method of defining an experiment 
[7]. An experiment whose objectives are known and defined 
and the outcome helps construct a fully functional system. In 
this research work, an attempt will be made to identify an 
accurate workflow of the methods (image processing and 
machine learning) that would yield a high-performing system 
that can detect at least three types of eye diseases, i.e.; diabetic 
retinopathy, glaucoma, and cataract. Hence, in the next 
section, the workflows, approaches, and methods are 
discussed which are used these days to construct multiple-
model eye disease detection systems. 

II. REVIEW 

Medical imaging technology has significantly progressed, 
which has helped to reduce the burden of detection of 
numerous diseases. Machine learning algorithms and their 
comprehensive frameworks have greatly helped the image 
segmentation field [8][9]. However, the biggest problem that 
the researcher faces in this context is building diagnostic 
systems related to the characteristics of the data set [10]. By 
analyses of the publically available medical image data set e.g. 
eye diseases, it can be observed that many of these data sets 
belong to particular or specific modalities, and at the same 
time, they are poorly annotated [11][12]. Many data sets are 
not labelled as per the stage of the disease; in many cases, the 
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dataset is not as per the requirement of machine learning 
modelling [13]. Due to this challenge, multi-model disease 
detection systems are hard to realize [14]. In simple words, it 
means that highly specialised systems of detection can be 
constructed. However, detection system for a specific domain 
is hard to construct; for example, the current literature quotes 
many examples of handling diabetic retinopathy detection 
systems[15], but few new systems are illustrated in high 
impact journals that deal with the detection of multiple 
diseases such as glaucoma, cataract, and diabetic retinopathy 
at the same time [16][17][18]. This industry faces two kinds of 
problems: the first is limited annotated data sets, and the 
second one is weak or incomplete annotations in the data set 
as per medical grade system. Contemporary literature cites 
different solutions to overcome the problem depending upon 
the problem. 

The most frequently used technique is data aggregation 
[19], data augmentation [20][21] and data fusion [22]. In data 
augmentation, the existing data set size is increased by adding 
more synthetic data to it, or learning from the existing 
annotated data is done for constructing a more significant size 
data set; this way, multiple diseases and modalities can be 
covered. Such methods also help overcome the imbalance in 
the data set and help leverage active learning. The most 
significant advantage is that multi-disease detection systems 
can now be constructed using multiple data sets or data fusion 
techniques. Data fusion algorithms leverage multiple disease 
data sets for constructing image processing functions that 
work on heterogeneous disjoint sets that can support multi-
disease detection systems [23]. Some authors refer to such 
procedures as data adaptation also. Data adaptation is a 
process by which a data set is constructed, which helps the 
learning component of the detection system to discriminate 
between the various disease modalities and come out with an 
effective solution. Data augmentation, data fusion, and data 
adaptation help immensely overcome the challenge of 
building generic systems of detection [24]. However, the 
current literature also points out that there are limitations in 
using single algorithms for building multi-disease detection 
systems. Research in this context also shows that building 
classification systems relying on specific features and single 
classification methods may not yield a stable numerical 
system. There is always a need to use various methods and 
solutions for detecting multiple diseases. Hence, many 
researchers have concluded that the usage of hybrid 
techniques and combination approaches is far better than 
training a specific machine learning model. This way, a robust 
model for constructing multiple disease detection systems can 
be realised and implemented. 

From the current literature it is amply clear that as a 
strategy for building medical detection systems, three possible 
path ways can be used for constructing systems of disease 
detection [25]. The first uses purely statistical methods, the 
second uses optimization methods, and the third uses machine 
learning algorithms or deep learning models. It should be 
however be noted that Image segmentation is a precursor for 
using these three approaches because extracting the object of 
interest from the medical images is a fundamental step in 

building disease systems. An important gap that is generally 
visible in the current literature is that few scholars are building 
systems can multiple diseases detection in medical domain. 
Generally, the focus of research paper is to work with a single 
medical modality with specific dataset. However, the need to 
hour is to construct models that can automatically detect 
multiple ailments in a comprehensive way. It became critical 
in context of detecting eye problems due to covid-19 
pandemic norms. 

In short, it can also be observed from the current research 
works in context of most relevant approaches are statistics, 
machine and deep models. Statistical methods such as 
descriptive statistics, correlation, f-test, t-test, etc., are 
generally used to understand the nature of the data and 
identify the suitability of the data for machine learning model 
[26]. The optimisation algorithms [27][28] such as Genetic 
Algorithm, ant-colony-optimisation [29], differential-
evolution,cuckoo-search [30], particle-swarm-optimisation, 
firefly, metaheuristic swarm-optimisation, Harris-hawks-
optimisation, bat-algorithm, lion-optimiser, grey-wolf-
optimiser, moth-flame-optimisation, flower-pollination-
algorithm whale-optimisation-algorithm, etc. are used for 
constructing feature engineering hypothesis for attaining the 
best possible solutions [31][32][33]. The automation of 
diagnose comes with implementing machine learning and 
deep learning algorithms. Current literature gives ample 
evidence that authors are primarily citing hybrid methods for 
producing high-precision systems of medical disease detection 
[34][35]. Large amounts of citations can be found that are 
showing the most frequently used machine learning 
algorithms for detecting eye problems include K-Means, K-
nearest neighbour (KNN), support vector machine (SVM), 
ANN or neural networks , decision trees, logistic regression. 

This research attempts to analyse three pipelines that 
would yield a numerically stable multi-disease detection 
system. The selection of methods used in each type of pipeline 
is based on the previous research works done by contemporary 
technical people. Secondly, it is a sincere attempt to find a 
novel pipeline of methods that can offer consistently 
repeatable performance detecting multiple eye diseases. 

III. MATERIALS AND METHODS 

In this section, the steps that make up the workflow of this 
research are given. It explains techniques, procedures, and 
algorithms used for building a system designed for eye 
diagnostics. The research flow block diagram Fig. 1 may be 
referred to for better understanding. The dataset used in this 
research work is publically available 
(https://github.com/palavibhangu/retina_dataset.)The dataset 
has 300 images of each of three types (diabetic retinopathy, 
cataract, glaucoma) of eye diseases and healthy eye images. 

The aggregated size of the dataset of 1200 images was 
realized with the help of operation referred as data fusion. As 
mentioned earlier, in data fusion, multiple datasets are stacked 
and organised to act as single source of dataset. This has been 
done to overcome the challenge of low availability of 
particular class of instances of medical data. 
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Fig. 1. Basic Flow of Research. 

A. Image Processing 

In this section, demonstration of the pre-processing steps 
that include selection of appropriate contrast methods and 
performance assessment of this step is discussed. It is apparent 
that for building a generic system of eye problem detection, 
the images were subjected to pre-processing operations such 
as contrast enhancement. The purpose of the contrast 
enhancement is to increase the differential between the various 
segments of the images. Increasing the differential between 
the object’ pixels that have higher values will attain higher 
intensity levels and the similarity of the lower-intensity pixels 
will acquire lower levels of intensity. This process is quite 
helpful when the segmentation process has to be done as an 
essential step. Therefore, technically it refers to any technique 
that uses a function to exaggerate the apparent difference 
between adjacent structures created during image processing. 
This helps characterize objects of interest, i.e., a characteristic 
that can hint at eye problems. Multiple algorithms are 
available in the image processing domain to improve the 
images' medical quality. These include histogram-based 
methods such as adaptive histogram equalisation and contrast 

stretching (CS) methods such as min-max stretching. In the 
context of the problem undertaken, after a lot of 
experimentation and quality grading, it was found that the 
CLAHE method[36] is most suitable for the said purposes. 
The CLAHE method has step operations with which it 
increases the contrast. The first step divides the image into 
tiny regions and creates a local histogram for each region. A 
map of the local histogram is constructed. After this, a 
clipping point of the histogram is identified for each region. 
As the contrast process iterates, every region’s noise is also 
reduced with the help of the subtraction method. The result is 
redistribution of the intensity values of the image. Table I 
gives the output of the CLAHE. 

It can be observed from the comparison that the CLAHE 
algorithm produces better levels of differentiation between the 
various entities embodied in the fundus eye images. The 
selection of the CLAHE algorithm is based on the assessment 
of output given in the next section. It should also be noted that 
classical histogram equalization method was initially 
evaluated and it was found that dynamic or adaptive methods 
always perform better. 
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TABLE I. CONTRAST OUTPUT TABLE 

Original Image(s)  CLAHE 1) Min-Max Contrast Stretching 

(Healthy Original)  

 

Image I (Healthy 012)  

 

 

 

 (Glaucoma Original ) 

 

CLAHE Image I (Glaucoma 01 ) 

 
 

 

 

(Cataract Original )  

 

CLAHE Image I (Cataract 007 )  

 

 

 

(Diabetic Retinopathy Original)  

 

CLAHE Image I (Diabetic Retinopathy 082 ) 

 
 

 

 

It is difficult to objectively evaluate the quality of contrast 
that an algorithm may provide in photographs from a technical 
standpoint. The use of a subjective judgment of the image is 
more appropriate in these situations. The advantage is that 
domain experts will make decisions in accordance with the 
medical grade standard of care. Thus, two judges (Judge 1 & 
Judge 2) were assigned the task of evaluating four factors 
related to the quality of the images changed by contrast 
algorithms: distortion in the image, artefacts, noise and 
information gain that can valued after the contrast 
enhancement operation. A questionnaire was developed, and 
judges assigned scores between 1 and 3 on a scale of 1 to 3. 
The number 3 indicates that there is no introduction of noise, 

distortion, or artefacts as a result of contrast. The number 1 
represents the presence of 100 percent noise, distortion, or 
artefacts in the freshly produced images. If a number 2 is 
assigned, the value signifies a 50 percent chance of noise, 
distortion, and artefacts occurring. The same is true for the 
factor information gain: one indicates that there is no 
information gain when the contrast algorithm is performed, 
and 3 indicates that there is a 100 percent gain in the 
information, indicating that the contrast transformation will be 
beneficial in better segmentation. There were two experts 
participated in the evaluation process, and the inter-rater 
agreement (using average score) between them was computed, 
since, there four medical modalities the results are shown in 
Tables II, III, IV and V, respectively.  
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TABLE II. HEALTHY IMAGES (RANDOM SAMPLE = 25) 

Healthy Samples CLAHE vs CS 

 Factors Judge 1Mean Score Judge 2 Mean Score Average Score 

CLAHE 

Noise  2.68 2.6 2.64 

Distortion 2.68 2.6 2.64 

Artefacts 2.60 2.68 2.64 

Information Gain 2.84 3 2.92 

CS 

Noise  2 2 2 

Distortion 2 2 2 

Artefacts 2 2 2 

Information Gain 2 2 2 

TABLE III. GLAUCOMA IMAGES 

Glaucoma Samples CLAHE vs CS 

 Factors Judge 1Mean Score Judge 2 Mean Score Average Score 

CLAHE 

Noise  2.64 2.62 2.63 

Distortion 2.68 2.64 2.66 

Artefacts 2.92 2.92 2.92 

Information Gain 2.92 2.92 2.92 

CS 

Noise  2.1 2.1 2.1 

Distortion 2 2 2 

Artefacts 2 2.3 2.1 

Information Gain 2.4 2.4 2.4 

TABLE IV. CATARACT IMAGES 

Cataract Samples CLAHE vs CS 

 Factors Judge 1Mean Score Judge 2 Mean Score Average Score 

CLAHE 

Noise  2.68 2.64 2.64 

Distortion 2.92 2.68 2.8 

Artefacts 2.8 2.8 2.8 

Information Gain 2.76 2.8 2.78 

CS 

Noise  2.2 2.2 2.2 

Distortion 2 2 2 

Artefacts 2.2 2 2.1 

Information Gain 2 2.2 2.1 

TABLE V. DIABETIC RETINOPATHY IMAGES 

Diabetic Retinopathy Samples CLAHE vs CS 

 Factors Judge 1Mean Score Judge 2 Mean Score Average Score 

CLAHE 

Noise  2.8 2.68 2.78 

Distortion 2.8 2.8 2.8 

Artefacts 2.76 2.68 2.72 

Information Gain 2.88 2.88 2.88 

CS 

Noise  2 2 2 

Distortion 2.2 2 2.1 

Artefacts 2 2.4 2.2 

Information Gain 2.1 2.1 2.1 

Observations from Table II to V demonstrate that CLAHE 
method is more effective than contrast stretching. In all 
healthy images, Glaucoma, Diabetic Retinopathy and 
Cataract, the evaluation shows the CLAHE method is the most 
stable and reliable algorithm for the said purpose. This may be 
attributed to the fact; the correct parameters were selected for 

taking maximum advantage of the CLAHE algorithm. The 
parameters; Windows size = 8, Clip limit =0.4, Bin size 255) 
of CLAHE and use of Rayleigh (alpha value =0.35) based 
distribution for construction of the histogram yield a better 
output. Min-Max Contrast Stretching is intensity 
normalization; this is a typical well established pre-processing 
step taken by many researchers; nevertheless, in the current 
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context, it is performing not well as compared to the CLAHE 
method. In the case of Min-Max Contrast stretching intensity 
increases but loss of information/pixels is also happening. It is 
now time for extracting features from these quality enhanced 
image dataset. The coming section discuss the process of 
extracting and selecting appropriate optimization algorithm 
that produces highest possible accuracy of the detection 
system that is based on machine learning model. 

B. Optimization based Feature Engineering 

It is possible to take full advantage of machine learning 
when one looks for recognisable patterns in large quantities of 
data. With conventional statistics, data consolidation and 
reduction is the key, and the quality of diversity of the data is 
given a lower mark. However, machine learning depends on 
extensive data and high levels of detail (think variety) (think 
columns or attributes). Feature engineering is used to get 
manual and automated analyses to speed up by adding more 
features/attributes and providing more details on existing 
data[37]. Feature analysis can help developers exploit and 
investigate data with more profound patterns. They are helpful 
for many machine learning procedures and vital to spot trends 
that can give real-time hints on diseases in our context. There 
are two main ways to expand features: ingesting more data 
after pre-defined features are created or training data to 
increase available features. The feature selection process 
includes selecting combinations of variables with large 
discriminative values to support the detection of various types 
of classes in the dataset. 

As indicated in recent publically available literature 
assessments, critical variables for diagnosing eye 
abnormalities include an examination of the eyes' colour, 
texture, and form. The Gabor Filter was used to analyse the 
texture [38][39] and it was compared to a independent 
component analysis (ICA) method [40] for determining the 
most acceptable features in the image dataset. ICA assists in 
the discovery of a reduced projection picture or sub space of 
the original image with decreased dimensions. This reduces 
overhead while extracting the best feasible statistically 
independent information from each image. Additionally, ICA 
method encompasses a wide range of kurtosis and skewness 
values. The fixed objective function is determined by the 
differential equation (1). 

f'(x) = (x-a) f(x) / (b0 + b1 x + b2 x2)           (1) 

Where a, b0, b1, and b2 are distribution parameters. When 
the source distributions are known (as they are in this 
scenario), the score functions are the ideal choice for the 
objective function. The Pearson ICA system's scoring function 
is defined as (x) = - f '(x) / f (x) = (x-a) / (b0 + b1 x + b2 x2 ). 
The parameters a, b0, b1, and b2 are estimated using the 
moments approach. 

The Gabor filter helps to extract features of images by 
computing features at different frequencies and by changing 
the theta angle. This way features from multiple orientations 
and directions are extracted. Mathematically, it is computed 
using equation (2). 

 (             )     (
           

   )      (  
  

 
   )  (2) 

Where 

                                  

After applying the Gabor filter and extraction of Gabor 
vector and ICA components, the dataset was transformed into 
a feature matrix of 1000x100 with the help of the reshape 
function of Matlab. This was done so that uniform sets of 
features are used from each image for machine learning. It is 
expected that as a result of application of these feature 
selection methods, the chosen features will have a smaller 
classification error and a higher degree of generalisation when 
machine models will be constructed. 

The analysis for finding the best optimisation algorithm for 
feature selection depends on four performance factors. The 
first one is the coverage percentage: it constantly desired that 
it should be 100% so that no feasible area during the 
optimisation process is left uncovered to find the optimal 
solution to the problem. For example, the PSO is not a global 
optimisation algorithm [41]; hence, it cannot guarantee 
convergence to a local optimum. Due to this fact, the stability 
of the solution may be questionable. The excellent level of 
coverage is reflected in the accuracy parameter. The second 
performance analysis is about the computational time the 
optimisation solution takes to reach the most feasible solution. 
It is better to have feasible solutions fast. Then, the number of 
features that the algorithm finds useful is critical. It is 
generally expected that the lower the number of features, the 
lower is the overhead for the machine learning algorithms for 
building an appropriate solution. 

All these optimization algorithms were executed using 
standard parameters values such as the number of iterations = 
10 and solutions=100. Each algorithm has specific parameters 
that need to be configured before these algorithms can be 
executed. It can be observed from Table VI that cuckoo and 
LION algorithms [42] are most competent in terms of 
accuracy and number of selected features. However, it is 
better to use a hybrid approach and combination of the LION 
and cuckoo as it further reduces the overhead and keeps the 
accuracy levels a bit higher than individually using the LION 
or Cuckoo algorithm. The optimization algorithms' 
performance analysis shows that applying a hybrid algorithm 
helped obtain the best possible solution in terms of the number 
of features. The coverage of the hybrid algorithm is excellent, 
which lead to the selection of a feature matrix that has the 
lowest number of features (18). 

The PSO, Whale Optimization and Marine Predator 
algorithm give a good level of accuracy (above 90%), but the 
number of features are more than the Hybrid approach. In the 
next section, however, an examination of the machine learning 
models will be done to ascertain the performance of classifiers 
using these selected features. 
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TABLE VI. FEATURE SELECTION USING OPTIMIZATION 

S.No Optimization Algorithm Accuracy Number of selected features 

1 Cuckoo's 92.5 40 

2 LION 87. 14 28 

3 Particle Swarm Optimization 95.7 64 

4 Marine Predators 92.1 22 

5 Whale Optimization Algorithm 90.9 20 

6 Cuckoo+LION (Hybrid) 98.9.0 18 

IV. RESULT AND DISCUSSION 

The accuracy of machine learning entirely depends on the 
quality of data it processes for learning patterns of data. This 
section explains the procedure followed for finally automating 
detecting four medical conditions of the eyes. For automation, 
four classifiers (KNN, SVM (Radial), DT, RF) were chosen 
based on the previous work done by other researchers and 
organisations. 

The feature matrix of eighteen numerical features was 
selected using a hybrid feature selection algorithm (Cuckoo 
and LION), and it was subjected to all the four classifier 

models. However, The rigorous experimentation showed that 
the accuracy of the SVM radial after full hyper parameter 
search and tuning give 95% accuracy as shown in Table VII. 
Correspondingly, the recall and precision values are also high. 
The better performance of the SVM radial algorithm can be 
attributed to the fact that the feature engineering process is 
paying off here. Secondly, to evaluate the consistency and 
validation of all classifier models, the ten-fold validation 
process was followed, and the standard deviation of each 
metric was noted. From Table VII and Table VIII, it can be 
observed that SVM radial have the lowest standard deviation 
for almost all the metrics, including recall and precision. 

TABLE VII. PERFORMANCE ANALYSIS OF MACHINE LEARNING MODELS 

Metric | Algorithm  KNN SVM (R) DT RF 

Accuracy Cuckoo 0.84 0.88 0.84 0.80 

Accuracy Lion 0.85 0.88 0.84 0.80 

Accuracy Hybrid 0. 89 0.95 0.83 0.83 

F_ScoreCuckoo 0.87 0.89 0.83 0.82 

F_ScoreLion 0.87 0.89 0.84 0.82 

F_ScoreHybrid 0.87 0.91 0.83 0.82 

PrecisionCuckoo 0.87 0.83 0.84 0.82 

PrecisionLion 0.87 0.89 0.84 0.82 

Precision Hybrid 0.87 0.91 0.83 0.83 

Recall Cuckoo 0.80 0.84 0.83 0.82 

Recall Lion 0.80 0.89 0.81 0.81 

Recall Hybrid 0.80 0.91 0.84 0.85 

TABLE VIII. STANDARD DEVIATION VALUES OF PERFORMANCE METRICS OF MACHINE MODELS 

 Metric | Algorithm  KNN SVM (R) DT RF 

Accuracy Cuckoo 0.047589 0.041732 0.055656 0.055328 

Accuracy Lion 0.044991 0.040143 0.053754 0.056553 

Accuracy Hybrid 0.047383 0.021967 0.055517 0.054785 

F_Score Cuckoo 0.036791 0.041807 0.054889 0.057068 

F_Score Lion 0.037383 0.041967 0.03517 0.054785 

F_Score Hybrid 0.037589 0.031732 0.035656 0.055328 

Precision Cuckoo 0.034991 0.030143 0.033754 0.056553 

Precision Lion 0.037383 0.031967 0.03517 0.034785 

Precision Hybrid 0.036306 0.010105 0.03458 0.032732 

Recall Cuckoo 0.037185 0.032468 0.034845 0.035144 

Recall Lion 0.037383 0.031967 0.03517 0.034785 

Recall Hybrid 0.037383 0.021967 0.03517 0.034785 

*KNN=k-nearset Neighbours, SVM= Support Vector Machine, DT= Decision Tree, RF= Random Forest. 
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It can further be noted that the KNN algorithm is second 
best in terms of accuracy, and its performance metrics have 
higher levels of deviations compared to the SVM radial. 
Similar observations can be made for Decision tree and 
random forest algorithms. Both these algorithms have 
performed in a range of eighties per cent with higher levels of 
deviations in their results when evaluated for validations and 
reliability using the ten-fold method. It should be emphasised 
that the selection of these machine learning algorithms was 
made after conducting a bibliographic examination of the 
relevant literature. The methods that are most frequently 
employed to handle the challenges of classification and 
limited datasets have been incorporated into this book in their 
most basic forms. Because the dataset used in this study is an 
aggregate of various datasets, this research report includes a 
comparison of the dataset utilised in this study with the current 
dataset. 

V. CONCLUSION AND FUTURE SCOPE 

There have only been a few studies in which numerous 
medical eye problems have been investigated using a single 
method. The same can be said for identifying relevant picture 
features using a combinational technique. It was completed 
through a rigorous procedure that included a great deal of 
experimenting. The process of developing a generic pipeline 
of algorithms to facilitate feature selection and automation of 
the classification process has been followed to completion. An 
in-depth investigation of the optimization process was carried 
out in order to identify the most appropriate features and 
methods that could be used for the construction of the feature 
matrix, and further investigation resulted in the development 
of a numerically stable pipeline of the algorithms. It should 
also be mentioned that the KNN method is the second most 
accurate algorithm in terms of accuracy, and that its 
performance metrics have larger levels of deviations when 
compared to the SVM radial algorithm. Observations similar 
to these can be made about the decision tree and random forest 
algorithms. When examined for validation and reliability 
using the ten-fold approach, both of these algorithms 
performed within an eighty percent confidence interval, with 
larger degrees of variances in their results in their results than 
when evaluated for accuracy. 

Following a review of the literature on three keywords, the 
researchers chose the machine learning models for this work. 
The keywords were data fusion, eye illness classifiers, and 
image processing of the eyes. The procedure of picking the 
most accurate and stable classifier among the candidates was 
carried out with the assistance of a ten-fold algorithm, which 
was used to narrow down the field of candidates. This 
guaranteed that no time was wasted later on while assessing 
different machine learning models in the field. When hybrid 
algorithms (Cuckoo and LION) are used for feature 
engineering and dimension reduction, it has been discovered 
that there are extra benefits, and that this results in the 
generation of matrices with decreased features but complete 
coverage. This research was conducted under the guidance of 
an exploratory experimentation regime, and it has been 
discovered that the SVM radial algorithm is the most suited 
machine-learning model for the development of a multi-
modality system that can detect eye abnormalities. In addition, 

it was discovered that some degree of hyper-parameter 
adjustment was required in some cases. After conducting an 
extensive grid search based on hyper-parameter tuning and 
feature engineering, it was discovered that the optimization 
strategy resulted in a higher accuracy level (0.95) for SVM 
than the previous approach. 

In this study project, we attempted to develop a multi-
disease detection system that would be capable of detecting 
three different forms of eye diseases: diabetic retinopathy, 
glaucoma, and cataract, among others. It is recommended that 
other diseases be added to the scope in the future, and that the 
detection range be broadened as well. This way, the scalability 
and generality of the model can be further strengthened. 
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Abstract—Due to the events caused by the COVID-19 

pandemic and social distancing measures, learning management 

systems have gained importance, preserving quality standards, 

they can be used to implement remote education or as support 

for face-to-face education. Consequently, it is important to know 

how teachers and students use them. In this work, clustering 

techniques are used to analyze the use, made by university 

professors, of the resources and activities of the Moodle platform. 

The CRISP-DM methodology was applied to implement a data 

mining process, based on the Simple K-Means algorithm; to 

identify associated groups of teachers it was necessary to 

categorize the data obtained from the platform. The Apriori 

algorithm was applied to identify associations in the use of 

resources and activities. Performance scales were established in 

the use of Moodle functionalities, the results show the use made 

by teachers was very low. Rules were generated to identify the 

associations between activities and resources. As a result the 

functionalities that need to be enhanced in the teacher training 

processes were identified. Having identified the patterns of use of 

the Moodle platform, it is concluded that it was necessary to use 

a Likert scale to transform the frequency of use of activities and 

resources and identify the rules of association that establish 

profiles of teachers and tools that should be promoted in future 

training actions. 

Keywords—Clustering; educational data mining; moodle; 

usage patterns; k-means algorithm; a priori algorithm 

I. INTRODUCTION 

The pandemic caused by COVID-19 brought with it a 
mandatory social confinement that forced societies to change 
customs and models and to face the need to enhance the use of 
technological tools to give rise to teleworking and tele 
education. 

The face-to-face educational system necessarily migrated 
towards virtual teaching-learning environments, which 
generated new ways of understanding the educational process. 
Integrating information and communication technologies 
(ICT) to the educational process implies changes in the forms 
of communication, in the contents and forms of evaluation, 
changes in the role of the teacher and students, ICT can be 
used by teachers as technical-pedagogical support and by 
students as a tool for autonomous learning [1]. 

Although some educational institutions were gradually 
integrating ICTs as a means of enhancing their educational 
processes, in the context of the pandemic, many of them had 

to abruptly assume, without considering the context of their 
educational community, the use of virtual scenarios to carry 
out their educational activities. 

Although some educational institutions were gradually 
integrating ICT as a means of enhancing their training 
processes, in the context of the pandemic, many of them had 
to assume abruptly and without considering the context of 
their educational community, the use of virtual scenarios to 
carry out their training activities. In particular, universities had 
to adapt to this transformation by assuming educational 
models that use technological tools of support and 
accompaniment to improve conventional teaching and 
learning processes. Within these tools are virtual educational 
platforms or LMS (Learning Management System) that enable 
new teaching-learning modalities. For [2] in the b-learning 
modality, which combines face-to-face with non-face-to-face 
teaching, the LMS favors learning. In the e-learning modality, 
the use of Internet-based technologies provides a wide range 
of solutions that promote the acquisition of knowledge and 
development of skills [3]. 

Training processes in virtual environments imply changes 
in the roles of their actors, the student stops being a passive 
consumer and becomes a producer of information and 
knowledge; for [4], the students must be autonomous and 
independent in their information search skills, must create new 
content in an innovative way and transform it into knowledge 
and must communicate effectively by decoding messages and 
transmitting information. For his part, the teacher assumes the 
role of guide and incorporates technology adequately and 
effectively, that is, incorporating technological tools with a 
pedagogical approach [5]. 

In this information context, in order for students to achieve 
meaningful learning, the teacher must use the LMS tools to 
manage resources and activities in a way that enhances the 
autonomous work of the student and favors the development 
of competencies and skills such as search and organization of 
information, teamwork and communication with their peers 
and with the teacher. That is why this research focuses on 
improving university teacher performance and consequently 
student learning. 

For the analysis and evaluation of the use of LMS, data 
mining is a tool that allows determining patterns of behavior 
in the data obtained from the platform and identifies the 
factors associated with the success of online learning [6]. In 
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[7, 8] they found that most works focus on the usability of 
LMS, limiting themselves to the student's role and neglecting 
the teacher's work process. 

In [9] a statistical analysis is made of how mathematics 
teachers in a face-to-face model supported by the Moodle 
platform develop cognitive and action competencies in 
elementary school students. In [10] educational data mining is 
applied to the Moodle LMS to identify behavior patterns in 
students to identify the resources and activities that are best 
suited to the students' needs; it concludes that there is a 
correlation between the level of activity and their academic 
performance. 

In [11], the authors investigated the use of Virtual 
Learning Environments by professors in a higher education 
institution; they sequentially combined three methods: 
processing of VLE logs, surveys, and interviews. In [12] data 
is collected in some Spanish universities to study the uses that 
university professors make of the virtual campus and the 
methodology they propose to students. The model of courses 
carried out concludes that the universities studied make 
minimal use of the platform and focus on making materials 
available to the student and that the model is characterized by 
the presence of basic, complementary, and organizational 
teaching materials, together with a proposal of individual and 
group activities. 

Works such as [13, 14, and 15] have used the CRISP-DM 
methodology to implement data mining processes aimed at 
describing students' academic behavior. 

In [16], the authors use data mining tools and techniques 
for academic improvement of the student performance and to 
prevent drop out. Four classification methods, the J48, PART, 
Random Forest and Bayes Network Classifiers were used, the 
data mining tool used was WEKA. 

The authors in [17], propose two different guidelines: 
Learning Analytics focused on descriptive processes, and 
Educational Data Mining for predictive processes, directing 
activities adjusted to this environment for obtaining 
satisfactory results. 

In light of the above, the objective of this work was to 
analyze the use of resources and activities of the Moodle 
platform, made by teachers at the National University of San 
Agustin de Arequipa (Peru). The importance of the work 
carried out is that based on the results obtained, 
recommendations can be made to enhance the use of this 
platform and favor the use of interactive and collaborative 
activities within the framework of a socio-constructivist 
pedagogical model. 

II. THEORETICAL FRAMEWORK 

A. LMS Moodle 

Modular Object-Oriented Dynamic Learning Environment 
(Moodle) is a learning management tool or LMS developed to 
create and manage online training environments. Known by its 
acronym, Moodle is one of the most widely used content 
management systems globally. It provides a powerful set of 
learner-centered tools and collaborative learning environments 
that empower both teaching and learning. 

Moodle fosters active and participatory virtual 
environments by enabling teachers and students to interact on 
the platform through chats, forums, videoconferences, among 
others. Consequently, it facilitates to the teacher the possibility 
of extending the limits of the classroom to spaces and 
moments different from the face-to-face class, it gives 
students autonomy to consult multimedia content and to 
interact and participate in learning communities [18]. 

B. Educational Data Mining 

Data mining is a set of techniques and technologies that, in 
an automatic or semi-automatic form, allows the exploration 
of large databases; the objective is to find repetitive patterns, 
trends, or rules that explain the behavior of the data in a 
specific context. Data mining involves the interaction of 
different techniques and procedures from computer science, 
statistics, mathematics, and information science. The 
extraction and analysis of data has become important in 
multiple areas, because through the application of various 
techniques, it allows to transform that data into information 
and knowledge of great utility [19]. 

In the educational field, there is talk of educational data 
mining (EDM); which focuses on the development of 
discovery methods that use data from LMS to understand and 
improve virtual teaching-learning environments. The EDM 
builds analytical models that uncover interesting patterns and 
trends in the use of an LMS [20]. 

C. CRISP-DM Methodology 

CRISP-DM (Cross Industry Standard Process for Data 
Mining) is a standard and open analytical model of the data 
mining process [21]. It includes a description of the phases of 
a data mining project, the tasks required in each phase, and an 
explanation of the relationships between the tasks. CRISP-DM 
provides an overview of the life cycle of a data mining 
process. 

CRISP-DM divides the data mining process into six main 
phases (Fig. 1). 

 

Fig. 1. CRISP-DM Phases. Source Shearer (2000). 
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The sequence of phases is dynamic; it is possible to move 
forward or backward through the phases. The result of each 
phase determines which phase, or which particular task of a 
phase, is to be done next. The arrows indicate the most 
important and frequent dependencies. The advantages of using 
CRISP-DM include replicability, independence of the 
application context, and its tool neutrality [22]. 

III. MATERIALS AND METHODS 

A. Context 

The research was conducted at the National University of 
San Agustín (UNSA) in Arequipa, Peru. Traditionally it works 
under a face-to-face model supported by the use of the Moodle 
platform. The University Directorate of Information 
Technologies (DUTIC-UNSA) is the unit in charge of the 
administration and management of the Moodle platform, in 
addition, it provides training and technical support services to 
teachers and students. 

As a result of the COVID-19 pandemic, the UNSA 
migrated towards a mixed model in which face-to-face 
sessions are carried out through a videoconferencing system 
and arranged the mandatory use of the Moodle platform to 
dynamize and enhance the training process. 

B. Methodology 

Cross-sectional descriptive-exploratory research has been 
carried out. 

To develop the data mining process, the steps of the 
CRISP-DM methodology have been followed. 

C. Data 

The study considered a universe composed of 4809 virtual 
classrooms implemented in the 2020-A academic semester. 
These classrooms correspond to the three academic areas of 
the UNSA: engineering, social and biomedical. 

IV. DEVELOPMENT OF THE PROPOSAL 

A. Phase 1, CRISP-DM Methodology: Understanding the 

Business 

Tasks related to understanding project objectives and 
requirements were performed to turn them into technical 
objectives and a project plan. 

Objectives: This research focuses on analyzing the use that 
teachers make of the activities and resources available on the 
Moodle platform. It is intended to: 

 Investigate if there are differences in use between the 
three academic areas: Natural and Formal Sciences and 
Engineering, Social Sciences and Biomedical Sciences. 

 Identify associated groups of teachers in the use of 
resources and activities using the Unsupervised 
Learning Algorithm Simple K-Means. 

 Identify associations in the use of resources and 
activities using the A-priori association algorithm. 

Resources: 

 Technological: Computer, Google Collaboratory 
platform in Python language for data processing and 
model development. 

 Technical: Data mining techniques. 

 Human: The Researchers. 

 Data source: Moodle platform usage logs during the 
2020-A Academic Semester. 

B. Phase 2, CRISP-DM methodology: Understanding the 

Data 

A first contact with the data was made to familiarize 
themselves, identify their quality, define the first hypotheses 
and establish the most obvious relationships. 

1) Data collection: The data was obtained from the 

records of the Moodle platform. For the data to have meaning 

it was necessary to integrate different tables. The "teacher" 

table with the correlative code of each teacher and their full 

name. The "course" table contains the correlative code of each 

virtual classroom, the short name and the full name of the 

corresponding subject. Both are related through the 

"course_teacher" table. The "resource_activities" table 

contains the number of times that the 13 activities and 7 

resources available on the virtual platform have been used. 

This table relates to "course_teacher" through the course and 

teacher correlates. Fig. 2 shows the entity-relationship 

diagram of the integration performed. 

2) Verification of data quality: Initially, the database 

considered the 4809 classrooms configured on the virtual 

platform. Data was cleaned considering that some classrooms 

had not been used or had not been assigned a teacher; 2 

duplicate teacher records were deleted, 219 classrooms that 

had the Teaching field blank, and 335 classrooms that had less 

than or equal to a resource or activity used. As a result, we 

worked with data from 4255 classrooms. 

 

Fig. 2. Entity-relationship Diagram. 
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3) Data exploration: The use of classrooms was analyzed 

for each academic area, Fig. 3 shows the percentage of 

classrooms implemented and the number of teachers who were 

in charge in each of them. The differences found are explained 

by the number of professional schools that are integrated into 

each academic area. 

At UNSA, the academic areas are divided into Schools and 
these into Professional Schools. Table I shows the number of 
virtual classrooms implemented in the different schools, as 
well as the number of professors administered them. 

Tables II and III show the frequency of the use of Moodle 
resources and activities in each academic area and the amount 
of total usage. 

 

Fig. 3. Classrooms Percentage and Number of Professors in each Academic 

Area. 

TABLE I. NUMBER OF CLASSROOMS BY SCHOOLS 

School 
No. of 

classrooms 

No. of 

professors 

School of Administration 269 115 

School of Agronomy 93 48 

School of Architecture 159 76 

School of Biological Sciences 194 102 

School of Accounting and Financial Sciences 172 80 

School of Historical and Social Sciences 317 130 

School of Natural and Formal Sciences 151 93 

School of Law 189 77 

School of Economics 130 49 

School of Education 263 122 

School of Nursing 76 47 

School of Philosophy and Humanities 271 96 

School of Geology, Geophysics and Mining 174 85 

School of Civil Engineering 203 84 

School of Process Engineering 403 210 

School of Production and Services Engineering 750 313 

School of Medicine 83 44 

School of Psychology RRII Cs. Of 

Communication 
358 146 

TABLE II. FREQUENCY OF USE EACH RESOURCE BY AREA 

Resources / Area Biomedical Engineering Social Total 

File 13373 43299 46283 102955 

Folder 675 1764 1512 3951 

Label 2253 13042 9173 24468 

Book 21 102 68 191 

Page 149 224 238 611 

Ims 0 2 0 2 

Url 9476 33376 37343 80195 

Total 16471 58433 57274  

TABLE III. FREQUENCY OF USE EACH ACTIVITY BY AREA 

Resources / Area Biomedical Engineering Social Total 

Attendance 1481 5421 5335 12237 

Chat 275 1800 1614 3689 

Consultation 10 81 106 197 

Questionnaire 2771 6590 6697 16058 

Survey 5 2 16 23 

Forum 1469 4761 6962 13192 

Glossary 71 87 138 296 

Game 20 85 114 219 

Lesson 19 287 176 482 

Scorm 0 5 4 9 

Pdf Annotator 152 169 117 438 

Tasks 6808 21066 18617 46591 

Wiki 14 29 39 82 

Total 13081 40354 39896  

C. Phase 3, CRISP-DM Methodology: Data Preparation 

In this phase, the necessary activities are carried out to 
build the data set that will serve for the modeling. 

Each classroom was evaluated according to the frequency 
of use of each activity and resource. Finally, only the activities 
or resources used in at least 97% of the classrooms in each 
area were considered (Tables IV and V). 

Consequently, in the academic area of Social Sciences ten 
tools were considered: Attendance, Chat, Questionnaire, 
Forum, Glossary, Task, File, Folder, Label and URL. 

In the Engineering area, eleven tools were included: 
Assistance, Chat, Questionnaire, Forum, Glossary, Task, File, 
Folder, Label, Page and URL. 

In the area of Biomedical Sciences, twelve tools were 
considered for the study: Attendance, Chat, Questionnaire, 
Forum, Glossary, Pdf Annotator, Task, File, Folder, Label, 
Page and URL. 

In order to complement the information, Tables IV and V 
show the number of classrooms that have never used the 
activities or resources indicated by area of knowledge. 
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TABLE IV. NUMBER OF CLASSROOMS THAT HAVE NEVER USED EACH 

RESOURCE BY AREA 

Resources / Area Biomedical Engineering Social 

File 10 47 34 

Folder 337 1422 1545 

Label 284 1198 1481 

Book 437 1801 1932 

Page 419 1774 1916 

Ims 446 1838 1969 

URL 46 327 265 

TABLE V. NUMBER OF CLASSROOMS THAT HAVE NEVER USED EACH 

ACTIVITY BY AREA 

Resources / Area Biomedical Engineering Social 

Attendance 173 1705 983 

Chat 353 1781 1538 

Consultation 436 1792 1916 

Questionnaire 117 734 634 

Survey 443 1838 1958 

Forum 10 62 66 

Glossary 416 1783 1881 

Game 434 1803 1935 

Lesson 433 1810 1925 

Scorm 446 1835 1966 

Pdf Annotator 429 1811 1918 

Task 70 226 255 

Wiki 437 1827 1948 

Calculated the frequencies of use of the Moodle 
functionalities, it was found that the values were very 
dispersed so it was necessary to reduce them. Considering that 
scale transformations are efficient instruments for reducing a 
data set, it was decided to transform the values from numeric 
to nominal. 

On the cleaned data, the maximum and minimum values of 
the frequency of use of each activity and resource were 
identified. With these values the range was calculated and 
divided into five parts of equal length, obtaining the values to 
construct a five-level Likert scale. The scale values and weight 
of each level assigned were: 

0 = Very low 

1 = Low 

2 = Medium 

3 = High 

4 = Very high 

D. Phase 4, CRISP-DM Methodology: Modeling 

In this phase, the most appropriate modeling techniques 
are selected for the specific data mining project. 

The Simple K-Means classification algorithm was applied, 
using the elbow method. It was looked the part of the graph 

where the line changes abruptly which forms an "elbow"; that 
number of clusters will help when classifying the data. The 
appropriate was 30 iterations to determine the optimal number 
of clusters, obtaining k = 5 (Fig. 4). 

The objective was to group similar observations and 
discovers patterns in the use of Moodle resources and 
activities in the transformed data based on the Likert scale. 

It was worked with 4255 classrooms; each classroom has 
30 fields including: area, faculty, school, course, teacher, 
activities and resources. Each classroom has the amount of 
resources and activities used numerically, therefore the Likert 
scale was applied to have a standard score from 0 to 4 with 
respect to usability; then, we eliminate columns that are not 
going to be trained, the data set used consists of 20 fields 
between activities and resources, which will be grouped using 
the K means algorithm, resulting in 5 groupings, cluster 1, 2 
and 4 have less usability, cluster 5 has a medium usability 
followed by cluster 3 (Fig. 5) and Table VII. 

To identify associations in the use of resources and 
activities, the A-priori association algorithm was applied in 
each academic area. 

First, we converted the data into 0's (activities and 
resources with score 0) and 1's (activities and resources with 
score 1,2,3 and 4) to work the model. 

 

Fig. 4. Elbow Method to Determine the Optimal value of k. 

 

Fig. 5. Clusters Determined by Simple K-Means. 
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In the social area, associations were obtained with the tools 
file, URL, and task. In the biomedical area, associations were 
obtained with the questionnaire, homework, URL, and 
attendance. However, in the engineering area no association 
was found; therefore. Due to these differences, it was decided 
to perform the process again with the total data set. 

Considering the definition of support given by [23], the 
association rules were constructed with a minimum support of 
0.8; increasing the number of associations, where the 
following is true: antecedent = is used => consequent = is 
used, the probability of each association is observed in the 
“Confidence” column, the Lift column shows the increase in 
the probability of use when considering both tools rather than 
only the antecedent tool. (Table VI shows the results). 

TABLE VI. ASSOCIATIONS FOUND WITH THE APRIORI ALGORITHM 

Antecedent Consequent Support Confidence Lift 

URL file 0.840 0.988 1.009 

forum. URL  file 0.810 0.987 1.009 

task file 0.859 0.987 1.009 

task, forum file 0.830 0.987 1.008 

task file, forum 0.830 0.954 1.008 

URL file, forum 0.810 0.953 1.008 

File task 0.859 0.878 1.009 

file, forum task 0.830 0.877 1.008 

file URL 0.840 0.858 1.009 

file, forum URL 0.810 0.856 1.008 

file file, forum 0.830 0.848 1.008 

file forum, URL 0.810 0.828 1.009 

V. RESULT AND DISCUSSION 

When analyzing Tables II and III, it can be affirmed that 
the resource "File" has been used primarily, followed by the 
resource "URL"; it follows then, that the virtual classroom is 
being used primarily as a repository of content and links to 
web content. Likewise, the activity "Homework" has been 
mostly used, followed by the activity "Questionnaire"; which 
means that the virtual classroom is being used to collect 
assignments and make assessments through questionnaires. 

Table VIII (at the end of the paper) shows the results 
obtained by applying the Simple K-Means algorithm to the 
processed data. The nominal values of the Likert scale were 
considered for each of the tools in the clusters, since the 
distribution of the frequency of use is asymmetric, the value of 
the model was taken as a representative measure. Table VIII 
also shows that the teachers' use of Moodle activities and 
resources was classified with very low performance. Although 
this situation differs slightly in the areas of Social Sciences 
and Biomedical Sciences, it was found that in Engineering 
there was not enough support to find association rules. 

There are no reasons to assume that teachers do not know 
how to use the different functionalities of the virtual platform; 
however, these results suggest the need to reinforce teacher 
training in the use of the activities and resources provided by 
Moodle. The training process should focus on the use of the 
virtual platform as a support to the synchronous sessions 
conducted by the teacher so that learning outcomes are 
enhanced through the implementation of active teaching-
learning methodologies that can be easily implemented with 
the functionalities provided by Moodle [24,25,26]. 

Table VII shows the association rules obtained as a result 
of applying the Apriori algorithm to the cleaned data 
corresponding to the three academic areas. The association 
rules relate to the use of Moodle activities and resources. 

TABLE VII. ASSOCIATION RULES OBTAINED FROM THE APRIORI 

ALGORITHM 

# Rules of association Interpretation in Natural language 

1 
URL = is used=> 

file= is used 

If the URL tool is used in the classroom, 

then the file tool will be used. 

2 
forum, URL = is used => 

file = is used 

If both the forum and URL tools are used 
in the classroom, then the file tool will be 

used. 

3 
task = is used => 

file = is used 

If in the classroom the task tool is used, 

then the file tool will be used. 

4 
task, forum = is used => 

file = is used 

If both task and forum, are used in the 

classroom, then the file tool will be used 

5 
task = is used=> 
file, forum = is used 

If in the classroom the task tool is used, 
then the file and forum tools will be used. 

6 
URL = is used => 

file, forum = is used 

If the URL tool is used in the classroom, 

then the file and forum tools will be used. 

7 
file = is used => 

task = is used 

If the file tool is used in the classroom, 

then the task tool will be used. 

8 
file, forum = is used => 
task = is used 

If in the classroom the tools file and forum 
are used, then the task tool will be used. 

9 
file = is used => 

URL = is used 

If the file tool is used in the classroom, 

then the URL tool is used 

10 
file, forum = is used => 
URL = is used 

If both the file and forum tools are used in 

the classroom, then the URL tool will be 

used. 

11 
file = is used => 

task, forum = is used 

If the file tool is used in the classroom, 

then the task and forum tools will be used. 

12 
file = is used => 
forum, URL = is used 

If in the classroom the file tool is used, 
then the forum and URL tools will be used. 

Association rules have been generated and they have 
allowed the identification of associations between activities 
and resources, rules that give evidence of the activities and 
resources that need to be enhanced in the teacher training 
processes. For example, from rules 5, 6, and 11 it can be 
inferred that if the teacher uses the task activity and the 
resources file and forum, then it is very likely that he/she will 
implement discussion forums among the activities to be 
implemented in the virtual classroom; therefore, he/she will 
not only be imparting knowledge but also supporting the 
development of communication skills and critical thinking. 
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TABLE VIII. RESULTS OF THE SIMPLE K-MEANS CLUSTERING ALGORITHM 

Variable 
Group 1  

(3291 classrooms) 

Group 2 

(72 classrooms) 

Group 3 

(89 classrooms) 

Group 4 

(621 classrooms) 

Group 5 

(182 classrooms) 

Attendance 3231 Very low 65 Very low 66 Medium  595 Very low 160 Very low 

Chat 3265 Very low 64 Very low 88 Very low 594 Very low 178 Very low 

Consultation 3291 Very low 72 Very low 89 Very low 621 Very low 182 Very low 

Questionnaire 3254 Very low 55 Very low 79 Very low 583 Very low 122 Very low 

Survey 3291 Very low 72 Very low 89 Very low 621 Very low 182 Very low 

Forum 3232 Very low 60 Very low 88 Very low 603 Very low 163 Very low 

Glossary 3280 Very low 67 Very low 87 Very low 610 Very low 176 Very low 

Game 3291 Very low 72 Very low 89 Very low 621 Very low 182 Very low 

Lesson 3291 Very low 72 Very low 89 Very low 621 Very low 182 Very low 

Scorm 3291 Very low 72 Very low 89 Very low 621 Very low 182 Very low 

Pdf Annotator 3285 Very low 69 Very low 89 Very low 621 Very low 182 Very low 

Task 3291 Very low 26 Very low 45 Very low 549 Very low 118 Very low 

Wiki 3291 Very low 72 Very low 89 Very low 621 Very low 182 Very low 

File 3140 Very low 38 Very low 66 Very low 537 Very low 109 Low 

Folder 3274 Very low 62 Very low 82 Very low 604 Very low 177 Very low 

Label 3230 Very low 62 Very low 82 Very low 582 Very low 158 Very low 

Book 3291 Very low 72 Very low 89 Very low 621 Very low 182 Very low 

Page 3291 Very low 71 Very low 89 Very low 616 Very low 182 Very low 

Ims 3291 Very low 72 Very low 89 Very low 621 Very low 182 Very low 

url 3158 Very low 31 Very low 59 Very low 553 Very low 103 Low 

VI. CONCLUSION 

With the development of this work, it was possible to 
identify the behavior patterns of university professors in the 
use of the activities and resources offered by the Moodle 
platform. 

The use of a Likert scale to transform the frequency of use 
of activities and resources allowed to reduce the spectrum of 
values and to be able to find associations when applying the 
K-Means algorithm; using the elbow method with 30 it was 
determined that the optimal was to work with 5 clusters. 

The activity of the teachers was characterized and it was 
found that the activities: chat, wiki, lesson, workshop, 
questionnaire, games and survey are not used despite their 
great potential as didactic material that can enhance the results 
of the teaching and learning processes. 

The results obtained in this work will serve to implement 
teacher training processes focused on the proper use of 
Moodle activities and resources that allow the development of 
virtual or blended courses based on constructionist and social 
constructivist approaches. 

Applying data mining techniques to the large amount of 
information generated by the Moodle platform can contribute 
to the creation of dynamic profiles in the development of a 
virtual course. In addition to improvements in the teacher's use 
of resources and activities, students' behavior patterns could 
be considered in order to adapt courses to their level of 
learning. 
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Abstract—The application of internet has grown in recent 
years. Due to this, there is an increase in the number of websites 
which creates diversity in the services. This leads the researchers 
to do more research in the quality of websites in order to set 
standards and models to maintain its quality. The main objective 
of these standards is to support the trust and speed which is the 
cornerstone which are the basis for using websites. Various 
statistics reports show that the sites of institutions and companies 
which applied the quality standards have achieved high rates in 
terms of the user satisfaction and the number of visitors. This 
study has incorporates the concept of website and electronic 
gates, its objectives, advantages, types and in addition to its 
quality and standards of e-websites. It also touched on previous 
studies conducted on website in the world, the Arab world and 
African peninsula and also in the Sudan in support of the 
development of Sudanese websites. The proposed models consist 
of important metrics to evaluate the application, quality of 
content, aesthetic aspects, multimedia, reputation and security 
etc. This paper also proposed an application for evaluating the 
quality of websites based. This model is applied on Sudanese 
websites such as governmental, educational, and commercial etc. 
The authors used the object oriented programing approach to 
build the proposed model using the PHP language with the 
combination of CSS and Java script. 

Keywords—Website quality; e-websites; education; information 
technology; PHP language 

I. INTRODUCTION 
Information Technology plays an important and tangible 

role in our scientific life. Many institutions have adopted the 
use of it and are considered as a mediator in the learning and 
communication process in universities. This improves and 
develops the product of education and its implementation for 
various programs or sites. This also helps the students to join 
these educational institutions. In this paper, a new 
methodology is proposed to evaluate the various educational 
website in different universities present inside the Sudan. 

The educational website of various universities contains 
different entities such as the main pages of various site, the 
glimpse about the respective university, its vision, mission, 
various colleges and its departments etc [1]. It also consists of 
main page of the course, information about the course, 
information about the faculty members who are working in the 
particular college, the announcements and video meetings, 
topics related to homework, study materials and activities, 

course content and electronic reference list, information about 
virtual classes, events done in the conference rooms and the 
explanations about synchronous and asynchronously 
communication etc. 

The universities faced various problems during the 
instance of providing the important components of website, 
especially at the process of evaluating the educational 
websites of Sudanese universities at the international level [3]. 
The evaluation process may be carried out low often due to 
the lack of control and failure to considering some 
requirements of quality. This is due to the non-application of 
international quality standards such as (ISO),(OSI) [4] which 
are the set of internationally recognized technical 
specifications used for the purpose of evaluating the websites. 
It can be done in order to operate the production and 
commodity processes, models, performance and management, 
which includes the esthetically aspects etc. Content Quality 
Standard is done in the search engine, information guide, 
maps and automatic updating for site where, the site also 
requires a standard Multimedia which is represented by video, 
audio and motion systems which make the site more attractive, 
smoother interaction, smoother in clarify  the content etc. 

The main aim of this research it is study the analysis part 
of the various Sudanese educational websites [4] using 
different quality standards for the purpose of assessing the 
quality of educational sites and along with its services. This 
paper also indents to develop a comprehensive framework 
model which contains all the main quality elements and 
accompanying indicators for accessing a quality of website 
discussed in previous researches. Based on the previous 
researches, we proposed this paper to achieve the following 
goals: 

• To define of quality standards for educational website. 

• To define the standards and quality models for 
educational websites. 

• To apply various standards of quality to Sudanese 
educational websites. 

• To disseminate and support the Sudanese e-government 
and to perform its services with high efficiency and 
interactivity. 
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• To propose a model for evaluating the quality of 
educational websites based on appropriate standards 
and measurements for determining its quality. 

• To improving the work environment and to change the 
quality of performance of Sudanese educational 
websites. 

• To improving the confidence of customers using these 
educational websites. 

• To make decisions based on real information from 
educational websites. 

• To create websites in an integrated way to develop the 
product of education. 

In order to achieve these goals, it is necessary to design a 
form for evaluating the educational websites [7] by knowing 
the performance quality of these educational websites of 
Sudanese universities. The form allows the entry of an 
educational website URL for the university and the evaluation 
is carried out by the user and the system administrator by 
clicking the evaluation button. The site is evaluated based on 
the calculations and equations of the quality criteria that have 
been mentioned. It shows the evaluation result and the 
outcome of each websites evaluation in addition to a graph 
showing values of criteria. There are also details about the 
reports of evaluation when selecting evaluation details of 
websites. 

Remainder of the paper is summarized as follows. Section 
2 depicts the review of various methods for accessing the 
quality of normal websites and also the educational websites. 
Section 3 provides an attribute of the proposed methodology 
with its functional architecture and its working principle. 
Section 4 explains the various criteria for evaluating the 
quality of website along with its working principle and various 
formulas. Section 5 proposes the evaluation results for various 
university websites present in the Sudan. Section 6 shows the 
conclusion of this paper. 

II. LITERATURE REVIEW 
Recently, the internet has created a new environment 

enabling any organization to conduct its entire set of processes 
and practices of business especially through online [1]. E-
learning and its associated activities is any process performed 
via an Internet-based, computer-mediated network [2]. There 
are many categories of e-learning which tend to be used 
interchangeably leading to policy incoherence. Majority of 
these learning practices were done by the application of 
Websites. 

Web based artifacts have been developed over the past few 
years. The increasing acceptability of websites increases the 
challenges, for instance, in knowing or assessing where we are 
standing regarding the quality of product, and how it can be 
improved [3]. However, there is still no methodology which is 
widely recognized as quantitative process for the evaluation of 
quality of websites. One of the main goals in the evaluation of 
website is qualitative and comparison based process. This is 
done in order to understand the entire process which a set of 
quality characteristics and attributes etc. Various methods 

have been proposed by earlier researchers [4-10, 20] in this 
process. 

Authors in [11] proposed a quantitative evaluation 
approach to assess the websites quality called Website Quality 
Evaluation Method (QEM). This approach might be useful to 
evaluate and compare characteristics quality and attributes of a 
Web product lifecycle in different phases. Particularly, the 
authors evaluated their proposed methodology in six academic 
websites sites. At the end of the evaluation process, a ranking 
is obtained for each selected site. Specifically, the evaluation 
process generates elemental, partial, and global indicators or 
quality preferences that can be easily analyzed, backward and 
forward traced, justified, and efficiently employed in decision-
making activities. 

Educational websites are analyzed in different 
perspectives. Authors in [12] developed a theoretical based 
framework for evaluating the quality of website from the 
perspective of user satisfaction. Other researchers 
concentrated on some specific features of websites such as 
authors in [13] developed a framework to measure the 
importance of usability of websites, while authors in [14] 
investigated and evaluated the design of university websites. 
Other researchers, while assessing the websites of universities 
considered various other features. Authors in [15] designed 
criteria to evaluate the resources of websites for maximum 
utilization of the scholarly context and research within the 
area of the art and history. Authors in [16, 19] tried to find 
solutions to problems among the user and involved evaluating 
various university websites inside the South African based on 
certain factors. 

Author in [2] emphasized the learning practices by the 
application of various websites. Authors in [1] stress the 
importance of E-learning and its associated activities through 
the intern and on-line based applications. Website Quality 
Evaluation was done by [11] where, the characteristics quality 
and attributes of a Web product lifecycle in different phases 
were evaluated and compared. It can also be used in the 
decision making activities. User satisfaction is considered by 
authors in [12]. They proposed a theoretical based framework 
for evaluating the quality of website based on the user 
satisfaction. Usability of websites was considered and a 
framework was developed for it by authors [13]. Their 
framework also empathizes to define the standards and quality 
models for various educational websites. The main drawback 
behind their framework is applied only for the educational 
websites. Authors in [16, 19] found various solutions to 
problems among the user of various university websites inside 
the South African based on certain factors. Main drawbacks of 
their works is it is applies only inside the South African 
University websites. 

III. PROPOSED METHODOLOGY 
Authors developed a standard which depends on various 

ISO based Quality model for assessing the quality of 
educational websites. It is divided into six levels based on 
their different purposes and topics. It is further directed to 
evaluate the sites particularly belongs to the Sudanese 
educational institutions. Various criteria proposed in [18] were 
applied in the proposed model. The proposed quality model 
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shown in Fig. 1 includes various metrics which represents the 
frameworks for determining the quality of the educational 
website in terms of its content, structure and presentation. 
These metrics are as follows: 

• Aesthetics 

• Ease of Use 

• Rich Contents 

• Multimedia 

• Reputation 

• Security 

A. Aesthetics 
Aesthetic aspects of an element maintain a fundamental 

importance in evaluating the quality of websites since, it 
leaves a positive impact for the visitor of the educational 
website. It works on by monitoring the interaction between the 
user and the educational website. It also monitors some 
aspects of the Human-Computer-Interaction (HCI) [17] branch 
and also by the incentives to interact with the site such as 
availability which includes: 

• Image: 40%. 

• Colors taken 20%. 

• Tables and text, backgrounds, etc. 

• Resolution and standard Table takes 40%. 

 
Fig. 1. Various Criteria of the Proposed Model. 

The aesthetics scale is calculated based on the following 
equation: 

Aesthetics =images*0.4+tands*0.2+color*0.2+underline*0.2   (1) 

B. Ease of Use 
One of the most important problems in the factor for ease 

of use is the measurement of Usability is for websites or for 
the products of software etc. Various criteria or models have 
been proposed earlier for measuring and assessing the 
usability within societies interacting between human being 
and the software engineering based societies. 

This metric contains of various sub-metrics like: 

• The Navigation offer consists of 30%. 

• Annotation alerts and routers consist of 30%. 

• CSS consists of 40%. 

The scale for ease of use is calculated based on the 
following formula: 

Ease of Use =cssl*0.4+nav*0.3+ann*0.3           (2) 

C. Rich Contents 
The quality of the website contents can be described by the 

availability of various elements such as: 

• Search Engine, which takes 20%. 

• Graphs, which takes 30%. 

• The Information Guide, which takes 30%. 

• Avoiding Auto-refresh, which takes 20%. 

Other elements that make the website more responsive to 
the requests of visitors and users fall under the content quality 
scale. It can be calculated based on the following formula. 

Rich Contents= 

bulletin*0.3+guide*0.3+searchenginge*0.2+autorefresh*0.2    (3) 

D. Multimedia 
Multimedia represents the video and audio elements, 

movement systems etc. When these elements were used inside 
the site, it will make the website more attractive, interactive 
and smoother in terms of working. The multimedia elements 
such as sound and image can be appropriate as content of the 
site. This can be as follows: 

• One Media in one Page takes 30%. 

• Using thumb mails takes 30%. 

• Attributes of multimedia and its components take 10%. 

• Plug-in support takes 30%. 

The vision differs from the aesthetic aspects and ease of 
use of application. The multimedia scale is calculated based 
on the following formula: 

Multimedia = 

plugin*0.3+thumbnail*0.3+attribute*0.1+minone*0.3         (4) 
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E. Reputation 
The reputation of a website defines the extension of 

reliability of it and the extent of interaction which is accepted 
by the environment for which it is directed or by the local, 
regional or international bodies. These are accredited to 
measure the quality of the websites which covers the 
following: 

• Web Traffic efficiency takes 30%. 

• Customer Feedback takes 30%. 

• Information and Publicity takes 20%. 

• Domain Name takes 20%. 

The reputation scale is calculated based on the following 
formula: 

Reputation = 

0.3*feedback+0.2*domain+0.3*trafic+0.2*publicity          (5) 

F. Security 
Information security plays an important role in the 

protection of assets of an institution. We often hear about 
security incidents of information security, such as site 
distortion, server piracy, and data leakage etc. Hence, there is 
an urgent need to devote more resources to protecting 
information assets. It is as follows: 

• The login mechanism takes 40%. 

• The firewall takes 30%. 

• User display levels and usage of session variables when 
interacting with the site takes 30%. 

The security scale is calculated based on the following 
formula 

Security =0.3*firewall+0.3*sesion+0.4*login          (6) 

IV. IMPLEMENTATION OF THE EVALUATION REPORT 
SCREEN 

Following are the various outputs of evaluation reports 
done in different types of Sudanese educational websites. 
Implementation of the evaluation details screen is shown in 
Fig. 2 which is one of the implementation result of the 
proposed system.  

 
Fig. 2. Implementation of the Evaluation Details Screen. 

The above figure depicts the implemented image of the 
evaluation details screen with all the details of the evaluation 
of the website, details of all standards such as aesthetics and 
multimedia, quality of content, reputation, ease of use and 
security etc. 

 
Fig. 3. Implementation Screen of the Content Quality Details. 

Fig. 3 shows the implementation of the content quality and 
the details screen. It has various criteria for measuring the 
quality of the content in addition to the value of the criterion 
in the evaluation of result of the actual website. 

V. EVALUATION RESULTS OF VARIOUS EDUCATIONAL 
WEBSITES 

The proposed system is tested for the various Sudanese 
educational websites. The following diagrams represent the 
evaluation results of the various educational websites. Fig. 4 
evaluation results of (www.neelain.sd), Fig. 5 evaluation 
results of (www.sustech.edu), Fig. 6 evaluation results of 
(www.uofk.edu), Fig. 7 evaluation results of (www. 
uofg.edu.sd), Fig. 8 evaluation results of (www.aau.edu.sd), 
Fig. 9 evaluation results of (www.siu-sd.com), Fig. 10 
evaluation results of (www.bahri.edu.sd), Fig. 11 evaluation 
results of (www.iau.edu.sa), Fig. 12 evaluation results of 
(www.oiu.edu.sa), Fig. 13 evaluation results of 
(www.mu.edu.sd), Fig. 14 evaluation results of (www.ush.sd) 
and Fig. 15 evaluation results of (www.ribat.edu.sd). 

 
Fig. 4. www.neelain.edu.sd. 

 
Fig. 5. www.sustech.edu. 
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Fig. 6. www.uofk.edu. 

 
Fig. 7. www. uofg.edu.sd. 

 
Fig. 8. www.aau.edu.sd. 

 
Fig. 9. www.siu-sd.com. 

 
Fig. 10. www.bahri.edu.sd. 

 
Fig. 11. www.iua.edu.sa. 

 
Fig. 12. www.oiu.edu.sa. 

 
Fig. 13. www.mu.edu.sd. 

 
Fig. 14. www.ush.sd. 

 
Fig. 15. www.ribat.edu.sd. 

 

The final evaluation of educational websites is calculated 
based on the following formula: 

E.W=0.1*tot_aesthetic+0.3*tot_easeofuse+0.1*tot_multimedia+0
.1*tot_richcontent+0.2*tot_reputation+0.2*tot_security.          (7) 

• The scale of aesthetics, obtained from the sum of its 
sub-elements, takes the 10%. 

• The measure of ease of use resulting from the sum of 
its sub-elements takes the 30%. 

• The quality measure of the content generated from the 
sub-component takes a total of 10%. 

• The resulting multimedia scale takes the 10% of its 
subgroups. 

• The reputation scale obtained from the sum of its sub-
elements is 20%. 

• The resulting security measure takes 20% of the sub-
component totals. 
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Table I depicts the Sudanese educational sites and its 
various evaluation results based on the proposed model. In this 
method, the authors took a sample of the Sudanese educational 
websites and evaluated them and put them in the form. The 
numbers that express the number of websites, for ease of 
presentation, the comparison and the analysis. This 
comparison is done after analyzing it through the following 
table. This will lead us to reach the various deficiencies in the 
educational sites in order to take care of them and then to 
address them. 

TABLE I. SUDANESE EDUCATIONAL SITES AND EVALUATION RESULTS 

Website Evaluation 

www.neelain.edu.sd 62 

www.sustech.edu 63 

www.uofk.edu 43 

www.uofg.edu.sd 63 

www.aau.edu.sd 55 

www.siu-sd.com 56 

www.bahri.edu.sd 70 

 www.iua.edu.sd 46 

 www.oiu.edu.sd 71 

 www.mu.edu.sd 65 

 www.ush.sd 62 

 www.ribat.edu.sd 43 

Average of Evaluation 85.25% 

VI. CONCLUSION AND FUTURE ENHANCEMENTS 
The Internet has shown a rapid growth in terms of 

education which led to a new definition of almost all aspects 
of teaching.  The Internet created a new teaching environment 
far different from anything that has come before. The 
explosion of the web has determined the need of measurement 
criteria to evaluate the aspects related to the quality of 
educational websites. Awareness of issues in quality issues 
has affected every websites in recent years, since an 
educational organization with a website is difficult to use and 
interact with gives a poor image on the Internet and weakens 
the position of it. Hence, it is important for a website 
especially the educational website to assess the quality of its e- 
service, in order to improve its quality. This paper proposes 
general criteria for evaluating the quality of Sudanese 
educational website in various evaluation criteria such as 
Aesthetics, Ease of Use, Rich Contents, Multimedia, 
Reputation and Security are depicted in detail long with its 
formulas. These criteria can be used by web site developers 
and its designers to create and to maintain the quality of 
educational websites do that the electronic service can be 
easily improved. 
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Abstract—With an increasing adoption of Internet-of-Things 
(IoT) over massively connected device, there is a raising security 
concern. Review of existing security schemes in IoT shows that 
there is a significant trade-off due to non-adoption of inter-
domain routing scheme over larger domain of heterogeneous 
nodes in an Internet of Things (IoT) via gateway nodes. Hence, 
the purpose of the proposed study is to bridge this trade-off by 
adopting a new security scheme that works over an inter-domain 
routing without any apriori information of an attacker. The goal 
of the proposed framework is to identify the malicious intention 
of attacker by evaluating their increasing attention over different 
types of hop links information. Upon identification, the 
framework also aims for resisting attacker node to participate in 
IoT environment by advertising the counterfeited route 
information with a target of misleading the attackers promoting 
autonomous self-isolation. The study outcome shows proposed 
scheme is secure compared to existing scheme. 

Keywords—Internet-of-things; security; inter-domain routing; 
gateway node; attacker 

I. INTRODUCTION 
Internet-of-Things (IoT) is one of the evolving technologies 

toward data acquisition and controlling of large number of 
objects, digital and mechanical machines, computing devices, 
etc. without any form of dependencies toward human 
intervention [1]. Owing to the connection of different types of 
devices (or machines), there is an increasing security threats 
[2]. The first security threat in IoT device is inappropriate 
access control due to usage of same default password as the 
underlying firmware basically runs a default setting of all IoT 
devices of same model [3]. The second prominent threat is 
there is a larger base of attacker as different number of 
machines is connected over internet with an open port [4]. As 
IoT has an inclusion of large number of connected machines so 
eventually it suffers from regular updating of software. 
Conventional IoT device doesn’t uses sophisticated encryption 
process and hence it gives rise to man-in-middle attack and 
denial-of-service attack in IoT [5]. Absence of reliable and 
trusted operating environment is another reason behind the 
security threat which often gives rise to privacy preservation 
issues. Due to usage of large number of machines, it is less 
feasible to offer reliable physical security towards IoT device. 
Apart from this, the conventional IoT nodes perform 
communication using various types of routing protocols [6] 
while Datagram Transport Layer Security (DTLS), Internet 
Protocol Security (IPSec), and Routing Protocol for Low-
Power and Lossy Networks (RPL) are known to offer security. 

However, there are different ranges of literatures which have 
reported of security pitfalls in existing routing protocols in IoT. 
Out of all this, one elementary concern is that IoT which runs 
on heterogeneous nodes doesn’t seem to consider adopting 
inter-domain routing protocols. At present, there are such 
protocols reported to work over internet, however, they were 
never meant to be functional over IoT architecture, which is 
more complex form of architecture to be used in Future 
Internet Architecture [7][8]. Some of the challenges of 
implementing inter-domain routing scheme in IoT are as 
follows: i) developing a routing strategy among different forms 
of devices with multiple roles is definitely not an easy task 
considering the massiveness of the network, ii) developing 
both centralized as well as decentralized trusted authority 
connected to gateway node in IoT is one of the tedious task to 
be accomplished, iii) existing firewall system in IoT 
application is dependent on definition of patch and hence they 
are incapable of identifying new form of threats that are not 
defined in firewall system, iv) usage of conventional 
encryption process also comes with different forms of 
operational and communication challenges over resource 
constrained IoT devices [9]. All the above reasons serves as a 
motivation factor as well as reason towards develop a robust 
security protocol which is compliant of inter-domain routing as 
well as which is computationally efficient for practical 
implementation of complex environment of an IoT. The 
primary objective of the proposed manuscript is to introduce a 
novel solution where hop-based behaviour for all the nodes are 
observed to identify the malicious intention of attacker node, 
assuming its originality is unknown to the system. The 
secondary objective of proposed study is to resist attack in the 
form of novel inclusion of guard node. This new variant of 
node is meant to offer forged information of routes to attacker 
node in order to force them to accept the wrong direction of 
data dissemination. The objective of this operation is to 
ultimately results in either exclusion of attacker or their 
complete drainage of resources. 

The organization of this manuscript is as follows: Section II 
discusses existing literatures of secure communication in IoT 
followed by discussion of research problems that are identified 
to be addressed in proposed study in Section III and proposed 
solution towards resisting unknown threat using inter-domain 
routing in IoT is briefed in Section IV. Section V discusses 
about algorithm design and implementation for secure route 
formulation and resisting malicious node participation 
followed by discussion of result analysis in Section VI. Finally, 
the conclusive remarks are provided in Section VII. 
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II. RELATED WORK 
This section presents a briefing of the existing research 

implication being carried out towards securing communication 
in IoT as a continuation of our prior study [10]. The recent 
study carried out by Yilmiz et al. [11] have presented a 
discussion of a machine learning approach for securing IoT 
device using Routing Protocol for Low-Power and Lossy 
Network (RPL) protocol. Yazdinejad et al.[12] have used 
blockchain-based method for securing software defined 
network in IoT in the form of clustering. Study towards 
prevention of intrusion event is carried out by Haseeb et al. 
[13] considering the case study where sensors are used in IoT 
considering multi-hop routing and blockchain-based scheme. 
The work of Mick et al. [14] has presented a unique 
authentication scheme considering named data networking 
adhering to the concept of hierarchical routing. The work 
carried out by Xu et al.[15] have presented a secure routing 
scheme for resisting jamming attacks in IoT using game theory 
for exploring the optimal secure path for data delivery. Raoof 
et al.[16] have presented discussion of existing threats and 
countermeasures exclusively towards frequently used RPL 
protocol in IoT. Haseeb et al. [17] have presented a security 
scheme where secret shares has been used for data 
communication with energy efficiency. Usage of reinforcement 
learning scheme has been noticed in work of Guo et al. [18] to 
ensure balance between security and quality of service at same 
time. Raoof et al.[19] have presented an improved security 
scheme for RPL when subjected to different forms of attacks in 
IoT. The work carried out by Shin et al.[20] have developed an 
optimization mechanism for routing process in IoT focusing on 
securing authentication process. Wadhaj et al.[21] have 
developed a preventive technique towards attack on IoT device 
using RPL protocol with a target to maximize the reliability 
score of attacker identification process. Saleem et al.[22] have 
used a bio-inspired approach towards securing IoT 
communication over 5G. Ramos et al.[23] have carried out an 
investigation toward analyzing security aspects of resource-
constrained IoT devices using probabilistic model. Liu et al. 
[24] have implemented a scheme towards resisting sink hole 
attack in IoT using probing routes considering consumption of 
network energy. Usage of geometric-based communication 
scheme anonymously is presented by Sun et al.[25] where 
hashing-based encryption has been utilized to ensure data 
privacy. Haseeb et al.[26] have presented a trust-based security 
scheme for mesh network in IoT considering cost of link and 
dissemination of data. Similar scheme has been carried out by 
Jhaveri et al.[27] towards trust-based security in IoT focusing 
on identifying the pattern of attack. Sathyadevan et al. [28] 
have introduced an authentication scheme using key generation 
technique exclusively meant for edge computing IoT device. 
Trust-based security scheme using provisioning approach was 
presented by Dass et al. [29] considering transport system in 
IoT.  Agiollo et al. [30] have presented a unique scheme of 
identification of routing attack when standard RPL is deployed 
in IoT. Hence, there are different variants of security scheme 
toward safeguarding communication system in IoT. A closer 
look into all the above research implication has proven its 
substantial benefits from security perspective; however, they 
are highly symptomatic in nature of attack and is also 

associated with various limitation. The next section outlines the 
identified research problem from the above stated literatures. 

III. RESEARCH PROBLEM 
The discussion of the research problem is carried out with 

respect to observed limitation and research gap as briefed 
below: 

A. Limitation 
The limitations that have been identified in proposed study 

are as follows: 

• Existing security techniques towards IoT mainly uses 
either trust-based, or machine learning, or block chain 
in increasing pattern, which are sophisticated process 
for low resource IoT device. 

• All the existing schemes has a well definition of attack 
and their strategy to initiate an attack is well known 
prior implementing security scheme. 

• There are no reported study towards identification of 
threats on the basis of hops and malicious behaviour of 
attackers in heterogeneous nodes in IoT. 

• There are no reported inter-domain routing scheme in 
IoT apart from the standard routing scheme which are 
exercised from long time. 

B. Research Gap 
The prime research gap of existing system is that with an 

increase of dynamicity and uncertainty in attack behaviour, 
existing security solutions over an IoT are yet not equipped to 
meet security demands both from hardware, software, and 
network perspective. The prime justification behind this 
research gap is that-it can be seen that there are various ranges 
of literatures that emphasize towards resisting attacks in IoT 
system, however, their work is not carried out over inter-
domain routing system. This will be the prime reason that 
existing models are just theoretical model with theoretical 
proof of concept. The moment, such models are implemented 
over a gateway node, there is a need of a drastic revision 
towards such model in terms of network configuration as well 
as threat modelling. Hence, there is a vast gap between the 
security demands and the conclusive claims of existing studies. 

Therefore, the problem statement of the proposed study can 
be stated as “Identifying an unknown attacker and resisting 
them in large IoT heterogeneous network using inter-domain 
routing scheme is quite a challenging task”. The next section 
discusses about the solution towards this problem. 

IV. PROPOSED SYSTEM 
The proposed study is a continuation of our prior 

framework of inter-domain routing with scalability [31] and 
interoperability [32] which offers a concrete baseline of two 
heterogeneous domains and wireless nodes within it to 
communicate via base station in IoT. The proposed system 
introduce security on the top of the previous framework for 
two purpose viz. i) to offer secure communication among 
communicating nodes and ii) to prevent any form of malicious 
nodes participating in data dissemination process. The 
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architecture of proposed system is as shown in Fig. 1. The core 
ideology of proposed secure inter-domain routing scheme is 
that every IoT device is communicated via a relay node 
controlled by base station which mainly broadcast hello 
message and instructions to control the topology. Hence, it 
becomes important for system to safeguard such relay nodes as 
well as other regular IoT nodes. The core operation is classified 
into secure route formulation and preventing attackers node to 
join the network on the basis of evaluation of links and control 
messages. A target node (exploited node) is assessed using 

primary and secondary rule to find out if they are completely 
compromised or could have feasibility to be secured. Further, 
all the double hop links are evaluated in order to find out 
presence of malicious nodes. The novelty of proposed system 
is the formulation of guard node which is meant for preventing 
the malicious node from participating in data forwarding 
process. The next section of the paper elaborates about the 
algorithm design and implementation towards secure inter-
domain routing in IoT. 

Scalability Framework of IoT [31]

Interoperable Framework of IoT [32]

Algorithm for Secure Route 
Formulation

Algorithm for Resisting Participation of 
Malicious Nodes

Primary 
Rule 

Secondary 
Rule 

Assessing 
Exploited 

Nodes

Evaluation in 
unit hop 

links

Evaluation of Selected relay

Assessing 
double hop 

links

Confirming 
malicious node 

presence

Formulate guard node

Isolate maliicious node

Security Framework of IoT

 
Fig. 1. Proposed Architecture of Secure Inter-domain Routing in IoT. 

V. ALGORITHM IMPLEMENTATION 
This section discusses about the algorithm design used for 

securing the proposed inter-domain routing system focusing on 
IoT use case [31] [32]. It should be noted that both these 
framework has already offered scalability as well as 
interoperability features while performing data transmission. 
This part of implementation focusses on embedding secure 
communication of inter-domain routing among all the 
participating nodes in IoT. The complete algorithm 
implementation is carried out using two discrete modules i.e. 
securing route formulation and resisting participation of 
malicious node. The description of algorithms design is as 
follow: 

A. Algorithm for Secure Route Formulation 
The main purpose of this algorithm is to initiate a secure 

topology in inter-domain routing connecting all sorts of nodes 
with an emphasis towards the exploited node (or compromised 
node). However, the degree of exploitation is yet not 
ascertained prior to implementation of this algorithm and the 
basis task of this algorithm is also to restrict all the 
communication system with unit hops in order to prevent 
collateral spread of exploitation by the unknown malicious 
node. The algorithmic flow is shown in Fig. 2 and its steps are 
as follows: 

Algorithm for Secure Route Formulation 

Input: n (wireless nodes) 
Output: M (matrix storing network information) 
Start 
1. For i=1:n 
2.      x7bc(uh(x7)) 
3.      Φ confirm ndec(x7)∉uh(Φ) 
4.      For j=1:α 
5.           Φ assess β∈uh(α) 
6.            β∉bc(msg) 
7.            β(uh+2)Φ 
8.      End 
9.      M=[ Φ β uh] 
10. End 
End 

The algorithm takes the input of all the participating 
wireless nodes n which after processing should yield a matrix 
M that stores network information to be used further for secure 
routing. The algorithm implements two set of rules to offer 
security. The primary rule is that the node x7 will broadcast bc 
a unit hop links of x7 node (Line-2). In such case, the exploited 
node Φ is required to confirm that declaration given by node x7 
should not belong to unit hop links of itself i.e. uh(x7) (Line-3). 
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This is possible by evaluating the previous broadcast message 
to assess if they have declared the transmitting node as its 
adjacent nodes. It is necessary that node x7 must choose relay 
node in double hop dh(x7) in order to reach all the nodes 
present in double hop i.e. x1 and x4. However, there is also a 
possibility that x7 could opt for selecting Φ as its relay node in 
order to protect x1 and x4 nodes. Hence, according to security 
definition of non-repudiation, the node Φ is not permitted to 
deny the selection process. In such condition, the node Φ is 
incapable of confirming the fact if node x7 is really an attacker 
node. However, it is feasible for the node Φ to assess if node x7 
has selected different relay node from the double hop links i.e. 
dh(x7) i.e. either x2 or x5 (Fig. 2). Therefore, a secondary 
ruleset is developed which states that if there is a presence of a 
different node α (Line-4) that is declared in the control 
message of inter-domain routing, than it is basic duty of the 
node Φ to find out if there is presence of some other new node 
say β which is already existing in unit hop links of α i.e. uh(α) 
(Line-5). It is also required to ensure that the node β is not 
declared in the transmitting message broadcasted (Line-6) as 
well as it is also required to ensure that this node β is 
positioned with a difference of three hops from the node Φ 
(Line-7). Once, this condition is evaluated, than the system 
undergoes another level of assessment which is to check if the 
node x7 has selected some other new node which is a present in 
definition of unit hop links of node x7 i.e. uh(x7) as relay node 
in order to protect other node β. All this information are stored 
in a matrix M (Line-9) which is consistently updated in every 
round of communication by the participating node. The core 
idea is to ensure that no unknown node is given the right to 
select some other undefined node from both the forms of link 
(unit/double) as the relay node. 

The contribution of this algorithm are as following: i) a 
secure link is formulated among all the participating nodes, ii) 
multiple level of assessment is carried out to double-check the 
presence of relay node and its connection with all the adjacent 
nodes, iii) the algorithm is completely non-iterative and its 
information gets periodically updated in matrix M stating that 
there is a less computational complexity associated with it. 

Start

node
Broadcast 
Single hop

Relay node ensure 
declared node is not a 

part of single hop

Relay node ensure 
placement of node 3 

hops away

Relay 
node

Target 
node

Single 
hop

Store it in 
matrix

Stop
 

Fig. 2. Process Flow for Algorithm for Secure Route Formulation. 

B. Algorithm for Resisting Participation of Malicious Nodes 
This algorithm is basically responsible for confirming the 

presence of an unknown malicious nodes followed by a unique 
process of isolating them from the rest of the resured network 
formulated in matrix M. The core target of this algorithm is 
equivalent to first algorithm i.e. protecting the relay nodes from 
wrongly appointed by any attacker node. The prime concept 
underlying in this process is that attacker node is always 
curious to travel in doubl hop links in order to propagate their 
malicious code and the idea of this algorithm is to stop this 
process. The algorithmic flow (Fig. 4) and its respective steps 
are as follows: 

Algorithm for Resisting Participation of Malicious Nodes 

Input: Φ (exploited node), M (matrix of links) 
Output: sr  (secure removal) 
Start 
1. For i=1:Φ 
2.      For cond=True 
3.          Φ add ng  
4.           Ensure dist(α, β)< (uh+2)|M 
5.           ng∉uh(Φ) 
6.           βbc(ng) & goto step-3 
7.      Else 
8.           remove ng 
9.      flag srsecure removal of malicious node 
10. End 
End 

The prime ideology of this algorithm are as follows: i) the 
node x7 should demand to know only the nodes which is 
advertised by unit hop links of Φ i.e. uh(Φ), ii) the node x7 
selects relay node in order to achieve coverage to nodes 
mentioned in double hop links i.e. dh(x7)=x1, x4, x2, x5, x8 etc. 
It will mean that node x7 is likely not to opt for x4 node as its 
relay node can reach node x2 via node x5 as shown in Fig. 3. 

Φ

x7 x4 x1

x5 x2

x6 x3
 

Φ

x1 x4
x2

x5 x8

x7 x6

x9

 
Fig. 3. Considered Test Topology. 
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The proposed algorithm formulates a condition cond (Line-
2) which means for all the nodes β that is a part of dh(Φ) if 
there exist any node α that is an element of unit hop of Φ i.e. 
uh(Φ) (Line-1). Therefore, the algorithm selects a guard node 
ng to be added for all node Φ (Line-3) such that spatial 
distance among all the nodes i.e. α, β is less than 3 hops (Line-
4) obtained from matrix M. 

The algorithm also ensure that this guard nodes ng is not 
advertised by unit hop links of node Φ i.e. uh(Φ) (Line-5) in 
order to protect them from getting disclosed to attacker node. 
The node β starts declaring guard node ng as a regular node in 
order to attract the attention of attacker (Line-6). In this case, 
as the attacker is also obeying the policy of undeniability of 
service in proposed secure inter-domain routing, therefore, it 
has to agree on accepting the counterfeited route information 
provided by β. This causes the attacker node to explore all the 
nodes which doesn’t exist as well as which are never 
mentioned in either of the unit/double hop links of β or Φ or x7 
node. By following the counterfeited routes, the attacker 
allocates all its resources to capture information of the nodes 
and it drains all its resources until it either chooses to leave the 
network or stays in the network until its resources are 
completely drained. At the same time, it is also required to 
eliminate the guard node identity from the advertised message 
after the work of transmitting the counterfeited message is 
accomplished in order to offer more security. It also prevents 
the attacker even to guess the formation as well as trend of 
guard node message especially in case of multiple attackers. 
Finally, a flag message of secured removal of malicious node is 
disseminated in the network reporting the identity of the 
attacker node that prevents the same attacker node to intrude 
the network. The next section discusses about result being 
obtained. 

Start

Consider all 
exploited Nodes

If Cond=T

Exploited node add 
Guard Node

Ensure Safer 
distance of >2 

hops

Guard nodes 
should not be part 

of single hop

Broadcast 
guard nodes

Remove guard 
nodes

Stop

 
Fig. 4. Process Flow for Resisting Participation of Attacker. 

VI. RESULT ANALYSIS 
This section discusses about the results obtained after 

implementing the proposed algorithm discussed in prior 
section. A simulation area of 1000 x 1000 m2 is used where 
100 sample wireless nodes are deployed adhering to the inter-
domain routing scheme [32]. The proposed logic is scripted in 
MATLAB where different test environment of undefined 
attacker is considered. The outcome of the study has been 
evaluated by different parameters. Table I and Fig. 5 highlights 
the frequencies of an attack event for 800 node density that 
clearly highlights the reduction of attack event with progressive 
density of nodes. The justification behind this outcome is that 
with more events of positively identified attacks, the routing 
tables gets updated which can be accessed via any gateway 
node to upgrade heterogenous domains under communication. 
Hence, the proposed system offers better control of malicious 
nodes in inter-domain routing scheme. 

 
Fig. 5. Percentage of Attack Event. 

TABLE I. NUMERICAL SCORE OF ATTACK EVENTS 

Density of Nodes Percentage of Attack Events 

1 0.489 
2 0.275 

3 0.17 

4 0.15 

5 0.13 

6 0.09 

7 0.11 
8 0.14 

The proposed system has been compared with existing 
security protocol in IoT Routing Protocol for Low-Power and 
Lossy Networks (RPL), which is claimed to offer balance 
between security and resource efficiency. The idea is to assess 
the control towards overhead as well as dependencies of guard 
nodes. Fig. 4 highlights that proposed system offers reduced 
overhead that is computed by every extra data being forwarded 
by the transmitting node. It is because although RPL offers 
great security but it suffers from long delays especially when 
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exposed to unknown form of attacks under node formation in 
tree. However, proposed system performs parallel confirmation 
of node legitimacy as well as data transmission causing 
reduced overhead. 

Discussion: From the tabulated information as well as 
graphical data, it can be seen that proposed system is potential 
enough to control the attacker (Fig. 5) as well as it can also 
reduce the overhead (Fig. 6 and Table II). The significance of 
this outcome is quite high as usage of conventional scheme of 
IoT secure routing results in increasing overhead. When 
subjected to inclusion of multiple hardware in the form of 
network devices, it is quite inevitable that IoT device will incur 
more number of queued packets resulting in overhead. 
However, this is not the case with proposed scheme for two 
reason viz. i) all the hop information are basically shared 
among all the regular nodes and hence accessibility becomes 
easier, and ii) permission for data transmission is granted only 
after a node is confirmed to be a legitimate node in progressive 
round. 

Fig. 7 and Table III highlights that proposed system offers 
reduced dependencies of guard node in order to prevent the 
malicious node as compared to existing protocol of RPL. Fig. 8 
highlights the comparative analysis of processing time which 
shows that proposed system consumes much less time in 
contrast to existing RPL protocol. 

 
Fig. 6. Comparative Analysis of Overhead. 

TABLE II. NUMERICAL SCORE FOR OVERHEAD ANALYSIS 

Density of Nodes Existing System Proposed System 

1 10.38 11.93 

2 12.96 21.87 

3 23.91 24.48 
4 20.94 36.96 

5 28.31 39.47 

6 30.71 49.42 

7 44.53 52.87 

8 44.90 64.49 

 
Fig. 7. Comparative Analysis of Percentage of Required Guard Nodes. 

TABLE III. NUMERICAL SCORE FOR GUARD NODE DEPENDENCY 

Density of Nodes Existing System Proposed System 

1 0.7913 0.9539 

2 0.4774 0.5594 

3 0.3952 0.4516 

4 0.3211 0.3735 

5 0.271 0.3235 
6 0.2947 0.286 

7 0.2434 0.2983 

8 0.2502 0.2677 

 
Fig. 8. Comparative Analysis of Algorithm Processing Time. 

Discussion: The prime reason behind this outcome shown 
in Fig. 7 and Fig. 8 is as follows- because RPL protocol 
performs assessment of security instantly and performs secure 
encryption ignoring the fact that if the same attacker has 
compromised some other set of links in its far neighboring 
nodes. On the other hand, proposed system gather more 
information about attacker node via guard node and this gets 
updated in the form of matrix, which is easily accessible via 
gateway node. This causes the attacker node to completely 
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eliminate from network by spending all its resources towards 
counterfeited nodes advertised by guard node and if the same 
attacker or its connected attacker with multiple strategy is 
trying to launch an attack from different nodes. The proposed 
system easily captures that information via double hop links. 
Greedy attackers have more concentration of response towards 
double hop links and that makes the identification quite easier. 
It is seen that RPL completely works on directed acyclic graph 
without any edges outgoing. Apart from this, owing to 
inclusion of number of control messages used, there is a huge 
consumption of time especially when working on higher 
number of heterogeneous nodes. This causes much 
consumption of its time, whereas proposed system formulates a 
simplified logic of capturing the attacker intention via their 
response message over the dual hop links. Identification 
operation becomes much easier by accessing a single hand 
matrix for faster detection. Hence, proposed system can be 
considered almost instantaneous in offering its response time, 
which is an additional benefit from secure routing. 

VII. CONCLUSION 
This paper has presented a unique solution towards 

confirming the malicious intention of an attacker over 
proposed secured inter-domain routing in IoT. The summary of 
research findings are as follows: i) one prime indicator of an 
attacker node is to assess their intention to carry out routing 
from the nodes with maximum hop, ii) trust computation 
always works well when it is splitted to local trust and global 
reputation system, iii) acceptance of global reputation system 
should be followed by authenticating the legitimacy of the 
neighboring nodes, iv) updating hop table as well as limiting 
hop access is one of the safest means to restrict the propagation 
of uncertain threats. The summary of the proposed method are 
i) proposed method is capable of working over an inter-domain 
routing in presence of uncertain threat, ii) proposed model 
exploits the hop-based detailed information to formulate the 
attack possibilities as well as malicious intention, iii) proposed 
model offers robust security even without using conventional 
encryption process in IoT. The summary of contribution of the 
proposed system are i) it presents a novel architecture where 
secure inter-domain routing is implemented for resisting 
unknown attacker, ii) the complete analysis of malicious 
intention is based on attacker response towards different types 
of hops, iii) the framework also present an inclusion of a guard 
node which is meant for forwarding forged routing information 
to mislead the attacker node. The novelty of the proposed study 
are as follows: i) the model is independent of any form of 
attack definition unlike existing system which demands proper 
definition and types of attack, ii) a novel selection of relay 
node is developed unlike any secure routing scheme in IoT for 
topology control, iii) a completely non-encryption-based 
approach whereas majority of standard approaches uses 
cryptography. 
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Abstract—Service Oriented Architecture (SOA) has emerged 

as a promising architectural style that provides software 

applications with high level of flexibility and reusability. 

However, in several cases where legacy software components are 

wrapped to be used as web services the final solution does not 

completely satisfy the SOA aims of flexibility and reusability. The 

literature review and the industrial applications show that SOA 

lacks a formal definition and measurement for optimal 

granularity of web services. Indeed, wrapping several business 

functionalities as a coarse-grained web services lacks reusability 

and flexibility. On the other hand, a huge number of fine-grained 

web services results in a high coupling between services and large 

size messages transferred over the Internet.  The main research 

question still concerns with “How to determine an optimal level 

of service granularity when wrapping business functionalities as 

web services?” This research proposes the Snowball framework 

as a promising approach to integrate and compose web services. 

The framework is made up three-step process. The process uses 

the rules in deciding the web services that have an optimal 

granularity that maintains the required performance. To 

demonstrate and evaluate the framework, we realized a car 

insurance application that was already implemented by a 

traditional approach. The results show the efficiency of snowball 
framework over other approaches. 

Keywords—Service oriented architecture (SOA); web service 

granularity; web service composition; software flexibility; snowball 

composition framework 

I. INTRODUCTION 

SOA allows software systems to be composed as a group of 
loosely coupled software components called services [1]. SOA 
aims to provide cost effective flexible solution to business 
organizations [2, 3]. However, SOA had not gained an extreme 
popularity until the emerging of web service technology in 
early 2000s [4]. Since that time, web service became the main 
trend to implement SOA systems [5]. Several organizations 
tend to wrap legacy software components in the form of web 
services to implement SOA-based applications [6]. Wrapping 
legacy software into web services reduces the cost of 
implementing new software systems. However, in several cases 
where legacy components are wrapped to be (re)used as web 
services, the final solution does not completely satisfy the SOA 
aims of flexibility and reusability. The reason behind that is the 
unsuitable level of service granularity. Service granularity has 
two different perspectives: business perspective and IT 
perspective. From a business perspective, service granularity is 
associated with the amount of business tasks fulfilled with that 

service. On the other hand from IT perspective, web service 
granularity is associated with size of data transferred from or 
towards the service as well as its code length [7]. 

Service granularity affects reusability, efficiency and 
performance of the services. Wrapping several business 
functionalities as a coarse-grained web services leads to a 
single use service [8]. Such service lacks reusability and 
flexibility since the separation of concerns and cohesion are 
missing. On the other hand, composing business tasks from 
large number of small fine-grained services leads to high 
coupling between services. Such situation leads to 
communication complexity and degraded performance. That is, 
an incorrect service granularity leads to bad performance, low 
reuse possibilities, inappropriate abstraction levels, and 
services without business value [9]. 

It is critical to balance between coarse-grained and fine-
grained web services while mapping SOA design to individual 
web services [10].  Unfortunately, the literature lacks detailed 
studies about service granularity and its impact on reusability, 
flexibility, and performance [11]. 

Consequently, one of the main problems that faces 
developers while developing web services-based SOA is the 
difficulty to determine optimal service granularity, especially 
as there is no theoretical definition for service granularity in the 
literature. 

The main research question still concerns with “How to 
determine an optimal level of service granularity when 
wrapping business functionalities as web services?” 

This research proposes the Snowball as a promising 
approach to compose web services in SOA-based applications. 
Snowball is framework made up of a set of rules and a three-
step process. The process uses the rules to check the right and 
optimal granularity of the services. It first decomposes a 
Business Process (BP) into smaller sub-processes that are 
further decomposed into business tasks, each of which is a set 
of activities. Next, it maps the tasks into individual fine-
grained web services. Then it checks the fine-grained web 
services against the rules, in order to allow their integration. 
Finally, it optimizes the granularity. 

Snowball aims at providing web services that have the 
optimal granularity while maintaining the required flexibility, 
reusability, and high performance in terms of low size of data 
transferred. It is meant to be used by organizations that want to 
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offer its functionalities to users as web services, and can also 
be used by organizations to build up their own business 
applications. 

To demonstrate and evaluate the framework, we realized a 
car insurance application that was already implemented by a 
traditional approach. The results show the efficiency of 
snowball framework other traditional approaches. 

Moreover, the proposed framework has an advantage over 
other composition frameworks that generally use Business 
Process Execution Language (BPEL). It integrates and 
composes services functionalities before the implementation 
phase. Hence, the framework allows three different modes of 
services: wrapping legacy components, invocation from a 
service provider, or creation from scratch (coding). Therefore, 
Snowball eliminates the utilization of glue code languages such 
as BPEL, which leads to degraded performance and hard 
validation tests. 

This paper is organized as follows: Section 2 presents 
related work. Section 3 develops the Snowball framework, i.e., 
rules and methodology. Section 4 presents the results of the 
empirical study. The conclusion section summarizes the 
contribution, its limitation, its impacts, and future work. 

II. RELATED WORK 

One of the main challenges in web service applications 
concerns with the granularity of services. This section analyzes 
different popular methodologies for SOA applications, with 
respect to the granularity of web services. Several models tried 
to formalize different processes for an organization to adopt 
SOA [12]. However, fewer researches focused on services 
granularity and size of service messages. 

SOMA is a popular SOA design framework, introduced by 
IBM, that models business functionality as coherent individual 
services. To implement new software for an organization, 
SOMA defines a domain decomposition approach to perform 
the design phase. The main idea is to decompose the business 
into logical coherent functional areas. Each area consists of 
related processes that are further split to smaller sub processes 
[13]. Each sub process is decomposed into a set of activities 
which are listed together to form service portfolio [14]. Each 
service's functionality in the service portfolio is assigned to a 
web service. SOMA has no restriction on service granularity or 
on the size of service messages, whether the service is from the 
legacy system or from external services. Hence, several SOMA 
designs that lead to large services that perform several 
individual functionalities, hence, missing the required 
flexibility [15]. Such situation leads to a set of non-reusable 
services neglecting SOA aims of software reusability [16].  On 
the other hand, SOMA application might be implemented with 
extremely high number of fine-grained services. Such 
implementation may lead to large size of data transfer while 
aggregating these services together [17]. 

Another popular model for SOA adoption is Service 
Oriented Architecture Maturity Model (SOAMM). SOAMM 
defines a model for monitoring different levels of development, 
implementation, and usage of SOA [18]. SOAMM defines a 
set of characteristics for organizational architecture that are 
essential for any organization to be able to implement web 

services-based SOA. SOAMM defines service selection and 
collaboration between services from the business point of view 
only [19]. However, SOAMM does not define rules for service 
granularity from IT perspective such as size of input/output 
messages. 

Thomas Erl [20]   defined Mainstream SOA Methodology 
(MSOAM) as a framework to design, implement, test, and 
deploy web services. MSOAM identifies seven activities 
during analyses and design phases. It starts by Ontology 
definition, then perform business model Alignment. Further it 
performs service oriented design to develop services that fulfill 
each process of business functionality. This framework has an 
advantage in defining dependencies between services. 
However, it does not define how these dependencies can affect 
service granularity. Thus several MSOAM applications suffer 
from coarse-grained web services lacking flexibility and 
reusability. 

Business Process-driven Methods [21] is considered one of 
the most common strategy used to identify services in SOA. 
This method uses clustering algorithm to identify services from 
the business perspective. Business elements are divided into 
rules and requirements, and then a syntax analysis is applied to 
perform service selection for each BP [22]. Such method 
focuses on BPs, and gives less attention to data transfer.  The 
main drawback of this method is the extremely fine-grained 
services that lead to large amount of communication overheads 
between services. Implementing web service application with 
large number of fine grained services increases the size of 
messages required for services communication [23, 24]. 

This figures out the problems associated with service 
granularity while implementing SOA by using web services. 
The literature lacks theoretical methods to define optimal 
service granularity. Unsuitable level of service granularity 
leads to significant drawbacks in flexibility, efficiency and 
performance of SOA based applications [25]. The proposed 
framework assists developers in deciding the optimal 
granularity of web services that maintains flexibility and high 
performance. 

III. PROPOSED SNOWBALL FRAMEWORK 

The proposed snowball framework provides a systematic 
approach to determine the optimal service granularity for web 
services-based SOA, in terms of performance and efficiency. 

It defines a set of rules and a three-step process. The rules 
specify mapping business tasks to IT web services. The rules 
also define the conditions under which two services or more 
should be integrated together. The three processes define the 
actions taken to apply the rules to the business tasks step by 
step till getting a suitable level of service granularity. It aims at 
assuring an optimal service granularity that satisfies lower 
coupling and higher cohesion. 

A. Service Granularity 

The framework considers two different properties of 
service granularity: (1) the business functional granularity, 
representing the number of elementary business tasks fulfilled 
by the service, and (2) the data granularity, concerning with 
size of input/output data included in the service messaging. 
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From the business perspective, the fine-grained service is the 
service that performs an atomic task [23]. While from IT 
perspective, a fine-grained service is the service that has a 
limited size of data transfer. Thus a service could be fine-
grained from a business perspective, and coarse-grained from a 
data granularity perspective. For instance, a service that 
displays a map performs a single business task but carries a 
huge size of data. 

B. Snowball Rules to Optimize Service Granularity 

The framework provides two sets of rules to optimally and 
efficiently integrate fine-grained services together, considering 
both functional granularity and data granularity. Dependencies 
between services are also a point of concern. 

1) Rules to map business tasks into IT services:Mapping 

business tasks into IT services consists in assigning each 

single business task to an elementary web service, i.e., an 

elementary coherent fine-grained service. 

a) Rule 1: If a legacy software component satisfies a 
single business task, then it is wrapped to act as a web service 

with only one single operation. 

b) Rule 2: If the required functionility exists in 

public/private registries as a web service with one operation, 

then select it. 

c) Rule 3: If the service is to be locally implemented (by 

coding), then the code includes only one single operation. 

Applying these rules results in a high flexibility and 
reusability of mapped web services.  However, increasing the 
number of individual web services in an application affects its 
complexity and performance in terms of response time and 
large size of network traffic [26, 27].  Therefore, there is a need 
to integrate and compose service into an optimal granularity by 
using the following rules. 

2) Rules to integrate  IT services:After assigning 

elementary business tasks to IT service, the output is a set of  

fine-grained service. The following rules are applied to these 

services to achive optimal granularity. 

a) Rule 1: Two services Si and Sj are integrated 

together if: 

 The business workflow requires execution of the two 
services sequentially. 

 The input parameters for Si are the same as Sj or the 
output of Si is the required input for Sj. 

b) Rule 2: Two services Si and Sj are integrated 

together if: 

 Si and Sj are in the same business domain and are 
connected to the same database tables and. 

 Si and Sj should be at the same branch of business 
workflow. 

3) Factors that manages services integeration: 

Factor 1: Si and Sj have sequential execution. 

Factor 2: The output of Si is an input for Sj. 

Factor 3: Si and Sj have the same I/O. 

Factor 4: Si and Sj have connection to the same 

database. 

Factor 5: Si and Sj have data dependencies, i.e., Sj 

cannot be executed until Si is completed as Sj has one 

(not all) of its inputs passed from outputs of Si. 

C. Snowball Steps to Optimize Service Granularity 

The Snowball process, shown in Fig. 1, consists of three 
main steps that should be completed to provide SOA 
applications with the required flexibility, reusability, and high 
performance of the services that compose them. Step 1 
identifies business tasks, step 2 maps each business task into an 
IT service, whereas step 3 optimizes the service integration. 

1) Service identification: Each BP is broken down into 

smaller sub-processes and then to single elementary tasks. An 

elementary task performs atomic coherent business 

functionality. Then all the elementary tasks are listed in a task 

table, as exemplified in Table I. 

2) Mapping business tasks into IT services: This step uses 

the first aforementioned set of three rules to map business 

tasks into IT services. Mapping business tasks to a web 

service means selecting a web service that fulfills the business 

functionality of the task. Each atomic business task is mapped 

to an elementary web service that would be wrapped from the 

legacy systems or discovered over web service registries, or 

even implemented as a new web service. Different activities of 

mapping atomic business functionality to web services are 

shown in Fig. 2. 

 

Fig. 1. Snowball Process. 
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Start

Task Table

Service Table

End

Find a software component that fulfills the task 

Discover web service with a single operation from registries 

Develop a new software component as a service that fulfills the task

FoundService Registries Wrap the component  as web service with a single operation

Found Map the web service to the task

Construct the service table

Yes

Yes

No

No

 

Fig. 2. Details of Step 2 of the Snowball Process. 

Up till this step the system is composed of fine-grained IT 
services that ensure a high level of cohesion. All the atomic 
services are then listed in a services table. The services table 
lists all the used services, including their business functionality, 
I/O parameters, connected database, and dependent services. 
The dependency between services is divided into control flow 
dependency and dataflow dependency. The I/O parameters and 
connected database are chosen as they have the most effect on 
services coupling. The dependency between services is further 
used to construct the criteria of integration between two 
services or more. 

3) Optimization of the service table: The third step is 

responsible of optimizing the integration of different 

individual services together. Such integration avoids building 

applications from fine-grained web services that increases the 

interaction between the application and outer invoked 

services. This scenario leads to poor performance. The 

integration process would reduce the total size of I/O 

messaging of the client application to maintain high 

performance. Unlike traditional composition such as BPEL, 

the integration in the Snowball process consists of adding the 

business functionality of the first service to the functionality 

of second service. Thus, the integration of two services 

functionalities results in new service that performs the 

functionalities of both services. Snowball integrates services 

with each other in recursive rounds. In each round, a service is 

added to the existing one(s) to constitute a new integrated 

service. The newly integrated services will act as elementary 

services in the next round and so on till we get a service where 

no more integration process can be applied according to the 

rules. After each round the service table is updated to list the 

newly integrated services with their parameters. Hence, 

services integration process is repeated in recursive order by 

applying the second aforementioned set rules, in order to 

control service integration, as shown in Fig. 3. 

In this step, Snowball framework applies the 
aforementioned second set of rules in order to achieve two 
main objectives for services integration regarding size of 
transferred data and database connections. 

First objective: Minimize overall service interface 
messages. 

This objective is achieved by applying rule1 regarding both 
the business workflow and the size of transferred data. If S1and 
S2 have the same input parameters, they are integrated together 
in a new service S3. During runtime S3 will be invoked with 
the input parameters of S1 and returns the output parameters of 
S2 rather than sending the same data twice from S1 and S2. 
The decrease in the sent and received data between the 
application and outer web services has a great effect on 
performance, especially for huge size of parameters. 

Second objective: Minimize Database connections. 

This objective regards the connection between web services 
and databases. Rule 2 may not be available for discovered 
services as the Web Service Describing Language (WSDL) file 
almost contains the input/output parameters without 
information about database connections. However, if the web 
services are wrapped from the legacy software asset or 
implemented as new services, information about connections 
between data bases and services are available. 

Start

Final Service Table

End

For each service, check the two rules for integration (merging) of services

Update Service Table

Integration 
Found

Release final service table
No

Yes

Service Table + Two Optimization Snowball Rules

 

Fig. 3. Step 3: The Optimization Process. 
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IV. EVALUATION 

To proof the significant enhancement of the proposed 
framework we focused on two main factors that affect SOA 
applications. The two factors are performance and efficiency. 
These two factors provide a clear measurement value that 
reflects how optimal a service granularity is. Performance is 
measured by calculating the response time between a service 
invocation and its reply. Efficiency is measured by calculating 
the total size of message used during the process of service 
request and reply. An insurance company was selected to 
evaluate the proposed work because insurance applications 
combine different functionalities from different business 
domains. 

A. Case Description 

The insurance company has many valuable software assets 
that support many of its running business processes. The 
company would like to offer the existing software 
functionalities and any newly created ones as web services. 
The focus is on the SOA-application that support car insurance 
claim BP, whereby a client request insurance reimbursement 
for his/her car. To prove the significant enhancement of the 
proposed framework the system functionalities are built using 
two approaches. In the first approach the system is designed 
using traditional SOA approach. In the Second approach, the 
required functionalities are built using Snowball framework. 
For the two approaches the response time and the total size of 
data transferred (message size) are calculated starting from 
receiving a user request till the claim process is completed. 

B. Applying Traditional Method and Snowball Framework 

For a traditional approach, each one of the listed in Table I 
one and representing different business tasks is mapped to an 
individual web service. Then a service portfolio is constructed 
without regarding the service granularity. 

For snowball, the three-step processes mentioned above 
were executed as follows: 

Step 1: The first step takes the car insurance claim BP as 
input and breaks it down to elementary tasks, which results in a 
task table, as shown in Table I. 

Step 2: The second step takes the task table as input and 
maps each of the tasks to an elementary web service with 
single operation according to the first set of rules, as shown in 
Fig. 2. 

Table II shows the resulting services.  Each service 
describes the mapped task, the input and output parameters, the 
database to which it is connected, and its dependency to other 
services. 

Step 3: The third step takes the service table as input and 
performs optimization according to the second set of rules, as 
shown in Fig. 3. The optimization is a recursive, where each 
iteration updates the service table according to the new 
integrated services. The process ends when there are no more 
services to be integrated. Every service in the service table is 
tested whether it can be integrated with another service 
according to the five factors defined in section 3.B. 

Applying such factors to the service table presented in 
Table II results in the following integrations, as shown in Table 
III. 

The three services S2, S3, and S4 require the same input: 
client ID, client name, and insurance document ID. Moreover, 
the three services are connected to the same databases: client 
database and the insurance document database. The three 
services also have control dependency as they all should be 
executed sequentially before S5 is invoked. Accordingly, the 
three services S2, S3, and S4 are aggregated into one service, 
named Sa. The three services S6, S7, and S8 can also be 
aggregated together, as they have client ID as an input 
parameter. The three services are also connected to the same 
database that is cars database. S6, S7, and S8 should be 
executed as perquisite condition for S9 and S11. Accordingly, 
the services S6, S7, and S8 are aggregated into one service, 
named Sb. 

Table III shows the final services produced by Snowball. 
These are S1, S5, Sa, Sb, S9, S10, S11, and S12. For each 
integrated service, Table III describes the service functionality, 
the input and output parameters, the database to which it is 
connected, and its dependency to other services. 

C. Experimental Results  

The insurance application is built as a web services-based 
application by two different approaches: SOMA and Snowball. 

 Traditional SOA application build up using 12 
separated services. 

 Snowball designed application that is built up using 
only 8 services after integrating the dependent services. 

1) The experiment: The two applications were built using 

C# in .Net environment. The services were implemented on 

IBM server with processor Xeon E5, whereas, the service 

invocations were applied from a desktop with CPU core i7 and 

16 M Byte memory. SOAP-UI was used as a testing tool to 

calculate the message size and the response time. The 

experiment was repeated ten (10) times and the average value 

was calculated. The response time and message size were 

calculated. 

TABLE I. THE ELEMENTARY TASK OF THE BP 

- Receive a claim 

- Check insurer payment 

- Check whether the claim is in the insured period 

- Check whether the insurer have many claims (manipulator) 

- Take a decision for the claim 

- Get car year 

- Get car making company  

- Get car model 

- Get car price 

- Calculate estimated cost 

- Get new car cost 

- Get a decision for payment  

- Payment 
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TABLE II. RESULTING SERVICES SHOWING THE ELEMENTARY TASK OF THE BP 

Service Functionality 
Input 

parameters 
Output parameters 

Connected 

Database 
Dependent services 

S1 Receive a claim - Request from client    

S2 Check insurer payment 

- -Client ID  

- -Client name  

- -Insurance document ID 

- Boolean value 

Client DB  

 Insurance 

Document DB 

S3, S4 

S3 
Check whether the claim 

is in the insured period 

- -Client ID  

- -Client name  

- -Insurance document ID. 

- Boolean value 

Client DB  

Insurance 

Document DB 

S2, S4 

S4 

Check whether the 

insurer has many claims 

(manipulator) 

- -Client ID  

- -Client name  

- -Insurance document ID. 

- Boolean value 

Client DB  

Insurance 

Document DB 

S2, S3 

S5 
Take a decision for the 

claim 
- -Three Boolean values - Boolean value  S2, S3, S4 

S6 Get car year - Car ID - Car year Cars DB _ 

S7 Get car making company  - Car ID - Making company Cars DB _ 

S8 Get car model - Car ID - Car model Cars DB _ 

S9 
Get damaged component 

prices 

- -Car year 

- -Car making company 

- -Car model 

- Damaged 

component price 
External DB S6, S7, S8 

S10 
Calculate estimated 

maintenance cost 

- -Damaged component price 

- -Maintenance cost 
- Maintenance cost  S9 

S11 Get new car cost 

- -Car year 

- -Car making company 

- -Car model 

- New car cost -External DB S6, S7, S8 

S12 Get payment decision  
- -Maintenance cost 

- -New car cost 
- String  S10, S11 

TABLE III. FINAL SERVICES COMPOSITION BY SNOWBALL FRAMEWORK 

Service Functionality Input parameters Output parameters Connected Database Dependent Services 

S1 Receive a claim Request from client    

Sa= 

integration of 

S2, S3, S4 

Check insurer payment: 

check whether the claim is in 

the insured period and 

whether the insurer has 

many claims (manipulator) 

- Client ID  

- Client name 

-  Insurance document 

ID 

- 3 Boolean values 
- Client DB  

- Insurance Document DB 
 

S5 Take a decision for the claim - 3 Boolean values Boolean value  Sa 

Sb= 

integration of 

S6, S7, S8 

Get car year, car making 

company,  and car model 
- Car ID 

Car year Making 

company Car model 
- Cars DB  

S9 
Get damaged component 

price  

- Car year,  

- Car making company 

- Car model 

Damaged component 

price 
- External DB Sa 

S10 
Calculate estimated 

maintenance cost 

- Damaged component 

price 

- Maintenance cost 

Maintenance cost  S9 

S11 Get new car cost 

- Car year 

- Car making company 

- Car model 

New car cost - External DB Sb 

S12 Get payment decision  
- Maintenance cost 

- New car cost 
String  S10, S11 

 Reply time: calculated using SOAP-UI 

2) Results: The results listed in Table IV show a 

significant enhancement in the message size and respond time 

while maintaining the same flexibility and reusability features. 

Fig. 4 shows the difference between traditional application 

and Snowball application across three metrics: message size 

(Fig. 4a), response time (Fig. 4b), and database connection 

(Fig. 4c). 
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TABLE IV. EXPERIMENTAL RESULTS 

Approach 
Size of transferred 

message 
Response time 

Number of connected 

database 

Traditional 

SOMA 
850 Kbyte 370 msec 11 databases 

Snowball 

framework  
510 Kbyte 190 msec 5 databases 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. (a) Total Message Size in Kbyte, (b) Total Response Time in Msec, 

(c) Number of Connected Databases. 

D. Discussion 

The experimental results show a significant enhancement in 
two important parameters that affect the SOA applications. The 
first parameter is the performance that is measured by the 
response time of the invoked service. The average response 
time decreased by 48% from 362 in case of traditional 
applications, to be 188 msec using Snowball framework. The 
second parameter is the application efficiency that is measured 
by the size of transferred data. The transferred data 
significantly  decreased by 39 % to be 530 KB in snowball 
application rather than 869 KB in case of traditional 
application. Such decrement in data size provides better 
network utilization specially when using wireless connections 
with narrow band width. Another significant enhancement was 
decreasing the number of connections between web services 
and database to only 5 databases rather than 11 in traditional 
applications. 

Such results proof the significant enhancement of SOA 
applications while using snowball approach. Using snowball 
frame work defines an optimal service granularity that 
significantly decreases the application response time and its 
total transferred l data size. 

It is worth mentioning that the experiment is meant to 
evaluate three criteria in a specific testing configuration: 
response time, size of the message, and number of DB 
connections. It also considers only one running BP to clarify 
our idea without adding more complexity in designing and 
implementing more BP. 

Adding other metrics that measure a quality SOA-based 
application may result in a tradeoff. 

V. CONCLUSION 

The granularity of individual services that compose web 
service-based SOA is an important issue. Service granularity 
has significant impacts on the quality of the services regarding 
performance and efficiency. This work has tacked the issue of 
how to find an optimal service granularity. The Snowball 
framework was proposed to adjust web service granularity to 
maintain flexibility, performance, and efficiency of SOA 
systems. The framework is made up of two sets of rules and a 
three-step process. 

The proposed framework was demonstrated and evaluated 
through the development of a web-services-based SOA 
application that supports the car insurance claim BP of an 
insurance company. The application was developed by 
traditional SOMA approach and Snowball framework. The 
experimental results show significant enhancement of 
Snowball over SOMA, in terms of response time, message size 
and DB connections. The snowball is limited to the 
optimization of the granularity from the perspective of 
performance of the services and the applications composed out 
of them. 

The framework has practical and theoretical impacts. The 
developers of SOA-based applications can use it to optimize 
the granularity of their services to enforce their reuse and 
consequently the time to market. From, a theoretical 
perspective, the proposed work opens issues related to the 
optimization of the service granularly with respect to other 
quality criteria. 

The future work will discuss the security enhancement 
offered by Snowball approach. Also our future work will 
analyze the problems associated with web service run time 
failure while using Snowball approach. 

REFERENCES 

[1] Mohsen, A. and Naeem, K., "A review and future directions of SOA-

based software architecture modeling approaches for System of 
Systems," In Service Oriented Computing and Applications, Volume 12, 

Issue 3–4, pp 183–200.2018. 

[2] Pulparambil, S., and Baghdadi, Y., "Service oriented architecture 
maturity models: A systematic literature review," Computer Standards & 

Interfaces, 61, 65-76. (2019). 

[3] Papazoglou, M. P. and Georgakopoulos, A. D., "Service-Oriented 
Computing," In Communications of the ACM, vol. 46 (10), pp. 24-28. 

2003. 

[4] Erol, O., Mansouri, M., and Sauser, B., "A framework for 
enterpriseresilience using service oriented architecture approach," In: 

20093rd annual IEEE systems conference. IEEE, pp 127–132.2009. 

[5] Baghdadi, Y.,"Modelling business process with services: towards agile 
enterprises," International Journal of Business Information Systems, 

15(4), 410-433. 2014. 

0

500

1000

Size of message in KByte

SOMA

Snowball

0

200

400

Response time in msec

SOMA

Snowball

0

5

10

15

Number of Database connections

SOMA

Snowball



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

350 | P a g e  
www.ijacsa.thesai.org 

[6] Baghdadi, Y. and Al-Bulushi, W. "A guidance process to modernize 

legacy applications for SOA," SOCA 9, 41–58 . 
https://doi.org/10.1007/s11761-013-0137-3.2015. 

[7] Baccar, S. Baccar, S., Rouached, M., Verborgh, "Declarative Web 

service composition using proofs," In Service Oriented Computing and 
Applications Volume 12, Issue 3–4, pp 371–389. 2018. 

[8] Immonen, A. and Pakkala, D., "A survey of methods and approaches for 

reliable dynamic service compositions," In Service Oriented Computing 
and Applications, Volume 8, Issue 2, pp 129–158.2014. 

[9] Ayed Alwadain, Erwin Fielt, Axel Korthaus, Michael 

Rosemann,"Empirical insights into the development of a service-
oriented enterprise architecture,"Data & Knowledge 

Engineering,Volume 105, Pages 39-52,ISSN 0169-023X.2016. 

[10] Ding, Z. and Zhou, Z., "Race Test: harmful data race detection based on 
testing technologyin WS-BPEL," In Service Oriented Computing and 

Applications 13:141–154 doi.10.1007/s11761-019-00261-1.2019. 

[11] Silic, M., Delac, G., and Srbljic, S., "Prediction of atomic web service 

reliability based on k-means clustering," In proceedings of the 9th Joint 
Meeting on Foundations of Software Engineering, pages 70-80, Saint 

Petersburg, Russia — August 18 - 26, ISBN: 978-1-4503-2237-9 
doi>10.1145/24914112491424.2013. 

[12] Baghdadi, Y., "SOA Maturity Models: Guidance to Realize SOA,” 

International Journal of Computer and Communication Engineering 3 : 
372-378, DOI:10.7763/IJCCE. 2014.V3.352.2014. 

[13] A. Arsanjani, L. Zhang, M. Ellis, A. Allam and K. Channabasavaiah, 

"S3: A Service-Oriented Reference Architecture," in IT Professional, 
vol. 9, no. 3, pp. 10-17, doi: 10.1109/MITP.2007.53. May-June 2007. 

[14] Osshiro M. et al. Márcio Osshiro, Elisa Y. Nakagawa, Débora M. B. 

Paiva, Geraldo Landre, Edilson Palma, Maria Istela Cagnin, "Cambuci: 
A Service-Oriented Reference Architecture for Software Asset 

Repositories," In: Latifi S. (eds) Information Technology - New 
Generations. Advances in Intelligent Systems and Computing, vol 558, 

Springer, Cham https://doi.org/10.1007/978-3-319-54978-1_74 ISBN 
978-3-319-54978-1.2018. 

[15] Laradi, N., Bernard, P. and Plaisent, M., "The Organizational Impacts of 

a Service Oriented Architecture," In Journal of Economic Development, 
Management, IT, Finance and Marketing, 10(1), 88-96, March 2018. 

[16] X. Liu, Y. Ma, G. Huang, J. Zhao, H. Mei and Y. Liu, "Data-Driven 

Composition for Service-Oriented Situational Web Applications," in 
IEEE Transactions on Services Computing, vol. 8, no. 1, pp. 2-16, , doi: 

10.1109/TSC.2014.2304729. Jan.-Feb. 2015. 

[17] Camacho, J. A., Chamorro, C. D. and Caicedo, N. G., " Implementation 

by means of Web service with Service Orientation Architecture for a 
System Tele-operated," In International Seminar of Biomedical 

Engineering (SIB) IEEE: 10.1109/SIB.2018.8467754, 16-18 May, 
Bogota, Colombia. 2018. 

[18] Candido, G. Colombo, A., Barata, J. and Jammes F, "Service-oriented 

infrastructure to support the deployment of evolvable production 
systems," In  IEEE Trans. Ind. Informat., vol. 7, no. 4, pp. 759-767. 

2011. 

[19] Razavian, M., Lago, P. A., "Systematic Literature Review on SOA 
Migration, "In Journal of Software: Evolution and Process, 27(5), 337-

372. https://doi.org/10.1002/ smr.1712.2015. 

[20] Erl, T., "SOA Principles of Service Design (paperback)," The Book. 
Prentice Hall Press Upper Saddle River, NJ, USA ISBN:0134695518 

9780134695518.2016. 

[21] Choi, D.L. Nazareth, H.K. Jain, "The impact of SOA implementation on 
IT-business alignment: a system dynamics approach," In ACM Trans. 

Manag. Inf. Syst. 4, 3 (https://doi.org/10.1145/2445560.244556). 2013. 

[22] Baryannis, G., Kritikos, K. and Plexousakis, D., "A specification-based 

QoS-aware design framework for service-based applications," In Service 
Oriented Computing and Applications, 11: 301.doi10.1007/s11761-017-

0210-4.2017. 

[23] Niknejad, N., Hussin, A.R.C., and Amiri, I.S., "Introduction of Service-
Oriented Architecture (SOA) Adoption," In: The Impact of Service 

Oriented Architecture Adoption on Organizations. Springer Briefs in 
Electrical and Computer Engineering. Springer, Cham.2019. 

[24] Guinard, D., Trifa, V., Karnouskos, S., Spiess, P. and Savio, "D. 

Interacting with the SOA-Based Internet of Things: Discovery, query 
selection, and on-Demand Provisioning of Web service," In ServComput 

IEEE Trans 3(3):223–235. 2010. 

[25] Kumar, L. Kumar, S. R. and Sureka, A. (2017) Using source code 
metrics to predict change-prone web service: A case-study on ebay 

services. In 2017 IEEE Workshop on Machine Learning Techniques for 
Software Quality Evaluation (MaLTeSQuE)Klagenfurt, Austria IEEE, 

DOI:10.1109/MALTESQUE.2017.7882009. 

[26] Gazzarata, R, Vergari, F, Cinotti, T. S. and Giacomini, M., "A 
standardized SOA for clinical data interchange in a cardiac tele 

monitoring environment," In IEEE J. Biomed. Heal. Informatics, vol. 
18, no. 6, pp. 1764-1774. 2014. 

[27] H. M. Sneed, "Integrating legacy software into a service oriented 

architecture," Conference on Software Maintenance and Reengineering 
(CSMR'06), 2006, pp. 11 pp.-14, doi: 10.1109/CSMR.2006.28. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Selection of Requirement Elicitation Techniques:  
A Neural Network based Approach 

Mohd Muqeem1, Sultan Ahmad2*, Jabeen Nazeer3, Md. Faizan Farooqui4, Afroj Alam5 
Department of Computer Application, Integral University, Lucknow, India1, 4, 5 

Department of Computer Science, College of Computer Engineering and Sciences, Prince Sattam Bin Abdulaziz University, 
Alkharj, 11942, Saudi Arabia2, 3 

 
 

Abstract—Requirement Elicitation is key activity of 
requirement engineering and has a strong impact on design and 
other phases of software development life cycle. Poor 
requirement engineering practices lead to project failure. A 
sound requirement elicitation process is the foundation for the 
overall quality of software product. Due to criticality and high 
impact of this phase on overall success and failure of projects, it 
is very necessary to perform the requirements elicitation 
activities in a perfect and specific manner. The most difficult and 
demanding jobs during Requirement Elicitation phase is to select 
appropriate and specific technique from a wide array of 
techniques and tools. In this paper, a new approach is proposed 
using an artificial neural network for selection of requirement 
elicitation technique from a wide variety of tools and techniques 
that are available. The training of Neural Network is done by 
back propagation algorithm. The trained and resultant network 
can be used as a base for selection of requirement elicitation 
techniques. 

Keywords—Requirement elicitation; requirement engineering; 
neural network; back propagation 

I. INTRODUCTION 
The process of Requirement Engineering (RE) starts with 

requirement gathering i.e.; requirements elicitation[1][2]. 
Requirement elicitation provides a base for a RE, has a strong 
impact on the software project success and quality [3]. The 
first stage in requirement engineering is requirement 
elicitation that uses various techniques to elicit requirements 
related to software project from various stakeholders. 
According to [4] in requirement elicitation process, the 
meaningful information is collected in the form of requirement 
from various stakeholder and users. Requirement Elicitation is 
the collection of requirements; the other terms used in this 
context are capturing of facts, knowledge acquisition, 
determination of essentials, gathering of information. 
Sometimes following terms are used such as identification, 
invention, development, knowledge discovery, and fact-
finding. The other terms that have been used are insufficient to 
represent real meaning, facts, derived knowledge. But now it 
is well understood and minutely documented and universally 
accepted that requirements are captured or collected, instead 
the requirement are elicited [5].Another definition for 
requirement elicitation is that it is the process of identification 
of key software requirements that are elicited from various 
elicitation techniques such as formal interviews, brain 
storming, model workshops, workflow analysis and other 
techniques [6]. “Requirement elicitation refers to as the 

process as trawling for requirements”. During requirement 
elicitation, requirements are elicited in consultation with 
different stakeholders. The stakeholders, as they are distinct 
individuals, they have their specific means to recognize and 
store the knowledge. They express their knowledge about the 
problem domain in their unique way; a single method as 
suggested by other researchers will not be sufficient enough to 
elicit requirements in requirement elicitation phase from 
different sets of stakeholders [7]. However, it is a well-known 
fact that if requirement are not properly elicited then it will 
lead to failure of software product. To improve the success 
rate of software projects requirement elicitation process 
should be followed minutely and effectively [8]. Requirement 
Elicitation can be considered as a prerequisite for all other 
software development activities. It signifies that the developed 
software product is of good quality and will work properly 
according to the expectation [3]. The success and failure of the 
project is dependent on the quality of requirements that are 
gathered. Software’s project success and failure depends upon 
requirement elicitation specially selection of requirement 
elicitation techniques [9]. It is established fact that process of 
software requirement elicitation has a major and decisive 
impact on quality of the final product [10][11]. The main goal 
of effective requirement engineering is to develop a software 
product in such a way that fulfills all the customer needs 
budget, cost and schedule. Many surveys and research have 
been analyzed to investigate the major cause of software 
project failure and their statistics. Standish reports [12] 
suggest that rate of success of software project is 28% only. 
The major factor for such low rate of software successful 
software is imprecise and unclear requirements [13]. Another 
survey suggests that only 12.7% out of (nearly) thousand 
software projects were successful. According to survey main 
reason for the software project failure was unclear and 
incomplete requirements [14]. These survey and reports also 
suggests that for successful requirement engineering, 
requirement elicitation phase should be carried out in such a 
way that all the effective requirements are gathered which lead 
to the successful software projects. In [15]author suggests that 
90% of large-scale software projects are failure due to poor 
requirement engineering specially requirement elicitation. 
This work was reflection of [16]according to author “poor 
software requirements management can lead to 71% percent 
of software projects failure; greater than badly used 
technologies, slipped deadlines and change management. The 
cost of software project failure is high”. Researchers also 
suggest that 70% of the total software errors and bugs are due 
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to poor requirements gathering and remaining 30% are due to 
poor and faulty design. It is well documented from various 
surveys and researchers that requirement elicitation phase has 
a major impact on software product quality [17]. The most 
important and critical task in requirement elicitation is 
requirement elicitation technique selection from a wide 
varieties of techniques[[18]. Hence there is need to understand 
requirement elicitation techniques, also the application of 
requirement elicitation techniques for successful requirement 
elicitation in requirement engineering phase of SDLC [19]. 

Many frameworks define requirement elicitation process, 
or describe specific elicitation technique which is performed 
during requirement elicitation. But none of framework 
proposed by various researchers has defined a unified model 
for the requirement elicitation process. That takes into 
consideration, the basic issues and the knowledge required for 
effective elicitation of requirements from various 
stakeholders. Requirement elicitation framework suggested by 
various researchers are theoretical and there is lack of 
mathematical knowledge[19]. An efficient framework is 
required for effective requirement elicitation. There are 
various techniques of elicitation but how to select the 
appropriate techniques from a set of techniques is the real 
challenge. The elicitor must decide which technique is best 
suited for specific situation from set of techniques [20]. 
Inappropriate selection of elicitation technique leads to 
gathering of faulty requirement which results in project 
failures. Because of variety of stakeholder or rather non 
homogeneity of stakeholders, process of requirement 
elicitation must be carried out effectively by applying the 
appropriate elicitation techniques. In this research paper 
important key factors are identified from various researchers 
and practitioners of software industries that directly or 
indirectly contribute towards selection of techniques of 
requirement elicitation. These factors are fed as input to neural 
network and the intelligent approach is applied for 
requirement elicitation technique selection from a set of 
various techniques and tools. 

II. RELATED WORK 
During requirement elicitation phase or requirement 

engineering the level of scope for the system need to be 
established. The details regarding the needs and requirement 
of key stakeholders should be investigated using variety of 
elicitation techniques. Requirement elicitation technique is 
related to eliciting of requirements of the organization within 
the organization environment including project goals, project 
rules, processes work flow, various assumptions market, 
constraints along with details of implementation. In [21] 
researches suggest that it is important to elicit different types 
of information during elicitation process. To have the 
complete knowledge of the systems including all the details of 
current and existing system in a specific domain, along with 
the current list of existing requirement engineering problems 
their goals including issues, ideas and risk. This is known as 
perspective of concept modeling. In this modeling elicitation 
of requirements is done for processes, data and behavior of 
large-scale software projects [22]. This model is also 
supported by SA/SD view of large-scale software project [23]. 

The important components of the elicitation process are 
priority, source and rationale of the software requirements 
along with the goals [24].Each elicitation technique has some 
key features and also some limitations [25], Interview is most 
common and natural elicitation technique[25], there is no 
support for this elicitation process and even no specific 
guideline for eliciting requirements [26]. In researcher 
suggested that there is no elicitation techniques that provides 
detailed description of the problems [27]. Suggested that there 
are two types of requirement gathering techniques firstly the 
techniques that are less expensive as well as information 
provided by them is less[28][29]. Secondly the techniques 
those give favorable result but are expensive. The elicitor may 
be well versed with some elicitation techniques but no one 
elicitation technique is able to elicit all the requirements 
entirely[30]. Hence more than one requirement elicitation 
technique is used to capture the requirements for software 
systems. Because of wide range of elicitation techniques, it is 
therefore possible to use alternatively available requirement 
elicitation techniques in different scenarios with enriched 
flexibility, providing more options to the elicitor. 

The elicitation techniques are informal in nature that 
deeply involves human interaction. Group work is one 
technique that is effective as it involves groups and is able to 
deal with complex scenarios such as elicitation process. This 
is far better than individuals because each individual is unique 
and possesses wide range ability. Group work techniques are 
better in gathering of requirement as they involve stakeholder 
and customers. It fosters discussion, generation of ideas and 
fact-finding solution. The major benefit of Requirements 
Workshops is that they glue well techniques of elicitation. The 
group techniques are important in eliciting requirements 
because software engineering is a group activity [31][32]. In 
[33] suggests that one to one interview is the most suitable 
method for requirement gathering. In [34] researchers suggest 
that workshop is most suitable technique for small scale 
software projects whereas [35] suggest that DSDM is suitable 
for large scale software projects. In [36] researchers provide 
guidelines for effective requirement elicitation technique 
selection. 

The works done in [37][38][39][40] suggests novel 
approaches for elicitation of requirement. The above 
researchers proposed many process models for elicitation of 
requirement over the period of time [40][41][42]. Mentioned 
approaches provide us flexibility and take into consideration 
the individual software projects. The approaches do not 
provide guidelines as number of tasks are performed during 
elicitation phase. Many problems are faced by elicitor as there 
are many techniques available to make the software 
development task simple. The elicitation is carried out over 
different sessions to capture every detail in parallel with 
Software Development Life Cycle process. The author in [43] 
suggests that elicitation involves the understanding of both 
problem and business domain of the large organization and 
also to find out how the system works along the understanding 
of the application domain of the current working software 
project. In [44] recommends that object setting, knowledge 
acquisition and requirement gathering from stake holder are 
requirement for a standard elicitation process. 
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In [45]researchers suggested a step wise approach using 
the ISO 9126 quality characteristics as a guideline for the 
requirement elicitor to capture social, organizational and 
human factors that can improve overall quality of software 
product. In [46] researchers suggested the analytic network 
process, based on multi-criteria decision making for 
requirement elicitation technique selection. In [47] researcher 
analyzed for IT professionals the cognitive structure based on 
various factors that directly affect the use of the laddering as 
requirement elicitation techniques selection. In [48] researcher 
suggests that interview is best technique for requirement 
elicitation technique selection. The results of elicitation are 
analysed using children education application as case study. 
The outcome of this research is interview along with 
prototyping method of requirement elicitation technique 
selection are the most suitable methods. Although there are 
various framework and guidelines for requirement elicitation 
technique selection till date but most of them are theoretical in 
nature and lacks mathematical concepts. We required a more 
effective and intelligent approach that provide researchers 
with detailed guidelines for carrying out elicitation technique 
selection process empirically. 

III. PROBLEM DEFINITION AND SCOPE 
The software projects failure is main issue of the software 

development industry. Researchers had tried to investigate the 
cause of failure in software projects failure statistically. 
Empirical research in organizations has demonstrated that 
requirement engineering process which is well defined has a 
positive impact on the quality, cost of software developed as 
compared to projects that do not follow well defined process 
models. Chaos Report suggests the problems of delay in 
software development, over-budget software and failed 
software are major concerns for software industry. To develop 
high quality software is also one of the concerns. Some 
researcher suggests that the poor requirement elicitation led to 
50% of the total failure of software project. Significant efforts 
have been made in requirement elicitation research; there exist 
gap between theory and actual practice. In order to improve 
success rate in software developed an efficient and effective 
approach is needed for requirement elicitation. In Elicitation 
process there are number techniques available still it is 
difficult for requirement elicitor to decide which technique is 
most suited for the task [13][14]. It is due to inability to 
understand the available techniques. This inability to 
understand the technique leads to improper selection of 
requirement elicitation technique which leads to project 
failure. So, it is imperative for requirement elicitor to know 
about the existing requirement elicitation techniques [2][8]. 
Although elicitors have a number of elicitation techniques at 
their disposal still flexible guidelines for effective approach of 
requirement selection are needed, which are beneficial in 
selection of appropriate elicitation techniques [6]. 

IV. ATTRIBUTES FOR THE REQUIREMENT ELICITATION 
TECHNIQUE SELECTION 

Selection of Elicitation techniques are depended based on 
various attributes. Attributes plays an important role in 

selection of requirement elicitation techniques. These key 
attributes are identified after intensive literature survey and 
consultation of professionals working in different software 
houses. There are 9 different attributes which are identified for 
selection of elicitation techniques. These attributes are known 
as evaluating factors for selection of requirement elicitation 
technique. The attributes are shown in Table I. 

A. Software Project Scaling 
Software Project Scaling can happen in Man-hours, code-

size, number of interfaces, number of requirements and cost. 
Scaling happens with headcount, as large numbers of 
developers are required to develop large software hence more 
developers should produce more code. The size of products is 
proportional to size of the code. Many products can be 
developed simply by rearranging the code. Or in other words 
several products can be developed from the single product. On 
the other hand, if a single-person develops the software then 
the cost of mistakes is usually lesser. Software developers 
usually take shortcuts to achieve their goals. In small software 
projects developer and manager is a same person. In large 
software projects, the roles are distributed among many 
persons hence there is the need for coordination. So from the 
above discussion it is justified that software can be classified 
into small scale software and large scale software. The 
classification is based on the following Attributes described in 
the Table II. 

TABLE I. EVALUATING FACTORS FOR SELECTION OF REQUIREMENT 
ELICITATION TECHNIQUES 

Attributes Values 

Domain 

Understanding the Domain 

Acquiring Domain Knowledge 

Domain Characteristic identification 

Stakeholder 
Stakeholder Identification 

Stakeholders Classification 

Elicitation  
Identification of Requirement Sources 

Tool Selection 

Others 

Budget Constraints 

Quality concerns 

Project Status 

TABLE II. PROJECT SCALING ATTRIBUTES 

Attribute Small Scale Project Large Scale Project 

Man-hours Small Large 

Interfaces Less More 

Requirements Small Large 

Features Simple Complex 

Cost Low  High 

Quality Minimum QA Larger QA 

Deadlines Flexible Stringent 
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V. SUITABILITY ANALYSIS OF REQUIREMENT ELICITATION 
TECHNIQUES 

There are varieties of Elicitation Techniques but the 
challenge is to select the right one from a wide variety of 
requirement elicitation techniques. To select the evaluating 
factors for selection of requirement elicitation techniques, 
literature was surveyed intensively and professionals working 
in different software houses were consulted. 

After literature survey and discussion with professionals, 9 
evaluating factors are identified which play important role 
while requirement elicitation technique selection. The impact 
of evaluating factor for selection of requirement elicitation 
techniques are studied and documented for small scale & 
large-scale projects. The selection of requirement elicitation 
techniques in small scale and large-scale projects based on the 
evaluating factors are shown below in Table III and Table IV. 

TABLE III. SELECTION OF ELICITATION TECHNIQUES IN SMALL SCALE PROJECTS 

Requirement Elicitation Technique 

Evaluating Factors Interface 
prototyping Observation Brainstorming  Interview Group 

Meetings Workshop  Questionnaires Expert 
Interviews  Scenarios 

Understanding the 
Domain x   x     x 

Acquiring Domain 
Knowledge  x  x   x   

Domain Characteristic 
identification  x x  x   x  

Stakeholder 
Identification    x  x   x 

Stakeholders 
Classification   x x x   x  

Identification of 
Requirement Sources  x x x  x    

Tool Selection x   x   x  x 

Budget Constraints  x x  x x    

Project Status   x x   x  x 

TABLE IV. SELECTION OF ELICITATION TECHNIQUES IN LARGE SCALE PROJECTS 

Requirement Elicitation Technique 

Evaluating Factors Interface 
prototyping Observation Brainstorming Interview Group 

Meetings Workshop Questionnaires Expert 
Interviews Scenarios 

Understanding the 
Domain x x  x  x    

Acquiring Domain 
Knowledge   x x  x x  x 

Domain Characteristic 
identification  x  x x x    

Stakeholder 
Identification    x x x x  x 

Stakeholders 
Classification   x x x  x   

Identification of 
Requirement Sources x  x x  x   x 

Tool Selection x   x      

Budget Constraints x       x x 

Project Status   x    x x x 
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VI. SELECTION OF REQUIREMENT ELICITATION 
TECHNIQUES: A NEURAL NETWORK BASED APPROACH 

Neural Networks possess the computing capability of the 
brain of human. The neural network consists of computational 
units that are functionally similar to neurons that are there in 
the human brain. A neural network is composed of several 
layers of neurons. Every neuron performs calculative work 
that will contribute to the learning of the neural network. 
Neurons consist of activation function, synaptic weights and 
an adder. If xj is the input to neuron named i then wijis the 
synaptic weight that is related with neuron and input signal. In 
a multi-layer feed forward neural network there is a layer that 
is used for input for non-computational units. There are 
several layers of computational units that are hidden. Lastly 
there is output layer that consists of computational units. For 
the training of multi-layer feed forward network, Back 
propagation is used. This algorithm forwards the input signal 
and backward the error signal through the network. Multi-
layer feed forward neural network solves complex problems 
and back propagation method is used to train the network. 

 
Fig. 1. Proposed Framework for Requirement Elicitation. 

In requirement elicitation the requirements are elicited 
from various sources using various elicitation techniques. 
There are wide varieties of elicitation techniques the major 
challenge is to select the appropriate elicitation technique 
which provides support to the elicitor and also understanding 
their needs and requirements [7]. Many of the elicitor think 
that only one of the elicitation technique is used in all types of 
projects and applicable to all situations, but one elicitation 
technique is not sufficient for all types of projects and 
situations [1][2][3][4][5]. In requirement elicitation elicitor 
selects a particular elicitation technique from a set of 
techniques for one reason or the other. (1) The elicitor is well 
versed with only one specific technique. (2) In all the 
situations the elicitor’s favours that technique. (3) The elicitor 
uses a particular methodology, and the methodology is 
supported by a particular technique. (4) The elicitor 
understands spontaneously that the elicitation technique is 
efficient for current circumstance. From the above discussion 
it is evident that the fourth reason is mostly supported by the 
elicitor. Here neural network approach is applied for selection 
of requirement elicitation technique and implemented using 
MATLAB NNtool [11] as shown in Fig. 1. 

A. Proposed Algorithm: Neural network-based model for 
Requirement Elicitation Technique: 

RequirementElicitation( ) 

{ 
Input: (elic1, elic2, . . . ,elicn) // For each project r1,r2 ...rnare new set of 
requirements gathered using requirement elicitation technique. 
 
elic (Ri, Prs, Ti) //Each step in Requirement elicitation process is expressed 
as a combination of elicited requirements, situation of project and 
elicitation technique. 
Ri= Ri+1; 
Prs=Prsi+1; 
// For each step i of the elicitation, elicitation technique ti  when situation Si 
exists and Ri captures the current state of requirement. The outcome of this 
step is a new requirement with new project situation. 
 
TiЄ Et //The selected elicitation technique is Ti  which one is selected from 
a group of requirement elicitation techniques 
Et. // Pr is Project whose requirements are elicited by applying elicitation 
technique. 
For the selected project Pr requirement elicitation techniques are selected 
on the basis of Project attributes A represented by function. 
 
₤(Ri ,Prsi ,Efv(Et)) : ЄEt Where Et Є T // Efv represents evaluating factors 
on the basis of these factors elicitation techniques are selected. 
Ri = Et (Pri) ∪ Req where Reqi = {Req1, Req2 ….Reqn} 

 
NNReqElic( )// A Neural network based approach is for selection of 
Elicitation Technique  

  { 
1. v: Assigned as Input vector //  
2. t: Assigned as Target values  
3. Feed Forward Neural Network is created  
4.Neural network is trained using Back-propagation 
4. Result of training is obtained 
6. Neural network is simulated 
7. Results are analyzed  
  }  
} 
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B. Description of Algorithm 
Method followed for selection of Requirement Elicitation 

Technique. 

1) Table III and Table IV of requirement elicitation 
techniques along with their impact areanalyzed for both small 
scale projects &large-scale projects. 

2) Matrix A is obtained from Table III and matrix B is 
obtained from Table IV. 

 

 

3) Using MATLAB for Requirement Elicitation 
Technique selection. 

a) Neural network is created. 
b) Input vectors (v) values are Assigned. 
c) Assign target values (t). 
d) Create neural network. 
i) Name: Requirement Elicitation. 
ii) Network properties are used as per neural 

network description. 
e) Neural Network for Selection of Requirement 

Elicitation Technique. 
f) Training of neural network. 
g) The result of training. 
h) Simulating the neural network. 
i) Result of neural network-based approach. 

The proposed neural network-based approach for selection 
of Requirement Elicitation Technique is implemented using 
MATLAB tool. The algorithm is implemented using NNTool 
box. The NNTool box is used for creating neural network. The 
working of MATLAB NNTool for selection of requirement 
elicitation technique is shown in Fig. 2, 3(a) and 3(b). 

Input vector(v) are assigned following values V= {1 0 0 1 
0 0 0 0 1; 1 1 0 1 0 1 0 0 0}. 

Target values (t) are assigned as following values T= {1 1 
0 1 0 1 0 0 1}. 

 
Fig. 2. Training Result. 

 
(a) 

 
(b) 

Fig. 3. (a). Output of Neural Network (Part-1). (b). Output of Neural 
Network (Part-2). 

1 1 0 1 0 1 0 0 0 
0 0 1 1 0 1 1 0 1 
0 1 0 1 1 1 0 0 0 
0 0 0 1 1 0 1 0 0 
0 0 1 1 1 1 1 0 0 
1 0 1 1 0 1 0 0 1 
1 0 0 1 0 0 0 0 0 
1 0 0 0 0 0 0 1 1 
0 0 1 0 0 0 1 1 1 

 

B= 

1 0 0 1 0 0 0 0 1 
0 1 0 1 0 0 1 0 0 
0 1 1 0 1 0 0 1 0 
0 0 0 1 0 1 0 0 1 
0 0 1 1 1 0 0 1 0 
0 1 1 1 0 1 0 0 0 
1 0 0 1 0 0 1 0 1 
0 1 1 0 1 1 0 0 0 
0 0 1 1 0 0 1 0 1 

 

A= 
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The neural network (Requirement Elicitation) is created. 
Feed forward Back propagation is the network type. The input 
range is [0,1;0,1] and the Training Function TRAINLM. 
LEARNGDM is used as Adaptation learning function. MSE is 
used as performance function total no of layers is 2. Finally, 
the requirement elicitation neural network is trained and 
training results are generated. Requirement elicitation neural 
network is simulated. 

VII.  ANALYSIS OF RESULT 
The Result is analyzed as ‘1’ in the output vector will 

corresponds to the elicitation technique being used for the 
evaluating factor of requirement elicitation and ‘0’ in the 
output vector corresponds to the technique being discarded for 
the given evaluating factor of requirement elicitation as shown 
in Matrix R. The result of neural network for selection of 
requirement elicitation technique is shown in matrix R 

 
From the above findings weight count (Wc) is assigned to 

each of the corresponding elicitation technique as shown in 
the Table V. A scale of 2-10 is assigned to each technique. 
The technique with highest weight count will be the most 
effective technique of requirement elicitation and lowest count 
is least effective. 

Results shown in Table V conclude that Interview is the 
most effective technique for requirement elicitation and 
workshop is the second efficient technique for requirement 
elicitation. Interview is most effective technique that starts 
with a set of pre-defined questions. The most preferred and 
easy technique to gather requirements from different set of 
stakeholders is Interview. Interview is the elicitation technique 
which provides a support to understand the problem domain of 
the existing system. The most formalized and pragmatic 
technique for requirement elicitation is Workshop and 
brainstorming. Brainstorming and workshop session provide 
ideas that are well suited on voting technique and/or other 
criteria. The most expensive technique for requirement 
elicitation is Prototyping as compared to other elicitation 
techniques. The best technique for data collection from a mass 
variety of sources is Questionnaire which is also cost 
effective. The most recommended elicitation technique for 
complex and critical requirements is Scenario. This will help 
to remove any ambiguity in the requirements. Scenarios are 
also effective for the projects which have to be completed in 
short time window or the projects in which process 
improvement is needed. There are various elicitation 

techniques out of these techniques the elicitor selects the 
techniques that fit perfectly into the software projects. In this 
paper an approach is proposed for requirement elicitation 
technique selection and used this as base for selecting the 
combination of elicitation techniques that is best suited for 
effective requirement elicitation. The study suggests that 
single elicited techniques are generally used for requirement 
elicitation process, but combination of elicitation techniques 
for requirement elicitation process gives better result. There 
are various combinations of techniques denoted by Tc1,Tc2,Tc3 
….Tcn, the combination with high score as defined in the 
neural network approach for selection of requirement 
elicitation technique which is best suited for efficient 
requirement elicitation. As per the findings and the scores 
calculated in Table VI, appropriate techniques selection is 
done. From the findings in most cases, Tc2 the techniques 
combination with the highest score is selected according to the 
case study. If there are no other factors that are to be 
considered in the final decision making then Tc2 will be the 
final choice of the requirement elicitation techniques selection. 
These combined requirement elicitation techniques are 
selected for effective requirement gathering in software 
projects. 

If new evaluating factor Ev added in further studies of 
projects the condition still holds the same. 

TABLE V. WEIGHT COUNT OF ELICITATION TECHNIQUES 

Techniquet Weight Count Wc 

Observation 5 

Brainstorming 8 

Interview 10 

Group Meetings 2 

Workshop 9 

Questionnaires 6 

Ethnography 3 

Scenarios 7 

Interface Prototype 4 

TABLE VI. COMBINATIONS OF ELICITATION TECHNIQUES AND THEIR 
SCORES 

Technique 
Combination Tcit 

Techniquest Scoret 

Tc1 
Observation, Brainstorming, 
Interview 23 

Tc2 Brainstorming, Interview, Workshop 27 

Tc3 
Interview, Scenario, Interface 
Prototype 21 

Tc4 
Group Meetings, Workshop, 
Interview 21 

Tc5 
Workshop, Ethnography, 
Questionnaire 18 

Tc6 
Questionnaires, Interface Prototype, 
Group Meeting 12 

Tc7 
Interface Prototype, Workshop, 
Observation 18 
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A. Statistical Analysis of Proposed Approach 
In addition to the theoretical validation, an experimental 

statistical analysis is equally important in order to make the 
claim acceptable. In view of this fact, a statistical validation is 
performed to assess the performance of the proposed 
framework. One way ANOVA test is implemented using 
SPSS tool for statistical validation of requirement elicitation 
technique selection approach. In one way ANOVA only one 
factor is considered and investigated to find the differences 
amongst its various sample categories having numerous 
possible values. In this work evaluating factors Ev are used as 
factors defined in the table. There are total 9 factors and their 
values are shown in the Tables III and IV. 

SPSS tool is used for implementing ANOVA test on two 
set of Sample data. One set sample data for small scale project 
and other set of sample data for large project considering 
evaluating factors. Result obtained from small scale projects 
while considering three evaluating factor Ev for selection of 
requirement elicitation technique and for large scale projects 
considering six evaluating factors for the same. The 
conclusion drawn from the results shown in Fig. 4 and 5, is 
that in samples (small scale & large scale project) the value of 
p < .05 (For small scale projects p = .009 and for large scale 
projects p = .001) and the value of F in both samples is greater 
than the tabular value (F= 8.575 for small scale and F = 7.713 
for large scale) means that there is significance difference 
between the groups. If there is significance difference between 
groups in small scale and large-scale projects, then there is 
sufficient evidence to prove that evaluating factors defined in 
both types of projects for selection of requirement elicitation 
technique are sufficient. 

 
Fig. 4. ANOVA Test Result (Small Scale Project). 

 
Fig. 5. ANOVA Test Result (Large Scale Project). 

VIII. CONCLUSION 
In requirement elicitation there are varieties of elicitation 

techniques but the challenge for the elicitor to select the 
effective technique or a combination of technique which is 
most suited for problem domain, stakeholders, project type, 
organizational structure and project to be developed. In this 
paper an approach using neural network is proposed for 
selection of requirement elicitation techniques from a large 
array technique. If the elicitor follows the proposed approach 
the problem related to selection of elicitation technique is 
minimized and effective requirements are elicited.  
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Abstract—Currently, the common method to predict 
personality implicitly (Implicit Personality Elicitation) is 
Personality Elicitation from Text (PET). PET predicts 
personality implicitly based on statuses written on social media. 
The weakness of this method when applied to a recommender 
system is the requirement to have minimal one social media 
account. A user without such qualification cannot use such 
system. To overcome this shortcoming, a new method to predict 
personality implicitly based on demographic data is proposed. 
This proposal is based on findings by previous researchers 
stating that there is a correlation between demographic data and 
personality trait. To predict personality based on demographic 
data, a personality model (rule) is needed. This model correlates 
demographic data and personality. To apply this model to a 
recommender system, another model is needed, that is preference 
model which connects personality and preference. These two 
models are then applied to a personality-based recommender 
system for fashion. From performance evaluation, the precision 
of and user satisfaction to the recommendation is 60.19% and 
87.50%, respectively. When compared to precision and user 
satisfaction of PET-based recommender system (which are 82% 
and 79%, respectively), the precision of demographic data-based 
recommender system is lower whereas the satisfaction is higher. 

Keywords—Implicit personality elicitation; demographic data; 
personality-based recommender system; personality trait 

I. INTRODUCTION 
The first method to be used in a recommender system was 

content-based filtering which recommend items based on 
similarity between keywords on item description and on user’s 
profile [1][2]. However, as it turned out, a content-based 
filtering has several weaknesses, one of which is its inability to 
distinguish the quality of items. This is because a good quality 
item will have the same keyword as a bad quality item [1]. 

Because of the glaring weakness in content-based filtering 
method, a new method, collaborative filtering, is used. The 
inability of content-based method to differentiate between 
different item qualities is solved by collaborative filtering by 
asking users to rate all the consumed items. This rating data is 
then used to calculate the rating of all new items [3], then this 
method will select top N items with highest ratings and then 
recommend these items along with the estimated ratings [4]. In 
practice, a rating-based collaborative filtering also has several 

weaknesses, one of which is cold start problem or the new user 
problem [5]. This issue occurs when a recommender system is 
unable to provide a new user with accurate recommendations, 
because a new user does not have a record of what items has 
been consumed and the rating (the user profile is still empty). 

To deal with the cold start problem, a user profile must be 
made available as soon as a new user becomes a member of a 
recommender system. The trick is that new users must fill in 
certain data when registering as a new member. Data that can 
be used in this case is personality trait. Afterward users will be 
given recommendations that match their personality traits. 
There are three advantages of using this personality trait [6]. 
The data pertaining to personality trait can be obtained in two 
ways, i.e. explicitly (Explicit Personality Elicitation) and 
implicitly (Implicit Personality Elicitation). The explicit 
method requires the user to answer a personality trait 
questionnaire to predict the personality trait. The commonly 
used personality trait questionnaire is based on the Big Five. 
As the name implies, Big Five consists of five factors/traits, 
namely: openness, conscientiousness, extraversion, 
agreeableness, and intellect. There are many Big Five based 
questionnaires that are available free of charge ranging from 
the longest with 504 questions to the shortest with only 10 
questions [7]. 

If a recommender system utilizes the explicit method to 
obtain a user’s personality traits, the user must answer a 
personality trait questionnaire before becoming a member of 
the system. Despite the fact that the method can accurately 
predict a user’s personality traits; however, this method is 
burdensome and time-consuming for the user; therefore, the 
explicit method is only suitable for use in laboratory studies 
[8]. 

To overcome the weaknesses of the explicit personality 
elicitation method, a researcher may opt to use the implicit 
personality elicitation method. By using the latter method, a 
user’s personality trait can be predicted, albeit indirectly. The 
current technique is called the Personality Elicitation from Text 
(PET). As the name implies, the users’ personality traits are 
predicted from the posts they write, in this case on social media 
[9][10][11][12][13][14]. However, this method has one 
obvious weakness when applied to a recommender system, i.e. 
the user must have at least one active social media account. 
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In order to cope with the shortcoming of PET, a novel 
method of implicit personality elicitation is proposed, that is 
based on demographic data. In this new method, the user’s 
personality is predicted based on demographic data. 

To date, demographic data has been applied directly to a 
recommender system, hence the name Demographic 
Recommender System. Here the demographic information 
about the users is used by the classifiers to learn about how to 
find correlations between certain demographic data with 
ratings or buying tendencies [15]. However, there has been no 
research on the use of demographic data to predict human 
personality traits. The research is useful to overcome the 
weakness of implicit personality elicitation method, which is 
based on writing. This is where the gap lies in the personality-
based recommender system research, specifically the implicit 
personality elicitation. This paper presents the result of the 
work in creating personality model connecting demographic 
data and personality traits. Next, the model is applied in a 
personality-based recommender system. 

The idea to apply demographic data to predict personality 
traits come from the results of previous studies which found 
relationship between personality traits and demographic data. 
According to [16], one’s personality can change or is stable at 
certain period in the course of his or her life. Except [17], other 
researchers such as [18] and [19] found that gender also 
affected personality traits. 

Other demographic data such as race/ethnicity/country, 
hobbies, sport, occupation, zodiac, blood type, and color are 
known to also affect personality traits. Reference [20] found 
that persons from different countries have different personality 
traits. Furthermore, people with different personality traits tend 
to have different hobbies. An example is a person with a high 
score in openness is more likely to enjoy something abstract. 
Therefore, they are most likely are connoisseur of the arts and 
other forms of culture. Regarding sport, psychologically, a 
person’s preference for a certain type of sport will be supported 
physically along with preference for a certain movements. 
Researchers also believe that different personalities will favor 
different movements. 

Researchers also found correlation between personality 
traits and demographic data such as occupation [21], zodiac 
[22], blood type [23], and color [24]. 

The potential benefits of this new method of implicit 
personality elicitation are that it can be applied to any 
personality-based recommender system such as in an online 
shop, library, and travel company. By using this method, the 
system can give accurate and satisfying recommendations 
based on the users’ demographic data instead of the users’ 
rating history. 

A summary of research trends in the recommender system 
and the proposed method is presented in Fig. 1. 

The goal of this research is to create personality and 
preference models that when applied to a recommender system, 
then such system: 

1) Can be used by any users without the need to have 
social media account or write status with certain length. 

2) Has quite high users’ satisfaction. 

To achieve the goals, the following research questions must 
be answered: 

1) Which demographic data or combination of 
demographic data that makes up the best model? 

2) When the model is applied to a recommender system, 
how is the precision of the recommendation and satisfaction to 
the items recommended? 

This paper is structured as follows: the next section, 
Section II, talk about the methods that are used in processing 
the data. Results and Discussion is presented in Section III. 
Section IV concludes the paper. 

 
Fig. 1. Research Trends in the Recommender System and the 

Proposed Method. 

II. METHODS 
The detailed survey methods has been presented in [25]. 

Below is the summary. 

A total of 1014 respondents from several cities in Indonesia 
were involved in the current study. The questionnaire used in 
this study consists of three parts: i.e. demographic data, 
personality traits, and preferences. 

In this survey, personality questionnaire based on Big Five 
was used. From a number of Big Five personality trait 
questionnaires that are available, the Indonesian IPIP 50 
questionnaire [26] was chosen. The difference between IPIP 50 
and the other Big Five-based questionnaires is that IPIP 50 
does not use the term neuroticism; in its place, it uses the term 
emotional stability which is the opposite of neuroticism. 
Moreover, IPIP 50 also does not use the term openness; it uses 
the term intellect instead. To assess the personality traits, 
respondents were asked to score each question with a score of 
1-5 where 1: strongly disagree, 2: disagree, 3: neutral, 4: agree, 
and 5: strongly agree. 

In this survey, the following demographic data were 
collected: year of birth, marital status, city of residence, sport, 
occupation, hobbies, ethnicity, favorite color, zodiac, and blood 
type. 

To learn more about preferences, data on respondents’ 
preferences with regard to clothing styles were collected. There 
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are seven main clothing styles, i.e. Rebellious, Natural, 
Feminine, Elegant Chic, Dramatic, Creative, and Classic. It 
should be pointed out that initially this classification of 
clothing styles was intended for female users; hence, the styles 
are referred to as feminine and elegant chic. If the terms were 
applied to a male user, then obviously they would not be 
referred to as feminine and elegant chic. The term feminine for 
male users would be substituted with a style that matches the 
gender, i.e. masculine, whereas, the elegant chic style for male 
users would simply be referred to as fashionable. 

As many as 105 samples of clothes that match the seven 
clothing styles, or 15 samples for each clothing/fashion style 
were provided. The respondents were asked to choose samples 
of clothes they liked. If they liked all the samples then they 
must choose all and vice versa, if they did not like any of the 
samples then they did not have to choose any. 

After collecting the data, a three steps initial data 
processing were performed: (1) converted the year of birth into 
age, (2) calculated the total score of personality traits for each 
trait, (3) classified the data on the clothes samples selected by 
the respondents for each clothing style and counted the total 
number. The number of items selected by the respondent is 
used to determine the respondent’s level of preference for a 
particular clothing style. If the number of selected items ranges 
from 1 to 5, then the level of preference is weak. If the number 
is from 6-10, then the level of preference is moderate. And if 
the number is greater than that, i.e. between 11 and 15 items, 
then the level of preference is strong. After that, the three most 
preferred clothing styles were determined, i.e. the three 
clothing styles with the highest number of selected items. 

While doing the initial processing, the Cronbach alpha 
value was also calculated to determine the internal consistency 
of the data. Cronbach alpha was calculated using the following 
formula: 

∝ =  𝑁.𝑐
𝑣+(𝑁−1).𝑐

              (1) 

where: 

α = Cronbach alpha. 

N = the number of items. 

c = average covariance between item-pairs. 

v = average variance. 

From the calculation, the following values were obtained: 
0.801 for extraversion (good internal consistency), 0.773 for 
agreeableness (acceptable internal consistency), 0.844 for 
conscientiousness (good internal consistency), 0.908 for 
emotional stability (excellent internal consistency), and 0.749 
for intellect (acceptable internal consistency). 

It should be noted that the questionnaires for the research 
was made using Google Forms that does not put a limit on how 
many times a respondent can fill in the questionnaires. 
Therefore, a check needs to be done to find respondents who 
fill in the questionnaires more than once. During this check, as 
many as 25 such respondents were found; therefore, one of the 
duplicate data was deleted. 

In addition to checking for duplicate data, another thing 
that needs to be checked was the presence of a certain 
respondent known as a self-enhancer. The presence of a self-
enhancer is characterized by a high interscale correlation value, 
which is the value of the correlation coefficient between 
attributes. To calculate the interscale correlation, Pearson’s 
correlation coefficient (r) formula was used: 

𝑟𝑥𝑦 =  𝑛(∑𝑥𝑖𝑦𝑖)−(∑𝑥𝑖)(∑𝑦𝑖)
�[𝑛∑𝑥𝑖2−(∑𝑥𝑖)2]−[𝑛∑𝑦𝑖2−(∑𝑦𝑖)2]

             (2) 

where: 

rxy = correlation between variables x and y. 

n = the sample size. 

xi and yi = the ith sample points. 

Since there are five traits, there are 10 correlation 
coefficients must be calculated such as correlation between 
extraversion and agreeableness, correlation between 
extraversion and conscientiousness, etc. All these correlation 
coefficient values are then averaged to get the average 
interscale correlation. 

The high interscale correlation value can happen because 
when filling in the questionnaires, self-enhancers tend to rate 
themselves higher than they should. For that reason, a self-
enhancer will show a high level of personality traits in all traits. 
Therefore, to search for the presence of a self-enhancer, the 
total scores of personality traits of each respondent must be 
checked. Respondents who have a maximum score or near to 
the maximum score on all traits are considered as self-
enhancers. In their study, [19] obtained an interscale 
correlation value of 0.19 and they claimed that such a value 
indicated that there were not many self-enhancers in the data. 
However, since a value of 0.38 was obtained, it was assumed 
that there were quite many self-enhancers in the data. After 
checking the data, 94 self-enhancers were found. After the data 
were deleted, the interscale correlation value dropped to 0.24. 

When checking the data, data that did not make any sense 
at all were found. The data were from respondents who rated 
themselves with a score of 3 on all questions. Therefore, the 
data were deleted. After deleting the unwanted data, the 
remaining data is 894. 

In building the model, the attribute that act as dependent 
attribute is level of personality traits. There are two levels: i.e. 
high and low. The level of personality trait was obtained in the 
following way: (a) by calculating the average score for each 
trait, (b) scores that were smaller than averages were 
designated as low level and scores that were higher than 
average were labeled as high level. 

Additionally, in the modeling, the respondents’ age group 
(categorical type) was used instead of age (numerical type). 
Therefore, the age data were grouped according to the 
classification laid down by the Indonesian Ministry of Health 
[25]. Based on the classification, the respondents were grouped 
into three groups, i.e. the middle age, adulthood, and 
adolescents. 
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The last stage in data processing was to remove some of the 
attributes that will not be used in the modeling stage. In the 
modeling, the following attributes were used: blood type, 
occupation, favorite color, gender, hobby, sport, zodiac group, 
zodiac component, age group, marital status, ethnicity, intellect 
level, emotional stability level, conscientiousness level, 
agreeableness level, extraversion level, preferred clothing style 
1, preference level 1, preferred clothing style 2, preference 
level 2, preferred clothing style 3, and preference level 3. 

III. RESULT AND DISCUSSION 

A. Modeling 
It takes two models to build a personality-based 

recommender system for fashion; first, a personality model that 
links the demographic data with personality traits and the other 
one is a preference model that links the personality traits with a 
person’s preference over fashion. Accordingly, in this stage, 
the two models were built. 

1) Personality model: The process to create personality 
model has been presented in detail in [25]. Below is the 
summary. 

The attributes that were used in the personality trait 
modeling were blood type, occupation, favorite color, gender, 
hobby, sport, zodiac group, zodiac component, age group, 
marital status, ethnicity, intellect level, emotional stability 
level, conscientiousness level, agreeableness level, and 
extraversion level. The first eleven attributes are demographic 
data that serve as independent attributes in the modeling using 
a decision tree. In addition to using the demographic data 
individually, a combination of two demographic data (e.g. 
blood type-occupation, blood type-age group) is used. By 
combining two demographic data, as many as 54 combinations 
are obtained, so the total number of demographic data used in 
the modeling is 65. Hence for each trait, as many as 65 models 
were created. Meanwhile, the level of personality traits 
(intellect level, emotional stability level, conscientiousness 
level, agreeableness level, and extraversion level) were used as 
the dependent attribute. To evaluate the model, a 10-fold cross 
validation was used. 

Only one model will be used at a later stage. To select the 
model, the following criteria were used: (1) to make sure that 
the model can be used by everyone repeatedly at a later date, it 
has to be made certain that the demographic data in the model 
will never change, (2) it has to be also made sure that the 
model are fairly accurate. Based on these criteria, the model 

based on age group and gender is chosen [25]. Another reason 
to choose this model is because previous research found that 
age and gender has very close relationship to personality traits 
[19]. Table I presents the model. 

2) Preference model: As in the personality model, the 
detailed process in making this preference model has been 
presented in [27]. The summary is presented. 

In the data processing stage, three preferences data and 
their level (preferred clothing style 1, preference level 1, 
preferred clothing style 2, preference level 2, preferred clothing 
style 3, and preference level 3) were selected from each 
respondent. However, before building the model, a preference 
data for each clothing style must be created. The data was 
obtained by combining the respondent’s three preferences data 
into one. Table II shows example preferred data for Natural 
clothing style that will be used in the modeling. Preferred data 
for other clothing styles, i.e. Dramatic, Classic, Elegant Chic, 
Creative, Rebellious, and Feminine were also created. 

The data used in building the preference model comprises 
the levels of the five personality traits and preferences. In the 
modeling, the class association rule method was used with 
personality trait’s levels as antecedents and preferences as 
consequent or class. 

Association rule is a method to discover a rule that connect 
items on a transaction. There are at least two measures that are 
used to identify good rule: support and confidence. If N is the 
number of transaction, then support of item X, Y is defined as: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋) =  𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑋
𝑁

= 𝑃(𝑋)           (3) 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋,𝑌) =  𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑋𝑌
𝑁

= 𝑃(𝑋 ∩ 𝑌)          (4) 

Meanwhile confidence of (X  Y) is defined as: 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝑋 → 𝑌) = 𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋𝑌)
𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋)

= 𝑃(𝑌|𝑋)          (5) 

The personality trait model shown in Table I reveals that 
the levels of personality traits for extraversion, agreeableness, 
and conscientiousness are the same for all groups, they are: low 
for extraversion, high for agreeableness and conscientiousness. 
Therefore, in this preference modeling, only data with low 
extraversion, high agreeableness, and high conscientiousness 
were used. The modeling also only used the data with moderate 
and strong preference levels. Since it is not possible to 
recommend men’s clothing to women and vice versa; 
therefore, the men and women were separated. 

TABLE I. PERSONALITY MODEL (E: EXTRAVERSION, A: AGREEABLENESS, C: CONSCIENTIOUSNESS, ES: EMOTIONAL STABILITY, I: INTELLECT) 

  E A C ES I Group 

Adolescence Male Low High High Low High 1 

Adulthood Male Low High High High Low 2 

Middle Age Male Low High High High High 3 

Adolescence Female Low High High Low Low 4 

Adulthood Female Low High High High Low 5 

Middle Age Female Low High High High Low 6 
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TABLE II. SAMPLE OF PREFERRED DATA ON NATURAL CLOTHING STYLE 

Preference Level 

Elegant Chic Strong 

Natural Weak 

Natural Strong 

Natural Moderate 

Natural Moderate 

Rebellious Strong 

Natural Strong 

Natural Moderate 

Natural Weak 

Natural Moderate 

Feminine Moderate 

Natural Moderate 

TABLE III. PREFERENCE MODELING RESULT. THE YELLOW CELLS SHOW THE PREFERRED CLOTHING STYLE OF EACH PERSONALITY GROUP (E = 
EXTRAVERSION, A = AGREEABLENESS, C = CONSCIENTIOUSNESS, ES = EMOTIONAL STABILITY, I = INTELLECT, CL = CLASSIC, CR = CREATIVE, DR = DRAMATIC, 

EC = ELEGANT CHIC, FE = FEMININE, NA = NATURAL, RE = REBELLIOUS.) 

Group 
Personality Traits Fashion Style 

E A C ES I Cl Cr Dr EC Fe Na Re 

1 Low High High Low High 0,6 0,5 0,5 0,4 0,7 0,8 0,4 

2 Low High High High Low 0,5 0,7 0,7 0,8 0,5 0,8 0,7 

3 Low High High High High 0,6 0.26 0,3 0,7 0,6 0,9 0,3 

4 Low High High Low Low 0,6 0,4 0,4 1 0,3 0,9 0,4 

5 Low High High High Low 0,5 0,3 0,4 1 0,3 0,8 0,3 

6 Low High High High Low 0,5 0,3 0,4 1 0,3 0,8 0,3 

TABLE IV. THE PREFERENCE MODEL 

Group Personality Traits Favorite  Fashion Style 

1 Low Extraversion High Agreeableness High Conscientiousness Low Emotional Stability High Intellect Natural, Feminine 

2 Low Extraversion High Agreeableness High Conscientiousness High Emotional Stability Low Intellect Elegant Chic, 
Natural 

3 Low Extraversion High Agreeableness High Conscientiousness High Emotional Stability High Intellect Natural, Elegant 
Chic 

4 Low Extraversion High Agreeableness High Conscientiousness Low Emotional Stability Low Intellect Elegant Chic, 
Natural 

5 Low Extraversion High Agreeableness High Conscientiousness High Emotional Stability Low Intellect Elegant Chic, 
Natural 

6 Low Extraversion High Agreeableness High Conscientiousness High Emotional Stability Low Intellect Elegant Chic, 
Natural 

Two preferred clothing styles for each personality group 
are selected based on the highest confidence value. The two 
fashion styles with the highest confidence value were chosen as 
the preferred clothing styles (Table III). After selecting the two 
preferred clothing styles, the preference model can be created 
and is presented in Table IV. 

B. System Performance 
1) System architecture: The author in [7] developed a 

personality-based recommender system in which personality 
traits were predicted using a questionnaire (explicit method). 

Basically, the system consists of two parts, i.e. a part for 
predicting the personality traits and a part to find the nearest 
neighbors. Meanwhile, [28] used the personality elicitation 
from text (implicit method) to predict personality traits in their 
system. The system they propose basically also consists of two 
parts, i.e. a part for predicting the personality traits and a part to 
find the nearest neighbors. 

In reference to the two studies above, the recommender 
system that is built also consists of two parts, i.e. a part for 
predicting the personality traits and a part to find the nearest 
neighbors (Fig. 2). 
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Fig. 2. The Architecture of the Proposed Recommender System. 

Before discussing the model, it is necessary to explain what 
is meant by neighbors—neighbors are respondent’s data 
collected during the data collection stage and modeled at the 
modeling stage. When the respondents were filling in the 
questionnaire, they were asked to pick the items that they liked; 
therefore, this data were treated as data about users who had 
consumed certain items. These data were stored in the user 
database as a basis for providing recommendations. 

The built system includes a personality model (Model 1) 
and preference model (Model 2) which was obtained in the 
previous stage. As mentioned before, the personality model 
contains rules that link the demographic data to personality 
traits. Meanwhile, the preference model contains rules that link 
the personality traits to preferences. 

The system starts working when a new user enters the year 
of birth and gender into the system. Using these data, the 
system will classify users into certain personality traits 
(predicting the user’s personality traits) based on Model 1 
(personality model). These personality traits are passed along 
to Model 2 (preference model) that will classify user’s 
preferences based on the user’s personality traits (predicting 
user’s preferences). 

After generating user’s preferences, the system will retrieve 
all neighbors in the user’s database in search of all neighbors 
whose year of birth, gender, and preferences are the same as 
the user’s year of birth, gender, and preferences. The result is a 
list of neighbors with the same year of birth, gender, and 
preferences as the user. 

By using the filtered list of neighbors, the system will 
search for the nearest neighbor. It should be explained that in 
this study, all users are using the model for the first time. 
Therefore, the user has never consumed any items. Because of 
that, at this stage, the system looks for the nearest neighbor 
based only on the same year of birth. If there are several 
neighbors with the same year of birth, then the system will pick 
one neighbor. 

After the nearest neighbor is obtained, the system will 
collect all the items that have been consumed by the nearest 
neighbor. These are the items that will be recommended to the 
users. After consuming some or all of the recommended items, 
the new user data will be saved to the user database. 

2) System evaluation:  A number of researchers have used 
direct method to evaluate the systems they have built. A survey 
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conducted by [29] involved 21 students as the respondents. In 
the survey, the respondents were asked about the novelty of the 
items recommended, the accuracy, and satisfaction with the 
recommendations given. In another study, [30] also carried out 
a direct survey to users to find out the respondents’ level of 
satisfaction with the built model. 

To evaluate the performance of the proposed recommender 
system, a direct survey involving 74 respondents was 
conducted. In the survey, the respondents were asked to 
interact with the system. 

• Relevance of the recommended items. In this 
experiment, the system recommends a number of items 
to the user. The system provides a Like button on all 
recommended items. When checking the recommended 
items one by one, if the button was pressed, it means 
that the item is relevant. Then the precision of the 
relevant items can be calculated. Precision is the 
percentage of relevant items from all the recommended 
items. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠

           (6) 

Here each user has one precision value, whereas the 
system’s precision is the average precision of all 
users. 

• Satisfaction to the recommended items. To find out 
user’s satisfaction, the CSAT method is used. By using 
the method, user’s satisfaction can be gauged by asking 
them how satisfied they are with the goods or services 
they used. There are five scales used to assess user’s 
satisfaction, i.e. very dissatisfied, dissatisfied, neutral, 
satisfied, and very satisfied. The percentage of 
satisfaction is calculated using the following formula: 

𝑆𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛 =  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑠
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑠

 𝑋 100%          (7) 

Note that the responses used in the formula are only 
Satisfied and Very Satisfied ones. 

In the study, the system will ask the question: “How do you 
rate the recommended items?” immediately after the 
respondent finished checking the recommended items. The 
respondents were supplied with five answers as follows: very 
dissatisfied, dissatisfied, neutral, satisfied, and very satisfied. 
The percentage of user satisfaction is only calculated from the 
responses that give the value of Satisfied and Very Satisfied. 
C. Evaluation Result 

From the evaluation, the following facts were obtained: 

1) Precision of the recommendation was 60.19%. 
2) Satisfaction to the items recommended was 87.50%. 
3) There were as many as 17 respondents whose precision 

less than 50%, nevertheless satisfied or even very satisfied with 
the recommendation. 

4) There were as many as 5 respondents whose precision 
more than 50%, yet dissatisfied (neutral) with the 
recommendation. 

From the facts above, it can be said that a respondent with 
low precision can still be satisfied with the recommendation. In 
opposite, a respondent with high precision can be dissatisfied 
with the recommendation. Therefore, it is hypothesized that 
satisfaction correlates with level of preference, and not with 
precision. The statement on satisfaction has no correlation with 
accuracy has been confirmed by [31] and [32]. Note that 
precision is one of accuracy metrics used in recommender 
system besides recall, MAE, and MSE. 

User’s satisfaction is a psychological condition that can be 
measured from the user’s expectation. A user will satisfy if the 
products or services offered to them exceeds or at least the 
same as the expectation. On the contrary, a user does not 
satisfy if the experience when using the products or services 
below the expectation [33]. Based on this, the reason why 17 
respondents with low precision still satisfied or very satisfied 
with the recommendation is because they like the items 
recommended very much (high preference level) despite they 
only like a few of the many items recommended. In other 
word, the user’s expectations are fulfilled. Meanwhile, in the 
case of 5 respondents with high precision but dissatisfy; it is 
because they do not really like the items recommended 
(medium preference level). As a result, they dissatisfy with the 
recommendation although they like many items. In other word, 
the user’s expectation still not met. 

The author in [29] reported that the precision and 
satisfaction of PET-based system were 82% and 79%, 
respectively. Compared to demographic data-based system 
performance, the precision of PET-based system is better but 
demographic data-based system is better in satisfaction. In 
recommendation system, accuracy is important but accuracy 
alone is not enough. This is because user satisfaction is more 
important. The next paragraph explains about this. 

According to [31] two main tasks of accuracy metrics in 
recommender system are: 

1) To measure the accuracy of single prediction. This is 
called predictive accuracy metrics. This metric calculate how 
close the predicted rating from the actual rating. Mean absolute 
error (MAE) and mean squared error (MSE) are used in this 
metric. 

2) To evaluate the effectivity of the system in selecting the 
high quality items from a set of available items. This metric is 
called decision-support metrics and uses precision and recall to 
declare the accuracy. 

Furthermore, [31] stated that building a recommender 
system with high accuracy was not enough. This is because the 
most accurate recommendation based on those metrics above, 
is sometimes not the useful recommendation for or liked by the 
users. This causes dissatisfaction to the users. In other word, 
user satisfaction does not always correlate with high accuracy 
[32][31]. Knowing the importance of user’s satisfaction, [31] 
and [34] stated that it is not fair to judge a recommender solely 
from its accuracy. The users must be taken into account since 
they do not care with the algorithm to increase the 
recommendation accuracy. They only want to have useful 
recommendations. 
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Back to the performance comparison between demographic 
data-based system and PET-based one where the demographic 
data-based system has lower accuracy but higher satisfaction. 
Based on the above explanation, recommender system whose 
satisfaction is higher is better. In other word, demographic 
data-based system is better than the PET-based system. 

IV. CONCLUSION 
A research has been carried out to find model connecting 

demographic data and personality traits. As many as 65 models 
of each trait were created. From those models, the one based on 
age group and gender was selected as the working model since 
it satisfied two criteria. Besides that, previous research also 
found that age and gender had very close relationship to 
personality traits. 

From the performance evaluation, precision and satisfaction 
of the demographic data-based recommender system were 
60.19% and 87.50% respectively. When compared to PET-
based system, demographic data-based system is lower in 
precision but higher in satisfaction. Other advantage of 
demographic data-based system compared to PET-based 
system is there is no obligation to have social media account. 

Despite the strength of demographic data-based system 
compared to PET-based system, this research has some 
limitations: 

1) The fashion classification may differ from other 
classifications. So, when a clothing is classified into a certain 
clothing style, others may classify it into different clothing 
style. 

2) Some of the respondents may be come from low-
income communities who do not care with fashion hence the 
choice of preferred clothing different from other respondents 
with the same category (e.g. age group – gender). 

To test the hypothesis about the relationship between 
satisfaction and level of preference, another experiment is 
needed. In the experiment the respondents are asked not only to 
determine whether they like an item or not, but also the level of 
preference to the item. One way to obtain the level of 
preference is by providing five stars on each item. The more 
stars given by a respondent to an item, the higher the level of 
preference of the respondent to that item. 
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Abstract—Semester planner plays an essential role in 
students’ society that might help students have self-discipline and 
determination to complete their studies. However, during the 
COVID-19 pandemic, they faced difficulty organizing time 
management and doing a manual schedule. It resulted in 
substantial disruptions in learning, internal assessment 
disturbances, and the cancellation of public evaluations. Hence, 
this research aims to optimize the recommended semester 
planner, Timetable Generator using a greedy algorithm to 
increase student productivity. We identified three-set control 
functions for each entered information: 1) validation for the 
inserted information to ensure valid data and no redundancy, 
2) focus scale, and 3) the number of hours to finish the activity. 
We calculate the priority task sequence to achieve the best 
optimal solution. The greedy algorithm can solve the 
optimization problem with the best optimal solution for each 
situation. Then, we executed it to make a recommended semester 
planner. From the test conducted, the functionality shows all the 
features successfully passed. We validate using test accuracy for 
the system’s reliability by evaluating it compared to the Brute 
Force algorithm, and the trends increase from 60% to 100%. 

Keywords—Greedy algorithm; optimization; recommendation 
system; semester planner 

I. INTRODUCTION 
The COVID-19 pandemic has made a huge impact on the 

educational system around the world, forcing lockdown in 
schools, universities, and colleges. Hence, Singh and Kant [1] 
claimed it caused a significant disrupted student learning, 
internal examinations, and the termination of public exams for 
qualification due to inferior alternatives. Based on the research, 
most students are not well prepared for classes. The condensed 
class schedule negatively impacts their learning experiences 
[2]. It corresponded with low experiences and academic 
achievement by the student. 

A survey conducted towards 126 students of Universiti 
Teknologi MARA Melaka Kampus Jasin. They responded that 
they used paper and pen to organize semester planners 
manually, and 84.9% of students found it challenging to 
organize semester planners with upcoming quizzes and tests. 

Additional time to new learning content is taught to enhance 
their performance. However, the effect of this treatment is a 
slight difference throughout the distribution of student 
performance. While the most benefit is for high-performing 
students, low-performing students do not benefit. Foulkes et al. 
[3] highlight that the research argued that it is crucial to 
determine the content of additional time instruction to explain 
this pattern. 

Besides, balancing studying with the fun stuff in life can be 
challenging to maintain. Unstructured academic lifestyle is one 
of the impacts of poor sleep quality in university life [4]. It 
increases mental the risk of mental illness and poor academic 
achievement. Panda et al. [5] mentioned that based on research 
on academic stress students, the stress factors include many 
assignments, competition with other students, failures, 
financial problems, poor relationships, lectures, or family 
matters. 

Thus, planning a scheduler is an effective solution to 
organize and navigate students’ time management [6]. A 
semester planner is an organized schedule where students can 
create outlines and awareness of the study methods and the 
effectiveness of their study practices for the current semester 
and learning goals. Students become self-discipline, 
deterministic, and more confident [7]. In addition, it helps them 
build self-regulated learning skills to succeed in various 
learning environments and workplaces. As a primary time 
management tool, a scheduler comes in a list of times when 
events and actions occur. Brioso et al. [8] supported that 
planning and controlling did not starve due to insufficient input 
in an intrinsically challenging task. 

The primary substance of time management is reducing 
stress [9]. Of course, building a schedule for the current 
semester is a tedious task. Students need to fit all the courses 
into a single scheduler, which would take time and patience. 
The time management principle is time management on how to 
plan the specific tasks and work and organized. Otherwise, it 
can affect entire planning and work. Based on the same survey, 
83.8% of the students claimed they never use revision 
planners’ automated class timetable generator. 

The research was sponsored by Universiti Teknologi MARA Cawangan 
Melaka under the TEJA Grant 2021 (GDT 2021/1-28) 
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Therefore, to overcome the problem, a recommended 
semester planner using optimization of the greedy-based 
algorithm was used quickly to find an approximate solution in 
the optimization prickly. This parallel with the greedy-based 
algorithm concept, to solve problems in getting the globally 
optimal solution with the choice seems best by making a 
locally optimal choice [10]. Moreover, the greedy allocation is 
compatible with a dynamic heterogeneous resource 
environment linked to the scheduler via a homogenous 
communication environment [11]. Thus, Choudhary and 
Peddoju [12] claimed that it is easier to assess the run with 
more efficient use of available resources. It allows UiTM 
students to identify peak study load times to ensure they have 
plenty of time to complete all assignments. The achievement of 
each target would bring in the motivation to achieve another 
target. 

II. RELATED WORK AND TECHNIQUES 
This section describes the related works in scheduling and 

related techniques related to the study. 

A. Related Work in Scheduling 
There are some related works in scheduling such as course 

timetables, high school timetables [13], exam timetables, and 
some of the other schedules used in the workplace. Although 
many intelligent practices have been used in recent years to 
solve course timetabling, there are still many areas for 
improvement. Wang et al. [13] claimed that to effectively solve 
the Greedy Algorithm and provide a high-performance initial 
Genetic Algorithm population, they suggested using a Greedy 
and Genetic Fusion Algorithm. The hybrid Cat Swarm 
Optimization algorithm-based application solves the school 
schedule problem. It is efficient, easy to use, and fast. The 
demonstration conducts by experiments with real-life input 
data to test the efficiency and performance. The test case uses 
the same timetable and the same description statistics. The 
result shows that the hybrid CSO-based algorithm performs 
better in less computational time than many other existing 
approaches. 

For timetable examination, a new proposed combination of 
three approaches: multiple criteria, maximum independent set, 
and heuristic graph to solve the problem of timetable 
examination [14]. There is also have some related work on 
schedulers in the workplace, such as flight schedules. 
Optimization control and algorithm design have also been hot 
issues in China’s research into unusual flights. Based on a 
better knowledge of the NP problem under the flight recovery 
model, the researcher validates the usefulness of the greedy 
random adaptive algorithm in the problem-solving process 
[15]. 

B. Related Techniques 
An algorithm is a step-by-step approach to problem-

solving, widely used for data processing, calculation, and other 
related mathematical and computer operations. Different 
algorithms can easily and quickly perform operations or solve 
problems in terms of efficiency. There are three related 
techniques: Evolutionary Algorithm (EA), Greedy Algorithm, 
and Brute Force. 

The Evolutionary Algorithm (EA) development has been 
significant among the research and optimization techniques set 
in the last decade [16]. EAs are a set of modern heuristics used 
with great complexity in many applications. It was the engine 
of a field known as Evolutionary Computation (EC) that 
successfully solved complex problems [17]. The advantages of 
EC techniques derived from gaining fitness and flexibility to 
the goal combined with robust behavior. Nowadays, EC is 
considered an adaptable problem-solving concept, particularly 
in complex optimization problems. 

A greedy-based algorithm produces a good solution to 
some math but not others. As mentioned by Prabhaharan et al. 
[18], most of the issues they are working on will have two 
properties; firstly, a greedy choice property is defined as the 
best way to make any choice to solve sub-problems that might 
arise later. A greedy algorithm’s choice might depend on the 
decision but not the future or all the subproblem’s solutions. It 
makes iteratively one greedy choice to minimize a problem 
into an optimal solution. Secondly, an optimal substructure is 
an optimal solution to solve the problem includes optimal 
solutions to the subproblem. Then a will problem displays 
optimal substructure. The problem of optimization is finding 
the best solution that seems all feasible [19]. 

Brute Force defines a straightforward problem strategy, 
commonly dependent on problem statement and concept 
definition. Definition of ‘force’ is a computer strategy but not 
intellect. Another approach to describe Brute Force is ‘Just do 
it’, and sometimes, the technique is easiest to use [20]. 
Exhaustive or Brute Force searches can generate and test the 
basic solving problem method and algorithm paradigm. 
Mahoor et al. [21] claimed it consists of the listed systematic 
potential candidate for solution and testing if each candidate 
meets the problem statement. Therefore, this approach is used 
commonly when the problem is small enough that heuristics 
can reduce the number of possible solutions to a manageable 
number. Also, identifying a solution recovery model takes 
more time than speed. 

As a result, an evolutionary algorithm is beneficial with 
conceptual simplicity, while Brute Force is widely applicable 
and known for its simplicity. However, the greedy-based 
algorithm is more accessible to implement and faster than the 
other two. Although the Greedy-based algorithm has not 
always reached the optimal global solution, most of the time 
reaches the sub-optimal solution. Thus, greedy-based 
techniques are the best solution for this project in schedule 
recommendation of timetable generator with semester planner. 

III. METHODS 
This section divides research methodology into four 

phases: gather information, design and development and 
system validation. 

A. Gather Information Phase 
The survey was conducted on 126 respondents of students 

from UiTM Cawangan Melaka Kampus Jasin on their 
experience to understand better the real problem faced by 
them. Table I shows the summary of survey information. 
About 85.70% of respondents agreed that they have difficulties 
organizing their study planner, while the rest, 14.30%, voted 
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with no issues. Some of them never use study planners with 
58.13%, followed by book or handphone planners with 
24.78%, sticky notes with 14.60%, and timetable 2.49%. 

TABLE I. SURVEY DETAILS AND RESPONSES TO GATHER INFORMATION 

Questions Item Response Percentage 
Response 

Difficulties To Organize 
Study Planner 

Yes 85.70% 

No 14.30% 

Current Method Study 
Planner 

Never  58.13% 

Book/Handphone Planner 24.78% 

Use Sticky Note 14.60% 

Timetable   2.49% 

B. Timetable Generator Flowchart 
We use the flowchart as in Fig. 1 to design how the 

timetable generator operates by defining the system’s module, 
data, and architecture to specify the system requirements. It 
starts with key-in details information for the user’s hobby, 
extracurricular, and subject details for the current semester. We 
set the control functions for each information: 1)validation for 
the inserted information to ensure valid data and no 
redundancy, 2)focus scale, and 3) the number of hours to finish 
the activity. The information entered by the user can be 
updated or deleted before we generate the planner using the 
Greedy algorithm. 

Start

Key-in information:
Hobby, Extracurricular and Subjects 
(focus scale and number of hours)

Add more 
information?

End

Generate Planner 
Greedy Algorithm process

Display information:
Hobby, Extracurricular and 

Subjects

yes

no

Update or delete 
information?

no

yes
Update or delete 

information

Display Planner

 
Fig. 1. Flowchart for Timetable Generator Planner. 

C. System Interface 
System design or user interface design is designing an 

interface in software or computerized devices focusing on 
locks or style. This research aims to design an interface that is 
easy to use and understandable by the user. User interface 
design usually refers to graphical user interfaces. 

D. Greedy Algorithm Development 
Fig. 2 shows the Greedy algorithm flowchart of the phase 

involved in this algorithm to achieve the best optimization 
result. The algorithm needs to solve scheduling problems in 
tasks that need to be completed, required time to complete each 
task, and priority of each task. Three main processes involved: 

Start

End

yes

no

Initialize Hobby, 
Extracurricular and Subjects 

Perform Greedy Algorithm 
sorted list

List[i] not 
empty?

Is 
Day<=7 &&
Week<=14?

Assign list[i] in 
directory

yes

Optimal Scheduler

no

 
Fig. 2. Phases in Optimizing Greedy Algorithm for Timetable Generator. 

1) Step 1: Initialization: The algorithm initializes all user 
variables and sorts the list with the greedy approach. The data 
will be classified into three lists: name, focus scale, and 
complete time. 

2) Step 2: Sort list: Sort the tasks based on decreasing 
order of priority. However, in some cases, the priorities of 
different tasks are the same. This algorithm recommends the 
list of tasks that require a higher focus scale and the shortest 
time completed the task to minimize the problem. The 
algorithm would give preference to a higher focus scale and 
tasks that take less time to complete so that the higher focus 
scale will lead to a higher score, and more time needed will 
reduce the score. After being classified into a list, this phase 
has created another list of pairs [key, value] as shown below. 
Each of the list pairs is a combination of hobby, 
extracurricular, and subject. 
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• Complete time [complete time, name]. 

• Focus scale [focus scale, name]. 

• Priority [(focus scale/complete time), name]. 

Then, the system would proceed with the sorting process 
for each list in decreasing the order of “key”. After all the 
variables have been sorted, the algorithm will assign lists in a 
directory with a specific condition. 

3) Step 3: Optimal scheduler: Assume that task in priority 
sequence is n, set priority = {(8, ICT662), (7, Badminton), 
…n} and tasks use the same resources from of hobby, 
extracurricular and subject task, with priority score for each 
task. The algorithm use planner set to store the selected task. 
The task chosen is ICT662, and Monday is initialized 
“ICT662”. Then the algorithm will go through 14 weeks to 
check whether the task has an assignment, quiz, or test week. 
For example, ICT662 has a quiz on week five, then Monday 
on week five is initialized “Quiz 1 ICT662”. An algorithm 
will proceed initialized in planner set with next day and weeks 
until all the task in the priority list is empty. 

E. System Validation 
Lastly, we proceed with system validation to test the 

functionality and reliability of the system. A functionality test 
runs to test whether the system’s function is running smoothly 
or not. If there are bugs when running the functionality test, we 
need to correct the function to ensure it meets the requirements. 
Functionality testing tests and identifies which function is 
performed with or without error. If an error occurs in this 
phase, we need to fix the error before the implementation. For 
the reliability test, we compare the result of the Timetable 
Generator with the Brute Force algorithm to check the result’s 
accuracy. We tested this testing phase with developers, 
lectures, and UiTM Jasin students to know whether this project 
is performing well or not. 

IV. RESULT AND DISCUSSION 

A. Functionality Testing 
We have to test and check the core’s function application, 

input, button, table, and more during this phase. To test the 
system’s functionality, Table II describes consideration of 

features criterion where we test it accordingly and fill up the 
result. There are six features involved:  registration and login, 
subject, hobby and extracurricular, updating user’s details, a 
sequence of the focus scale, complete time and priority, 
planner and print planner. 

The output of Timetable Generator, as in Fig. 3, display the 
sorted list based on the focus scale, complete time and priority 
in the list box. These list boxes show the pair between focus 
scale and complete time with all user tasks. The sorted priority 
list box is the greedy algorithm result sequence with the score 
and name of each task. Finally, Fig. 4 shows the output result 
of the Timetable Generator or the semester planner with an 
optimal scheduler. We successfully passed all the features, and 
finally, users can print a semester planner in pdf form as the 
last feature development. 

B. Reliability Testing 
We validate the reliability testing based on the system’s 

accuracy in this phase and use ten tests to run the validation. 
The system’s response might have a different condition with 
different sequences of priority and Brute Force result on the 
hobby, extracurricular, and subject enrol. Table III shows the 
output from the system prototype and Brute Force algorithm 
result by manual calculation. We test the accuracy testing 
based on these two rules: First, give preference to higher 
priorities, leading to a higher score. Second, give preference to 
tasks that take less time to complete, so tasks that take more 
time will reduce the score. Next, we calculate the accuracy 
based on the similarity result sequence of Brute Force and 
Timetable Generator. 

Table IV shows the summary comparison on the research 
accuracy result, p between Brute Force and our proposed study. 
Only attempt 1 has a slight difference out of five; only three 
items have similar according to the result sequence. The rest 
outcome gained is similar for both reliability tests. 

We constructed the visualization of an accuracy graph from 
the result of 10 output. Fig. 5 shows the 2-axes graph, 
increasing from 0.60 (60%) to 1.0 (100%). It proves that the 
Timetable Generator system is accurate and can be used for the 
student to overcome the problem. 

TABLE II. FEATURES COMPARISON BETWEEN RECOMMENDATION TECHNIQUES 

Features Details Status 

Registration and login The system can register a new account with an encrypted password and allow users to login into the system with 
the correct combination of attributes needed. Passed  

Subject, hobby and 
extracurricular 

The system can store the user’s subject, hobby, and extracurricular details in the database. Before storing the 
details, the system will check whether all of the data are inserted or not. The incomplete information would not 
allow being stored in the database. 

Passed 

Updating user’s details The system retrieved all user details from the database and displayed them in a grid view. Users can update some 
data and store it back in the database. Passed 

A sequence of complete time, 
focus scale and priority The system can list decreasing order of complete time, focus scale and priority. Passed  

Planner 
The system prescribes a schedule of semester planners that is the best based on the priority sequence. The 
schedule will be displayed in the form of a table that contains seven days and 14 weeks of a semester. Thus, the 
system will display the subject details based on assignment week, quiz week and test week. 

Passed  

Print planner Print the planner in the form of a PDF. Passed  
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Fig. 3. Snapshot Output of a Sorted List of Information in Timetable Generator. 

 
Fig. 4. Semester Planner using Greedy Algorithm Optimization. 

TABLE III. RELIABILITY TESTING BASED ON ACCURACY TEST BETWEEN BRUTE FORCE AND TIMETABLE GENERATOR 

No 
Brute Force Result, p 

Timetable Generator Result, p 
Focus scale, f Complete time, t Priority, p = f/t 

1 

[2, ENT600] 
[1, ITS610] 
[1, IPK501] 
[1, CSP650] 
[1, ISEC] 

[2, ENT600] 
[2, ITS610] 
[2, IPK501] 
[2, CSP650] 
[2, ISEC] 

[1, ENT600] 
[0.5, ITS610] 
[0.5, IPK501] 
[0.5, CSP650] 
[0.5, ISEC] 

[1, ENT600] 
[0.5, ITS610] 
[0.5, IPK501] 
[0.5, ISEC] 
[0.5, SCP650] 

2 

[6, ENT600] 
[3, CSC662] 
[3, ICT662] 
[2, ITS610] 

[5, CSC662] 
[3, ENT600] 
[2, ITS610] 
[2, ICT662] 

[1.5, ICT662] 
[1.333, ENT600] 
[1, ITS610] 
[0.6, CSC662] 

[1.5, ICT662] 
[1.333, ENT600] 
[1, ITS610] 
[0.6, CSC662] 

3 

[10, Cooking] 
[8, CSP650] 
[7, ENT600] 
[6, Brass Band] 
[4, IPK501] 
[3, ITS610] 

[2, CSP650] 
[2, ENT600] 
[2, ITS610] 
[2, IPK501] 
[2, Brass Band] 
[1, Cooking] 

[10, Cooking] 
[4, CSP650] 
[3.5, ENT600] 
[3, Brass Band] 
[2, IPK501] 
[1.5, ITS610] 

[10, Cooking] 
[4, CSP650] 
[3.5, ENT600] 
[3, Brass Band] 
[2, IPK501] 
[1.5, ITS610] 

4 

[10, CSP650] 
[9, CSC445] 
[8, ICT662] 
[8, CSC548] 
[6, Multimedia Club] 
[6, Debates] 
[2, Badminton] 

[8, Badminton] 
[6, CSP650] 
[3, ICT662] 
[2, Multimedia Club] 
[2, Debates] 
[1, CSC445] 
[1, CSC548] 

[9, CSC445] 
[8, CSC548] 
[3, Multimedia Club] 
[3, Debates] 
[2.667, ICT662] 
[1.667, CSP650] 
[0.25, Badminton] 

[9, CSC445] 
[8, CSC548] 
[3, Multimedia Club] 
[3, Debates] 
[2.667, ICT662] 
[1.667, CSP650] 
[0.25, Badminton] 

5 

[10, ISP610] 
[7, ACIS Club] 
[6, CSC662] 
[6, FSKM Club] 
[4, DCS651] 
[3, Reading] 

[3, DCS651] 
[3, ISP610] 
[3, FSKM Club] 
[2, Reading] 
[1, ICT662] 
[1, CSC662] 

[7, ACIS Club] 
[6, CSC662] 
[3.333, ISP610] 
[2, ICT662] 
[2, FSKM Club] 
[1.5 Reading] 

[7, ACIS Club] 
[6, CSC662] 
[3.333, ISP610] 
[2, ICT662] 
[2, FSKM Club] 
[1.5 Reading] 
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[2, ICT662] [1, ACIS Club] [1.333, DCS651] [1.333, DCS651] 

6 

[10, CSP650] 
[4, Watching movie] 
[4, Reading] 
[3, IPK501] 
[3, ITS610] 
[3, ENT600] 
[2, ISEC] 

[4, Watching movie] 
[2, IPK501] 
[2, ITS610] 
[2, CSP650] 
[2, ENT600] 
[2, Reading] 
[1, ISEC] 

[5, CSP650] 
[2, ISEC] 
[2, Reading] 
[1.5, IPK501] 
[1.5, ITS610] 
[1.5, ENT600] 
[1, Watching movie] 

[5, CSP650] 
[2, ISEC] 
[2, Reading] 
[1.5, IPK501] 
[1.5, ITS610] 
[1.5, ENT600] 
[1, Watching movie] 

7 

[10, CSP600] 
[7, IPK501] 
[7, Edit photo] 
[6, JPNR] 
[4, ENT600] 
[4, ITS610] 
[1, EET669] 

[8, ITS610] 
[6, IPK501] 
[6, CSP600] 
[5, ENT600] 
[3, JPNR] 
[3, Edit photo] 
[2, EET669] 

[2.333, Edit photo] 
[2, JPNR] 
[1.667, CSP600] 
[1.167, IPK501] 
[0.8, ENT600] 
[0.5, ITS610] 
[0.5, EET669] 

[2.333, Edit photo] 
[2, JPNR] 
[1.667, CSP600] 
[1.167, IPK501] 
[0.8, ENT600] 
[0.5, ITS610] 
[0.5, EET669] 

8 

[6, CSP650] 
[2, ENT600] 
[2, ITS610] 
[2, Studying] 
[1, EET669] 
[1, IPK501] 
[1, ISEC] 

[8, Studying] 
[3, CSP650] 
[2, ITS610] 
[2, IPK501] 
[2, ISEC] 
[1, EET669] 
[1, ENT600] 

[2, ENT600] 
[2, CSP650] 
[1, EET699] 
[1, ITS610] 
[0.5, IPK501] 
[0.5, ISEC] 
[0.25, Studying] 

[2, ENT600] 
[2, CSP650] 
[1, EET699] 
[1, ITS610] 
[0.5, IPK501] 
[0.5, ISEC] 
[0.25, Studying] 

9 

[10, Cooking] 
[8, IPK501] 
[8, CSP650] 
[7, ENT600] 
[6, Brass band] 
[6, Watching movie] 
[3, ITS610] 
[3, Ping pong] 

[4, Watching movie] 
[3, Ping pong] 
[2, IPK501] 
[2, CSP650] 
[2, ENT600] 
[2, ITS610] 
[2, Brass band] 
[1, Cooking] 

[10, Cooking] 
[4, IPK501] 
[4, CSP650] 
[3.5, ENT600] 
[3, Brass band] 
[1.5, ITS610] 
[1.5, Watching movie] 
[1, Ping pong] 

[10, Cooking] 
[4, IPK501] 
[4, CSP650] 
[3.5, ENT600] 
[3, Brass band] 
[1.5, ITS610] 
[1.5, Watching movie] 
[1, Ping pong] 

10 

[9, DCS651] 
[9, CSC649] 
[9, CSC580] 
[8, ICT663] 
[4, JPK] 
[3, TKC501] 
[3, Futsal] 
[2, CSC253] 
[2, Netball] 
[2, Fishing] 

[5, DCS651] 
[3, Netball] 
[3, Fishing] 
[2, TCK501] 
[2, CSC253] 
[2, ICT663] 
[2, CSC649] 
[2, CSC580] 
[2, JPK] 
[2, Futsal] 

[4.5, CSC580] 
[4.5, CSC649] 
[4, ICT663] 
[2, Futsal] 
[2, JPK] 
[1.8, DCS651] 
[1.5, TKC501] 
[1, CSC253] 
[0.667, Netball] 
[0.667, Fishing] 

[4.5, CSC649]  
[4.5, CSC580]  
[4, ICT663]  
[2, JPK] 
[2, Futsal]  
[1.8, DCS651 
[1.5, TKC501] 
[1, CSC253] 
[0.667, Netball] 
[0.667, Fishing] 

TABLE IV. SUMMARY OF RESEARCH ACCURACY RESULT 

                               Test 
Result 

1 2 3 4 5 6 7 8 9 10 
          

Brute force 5 4 6 7 7 7 7 7 8 10 

Timetable Generator 3 4 6 7 7 7 7 7 8 10 

Accuracy 0.6 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

 
Fig. 5. Phases in Optimizing Greedy Algorithm for Timetable Generator. 
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V. CONCLUSION 
We presented a recommended semester planner using the 

optimization technique greedy optimization. Optimization is 
done to suggest a semester planner according to the user’s 
preferences and at the same time recommend the planner with 
scheduling all user’s activities, including study, hobby and 
extracurricular for a semester. We managed to validate the 
Timetable Generator using a reliability test by testing the 
system’s accuracy with the Brute Force algorithm with the 
achievement of 100% accuracy. Future work is recommended 
to enhance the system’s security. We need to hold the private 
and confidential data and propose using progressive web 
applications for a better view and suitable for handphones. 
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Abstract—Electricity consumption has continued to go up 
rapidly to follow the rapid growth of the economy. Therefore, 
detecting anomalies in buildings' energy data is considered one of 
the most essential techniques to detect anomalous events in 
buildings. This paper aims to optimize the electricity 
consumption in households by forecasting the consumption of 
these households and, consequently, identifying the anomalies. 
Further, as the used dataset is huge and published publicly, many 
research used part of it based on their needs. In this paper, the 
dataset is grouped as daily consumption and monthly 
consumption to compare the network topologies of all other 
works that used the same dataset with the selected part. The 
proposed methodology will depend basically on long short-term 
memory (LSTM) because it is powerful, flexible, and can deal 
with complex multi-dimensional time-series data. The results of 
the model can accurately predict the future consumption of 
individual households in a daily or monthly consumption base, 
even if the household was not included in the original training 
set. The proposed daily model achieves Root Mean Square Error 
(RMSE) value of 0.362 and mean absolute error (MAE) of 
19.7%, while the monthly model achieves an RMSE value of 
0.376 and MAE of 17.8%. Our model got the lowest accuracy 
result when compared with other compared network topologies. 
The lowest RMSE achieved from other topologies is 0.37 and the 
lowest MAE is 18% where our model achieved RMSE of 0.362 
and MAE of 17.8%. Further, the model can detect the anomalies 
efficiently in both daily electricity consumption data and monthly 
electricity consumption data. However, the daily electricity 
consumption readings are way better to detect anomalies than 
the monthly electricity consumption readings because of the 
different picks that appear in the daily consumption data. 

Keywords—Anomalies detection; deep learning; electricity 
consumption forecasting; LSTM 

I. INTRODUCTION 
Global electricity consumption has grown rapidly faster 

than the rate of energy consumption where the electricity 
consumption in both commercial and residential buildings has 
significantly increased and can account between 20% and 40% 
in developed countries [1-2]. During 1980-2013, energy 
consumption went up from 7300 TWh to 22100 TWh. Also, it 
has grown even faster since the twenty-first century by 1.2 
percentage points more than the average annual rise in energy 
consumption. In 2013, the annual electricity consumption of 
the world reached 3048 KWh per capita which is up to 42.3% 

from 1990. In Asia, Bahrain, South Korea, and United Arab 
Emirates are the top three consumers where they exceeded 
10000 KWh [2]. 

As a result, the energy demand will steadily be increased 
shortly due to the rise in population, comfort levels of 
buildings and spending a long time inside buildings. Thus, 
optimizing energy consumption and the efficiency of energy in 
buildings is a primary concern for anyone wishing to save 
energy [1]. Although the extensive modeling techniques that 
investigate designing buildings with a low level of energy 
consumption, buildings (especially commercial) often exceed 
the promised energy-saving design by some anomalous events, 
such as lighting equipment faults. These anomalous events can 
reach figures between 2-11% of the total energy consumption 
in commercial buildings [3]. 

To this end, detecting anomalies in buildings' energy data is 
considered one of the most essential techniques to detect 
anomalous events in buildings. Therefore, metering buildings' 
electricity provides data that have a significant impact on 
energy-saving opportunities due to analyzing energy usage, 
managing energy consumption and, thus, identifying 
anomalous patterns which if corrected will improve the 
comfort level of buildings with the least power consumption. 

At a household level, the electricity consumption includes a 
high amount of noise, and the time series data is considered 
nonlinearly because of the seasonal changes’ effects. Thus, this 
is a motivative of using machine learning field because of its 
capability to capture the nonlinearities among the time series 
data. In particular, LSTM models have proven effective in this 
type of context and in learning complex nonlinear patterns [4]. 
In this study, the aim is to solve the high volatility and 
uncertainty of electricity consumption in households by 
forecasting the consumption of these households and, 
consequently, identifying the anomalies. 

Therefore, the proposed approach can deal effectively with 
a large number of smart meters data. After training and 
implementing the appropriate parameters, the resulting model 
will have the ability to forecast the future consumption of 
households that were not included in the training process. 
Hence, the resulting model has a great potential to forecast big 
data accurately. The validity of the proposed approach is tested 
based on an extensive real-world dataset that contains 
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thousands of households’ consumption in several years so, 
several seasonal patterns. The used dataset is originally 
published in [5]. It is a collection of 104057 records of 
London's households from 2011 to 2014. In addition to the date 
and time, it consists of a unique household identifier, Acorn 
group categories, which is a classification of 
neighborhoods. Furthermore, historical weather data for 
London area during the same dates of smart meters registers 
was merged with the original dataset, which can be found in 
[6]. The weather dataset consists of the date of the day, 
maximum and minimum temperature of that day, high and low 
apparent temperature, wind bearing, dewpoint, cloud cover, 
wind speed, pressure, visibility, humidity, UV index, and moon 
phase. 

The paper is organized as follows. Section II outlines 
historical selected works performed within electricity 
consumption forecasting. Then, the model is proposed in 
Section III. In Section IV, the results of the electricity 
consumption forecasting with the proposed model are 
discussed and shown. Finally, Section V concludes the paper 
and Section IV shows the future work. 

II. RELATED WORK 
Recently, many machine learning models have contributed 

very well to estimating energy consumption by prediction 
models. The following section mentions some of the recently 
published researches in the areas of predicting energy 
consumption by using different machine learning approaches. 

In references [7-9], they reviewed the state of the art of 
machine learning models of all kinds of energy systems 
including demand prediction, cost prediction, energy 
consumption prediction, load forecasting, etc. They identified 
the highest popularity models in energy systems which are 
Multilayer Perceptron (MLP), Artificial Neural Networks 
(ANN), Adaptive Neuro-Fuzzy Inference System (ANFIS), 
Support Vector Machines (SVM), Extreme Learning Machine 
(ELM), Wavelet Neural Network (WNN), ensembles, deep 
learning, and hybrid machine learning models. Nevertheless, 
the hybrid machine learning models have significantly 
increased the performance of energy models. 

Besides, García-Martín et al. illustrated in [10] the recent 
approaches used to estimate the energy consumption especially 
from data mining and neural networks perspectives. They 
revealed some emerged works, such as NeuralPower and 
SyNERGY that allow energy evaluation in machine learning. 
NeuralPower evaluates the energy by building a prediction 
model to estimate the energy consumption while SyNERGY 
builds energy estimation models based on integrating tools to 
the current machine learning suites. Further, they presented 
some challenges faced by current modeling approaches, such 
as the rapid changes in hardware, implementation and design 
of neural networks. 

In [11] the authors proposed a hybrid approach that 
combines ELM with stacked autoencoders (SAE) to predict the 
energy consumption in buildings. Firstly, they used SAE to 
extract the features of energy consumption in buildings. Then, 
for prediction, they employed ELM to get precise prediction 
results. Their results showed that their proposed approach has 

the best prediction performance compared to other approaches, 
such as SVM, multiple linear regression, backpropagation 
neural network (BPNN) and the generalized radial basis 
function neural network (GRBFNN). Also, in [12], they used 
deep extreme learning machine and SVM techniques to predict 
the energy consumption. Their proposed model obtained an 
accuracy of 90.70%. 

J. Y. Kim and S. B. Cho. [13] proposed an autoencoder 
model to predict electricity consumption based on LSTM. The 
proposed model defines a state that represents the demand 
information, then, the future energy demand is predicted 
according to this state. The state contains information like the 
input values features, produced data features and the expected 
energy consumption. Moreover, this model allows inserting 
conditions to predict the electricity demand according to these 
conditions, such as economy or weather information and that is 
what makes it more efficient compared to other works. In 
addition to [13] and [11], Y. Jin et al. [14] proposed a 
clustering analysis method to analyze the daily electricity 
consumption based on an autoencoder algorithm. Their 
suggested method has a limitation of outlier detection when 
there are large outlier data. 

In [15], they used different machine learning algorithms 
such as linear regression (LR), DTs, deep neural network 
(DNN), recurrent neural network (RNN), gated recurrent units 
(GRUs) and LSTM to evaluate their performance. They 
forecasted the data based on the ACORN groups in London. 
Then, they forecasted number of step-ahead like 1, 2, 12, 24, 
48. LSTM achieved the lowest MAE compared to other 
algorithms for all forecasting types where they were 19%, 
21.7%, 23.5%, 24.2%, and 25.6%, respectively. On the other 
hand, forecasting one step ahead has the lowest MAE and the 
worse was forecasting 48 steps ahead, as shown in Fig. 1. 
Furthermore, the authors in [16] proposed a machine learning-
based ensembled model to improve the electricity consumption 
prediction. The model combines Cat Boost (CB), Gradient 
Boost (GB) and Multilayer Perceptron (MLP) algorithms. 
Moreover, they employed the genetic algorithm to get optimal 
features to be used for the model. They obtained RMSE of 5.05 
and MAE of 3.05. 

F. Z. Abera et al. proposed in [17] a method that uses the 
CLARA clustering technique to group their dataset into three 
clusters based on the mean of the consumption values. Then, 
SVM and ANN classifiers are used to predict the appliance that 
consumes more energy. They proved that ANN and SVM are 
worthful methods for analyzing and forecasting smart meter 
data with an accuracy of 99%. 

 
Fig. 1. Forecasting Results of [15]. 
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D. H. Nguyen et al. proposed in [18] a machine learning-
based approach called iRBF–NN to predict the electricity 
consumption based on historical consumption and weather 
data. They demonstrated the relation between weather 
parameters (temperature, humidity, precipitation, sunshine 
duration and wind speed) and electricity consumption. They 
found that the humidity and temperature parameters have the 
highest relation to electricity consumption. Other parameters 
such as population and sunshine also affect the electricity 
consumption, however, according to the hardness of collecting 
their data and the simplicity of the model they did not consider 
them. The prediction performance of the proposed approach 
was good; however, the weather prediction was not accurate. 
E. Y. Shchetinin. [19] proposed a method to estimate the 
electricity consumption in commercial and business buildings 
by using a gradient boosting algorithm (GBM). Their results 
showed that GBM has the ability to estimate the accuracy of 
energy consumption prediction more than other machine 
learning algorithms like random forest and regression. 
Conversely, X. M. Zhang et al. used in [20] support vector 
regression to predict residential electricity consumption (rather 
than commercial consumption) according to their daily 
consumption and hourly consumption. Their results showed 
that the MAPE error is 12.78 and 22.01 for daily prediction and 
hourly prediction, respectively, and that means predicting daily 
consumption is better than predicting hourly consumption since 
it mitigates the effect of the randomness of behaviors in hourly 
family members. 

S. Aman et al. proposed in [21] a novel model namely 
REDUCE (Reduced Electricity Consumption Ensemble) that 
combines outputs from three base models. These three models 
are called pre-DR (demand response), in-DR and all-day 
consumption sequences. Their results showed that the model is 
strong for buildings that do not follow a strict schedule of 
electricity consumption and they do not have enough historical 
demand response data. 

On the other hand, Eisses, J. used in [22] three different 
machine learning techniques to detect anomalies in electricity 
consumptions data which are k-nearest neighbors (KNN), 
SVM and ANN. They conclude that ANN has the best 
accuracy performance with an error of 14%. Furthermore, K. 
Hollingsworth et al. [23] proposed an application for detecting 
anomalies in energy. Their application is based on the 
combination of two types of machine learning algorithms: 
ARIMA and LSTM. Their application correctly identified the 
anomalies and provided the time of the incident. Also, it 
provides higher accuracy by benefiting from both separated 
models' abilities. In [24], they combine K-means and DNN to 
identify the anomalies in energy consumption. Firstly, K-
means is used to cluster the customers based on their similar 
electricity consumption behavior. Then, DNN algorithm is 
used to accurately identify the anomalies of each consumer. 

III. METHODOLOGY 
Long short-term memory (LSTM) is a recurrent neural 

network (RNN) that is used widely in the deep learning field. 
RNN has the ability to process any hidden patterns that exist in 
the data since it takes into consideration the sequential nature 

of the data. Therefore, it does not feed all the information to the 
network at once, but it feeds them as a chain structure where 
one element is processed and then passed to the second 
element in the sequence. In other words, RNN is recurrent in 
nature since it implements the same function for each input of 
the data whilst the output of the current input relies on the 
previous computation. Once the output is produced, it is copied 
and sent back into the recurrent network [25-26]. Fig. 2 shows 
the unrolled recurrent neural network where Xt is the input of 
the state, ht is the output of the state and A is the activation 
function of the state. Firstly, X0 is taken from the sequence of 
the input and then outputs h0. After that, h0 and X1 will be 
input for the next step. Similarly, h1 from the next step with X2 
will be the input for the next step, etc. 

Despite the stability of RNN, it has challenges in practice. 
It suffers from a well-documented problem called vanishing 
gradients. 

The vanishing gradient is encountered when training a large 
number of samples since it requires many layers. Therefore, the 
gradient reduced dramatically because it propagated through 
the network [27]. 

LSTM can solve the issue of the vanishing gradient by 
capturing long-term dependencies. It's a well-known branch of 
deep learning and gained wide attention to forecasting time 
series data in recent years. 

In this study, the aim is to solve the high volatility and 
uncertainty of electricity consumption in households by 
forecasting the consumption of these households and, 
consequently, identifying the anomalies. 

A. Data Description and Preprocessing 
The used dataset is real data of electricity consumption that 

was originally published in [5]. In particular, the dataset 
consists of electricity consumption readings of 5567 London 
households from November 2011 to February 2014. Readings 
measured in kWh were taken in half-hourly intervals. The 
dataset contains date and time, unique household identifier, 
Acorn group categories, which is a classification of 
neighborhoods. Furthermore, historical weather data for 
London area during the same dates of smart meters registers 
was merged with the original dataset, which can be found in 
[6]. The weather dataset consists of the date of the day, 
maximum and minimum temperature of that day, high and low 
apparent temperature, wind bearing, dewpoint, cloud cover, 
wind speed, pressure, visibility, humidity, UV index, and moon 
phase. Since the length of the samples varies from one 
household to another and it might that one household may have 
only one reading sample, we must assure that each household 
contains at least two readings one for each year, therefore, the 
others are excluded. 

 
Fig. 2. Recurrent Neural Network. 
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As clarified earlier, the original electricity consumption 
data contains 167,932,474 lines of half-hourly readings for 
5567 households in, approximately, four years. Nevertheless, 
there exist some missing consumption values. Therefore, to 
avoid the undesirable impact on the forecasting model data 
cleansing process should be done. Firstly, all NULL values are 
replaced with NAN. Meanwhile, there are 27858 of 0s in the 
consumption column where we consider them as inconsistent 
values. Therefore, they are replaced with NAN. After that, all 
NAN values are imputed by the average of the electricity 
consumption column. Fortunately, there are no missing or 
inconsistent values in the weather dataset. From the resulting 
dataset, 80% of the data are considered as training set and the 
other 20% for the testing set. 

The proposed methodology is general and can deal with 
high-frequency time series data. However, the dataset is huge, 
and it contains more than 167 million records even after 
cleaning. Therefore, to reduce the dimension and volatility, the 
dataset is aggregated into daily intervals by calculating the 
mean consumption of each day for each household, as shown 
in Fig. 3. Moreover, for a comparison purpose, the average 
monthly electricity consumption is calculated for each 
household, as shown in Fig. 4. Fig. 3 illustrates the daily 
electricity consumption sorted by households' id. Although 
most of the consumption runs on average, there are many picks 
on different days that have high consumption. On the contrary, 
there is a clear difference between the monthly consumption in 
Fig. 4 and the daily consumption in Fig. 3 because when 
considering monthly consumption, it is mostly going to the 
average except for a huge pick in the middle. This potentially 
signs to get better results when using daily measurements for 
detecting anomalies rather than the monthly consumption 
because of the detailed data that appear in the daily readings. 

B. Proposed Model 
Generally, the proposed methodology depends basically on 

LSTM because, as mentioned earlier, it is powerful, flexible, 
and has the ability to deal with complex multi-dimensional 
time-series data. 

Further, an important reason behind using LSTM is that its 
performance is affected by the size of the data. Therefore, the 
main idea of the proposed model is to train a single model for 
all the considered data. The model is trained using long history 
to have the ability to predict new smart meters that were not 
used in the training process. 

 
Fig. 3. Average Daily Electricity Consumption of London Households. 

 
Fig. 4. Average Monthly Electricity Consumption of London Households. 

To perform the electricity consumption prediction, firstly 
we set LSTM to do the time series forecasting with the 
historical data. Then, for detecting anomalies, the difference 
between the actual value and the predicted value will be 
calculated. A consumption is classified as an anomaly if its 
error is above a selected threshold. The threshold is selected 
intuitively depending on the density of the errors, as it will be 
clarified later. 

To implement LSTM, the TensorFlow tool is used which is 
an open-source library developed to handle large datasets, 
optimization algorithms, and automatic differentiation. First, 
since the used data is time-series data, 3-dimensional units are 
defined to be used in the LSTM. The first dimension is the 
number of samples which is, in this case, the number of daily 
reading samples of the training set. The second dimension is 
the time steps that are used to forecast the current day (t) by 
given historical consumption and weather information at the 
prior time step, 30 in daily electricity consumption case and 15 
in monthly electricity consumption case. The third and last 
dimension is the features which are the meteorological 
variables that it is defined earlier (like the weather conditions). 

Next, the parameters of the model are adjusted as the 
following, the model is built with two LSTM layers. The first 
layer has 100 neurons and the second layer has 32 neurons. 
The 'relu' activation function is used to convert the output of 
each unit to be an input for the next layer. Further, a dropout 
layer is added with a rate of 20% to avoid overfitting. Finally, a 
dense layer is added with one unit to provide the corresponding 
forecast. 

Immediately by designing the topology of the network, it 
compiles by defining the optimization algorithm and the loss 
function. the mean absolute value is selected for the loss 
function and Adam optimizer as the optimization algorithm. 
Indeed, all the previous parameters have been chosen after 
testing multiple network topologies. Once the network has 
been compiled, the associated weights are fitted which is a very 
expensive step in the methodology from a computational point 
of view. Then, the trained model is used to predict one step 
ahead for all the desired smart meters in the future. 

The model needs to identify the number of epochs that 
indicate the number of passes of the entire training dataset. We 
select 40 epochs. Every epoch will be divided into a fixed-
sized number from the training set, namely batch. In the daily 
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data, a batch size of 5000 days is selected since it is a big 
dataset. Hence, every epoch has 425 batches. However, for the 
monthly data, a batch size of 1000 days is selected, therefore, 
every epoch has 74 batches. 

IV. RESULTS AND DISCUSSION 
In this section, a summary of the main numerical results 

obtained from our proposed model in both daily electricity 
consumption and monthly electricity consumption is provided. 

A. Electricity Consumption Forecasting 
The forecasting model is designed to work with LSTM on 

both daily and monthly electricity consumption for each 
household. To explore the forecasting accuracy, two evaluation 
metrics are used are the root mean squared error (RMSE) and 
the mean absolute error (MAE) which can be calculated as 
follows: 

𝑅𝑀𝑆𝐸 = �1
𝑛
∑ �𝑌 − 𝑌��2𝑖=1    (1)            (1) 

𝑀𝐴𝐸 =  1
𝑛
∑ �𝑌 − 𝑌�𝑖�  𝑛
𝑖=1              (2) 

In general, the smaller values of the performance metrics 
provide higher forecasting accuracy. Table I presents the 
forecasting results obtained from the proposed model and 
compares it with other works presented in [28], [15], [29] and 
[30], where the same dataset is shared. However, the used 
dataset is a huge dataset and its size is about 11 GB. Therefore, 
every research used part of it based on their needs, as 
illustrated in the second column of Table I. In this work, daily 
electricity consumption and monthly electricity consumption 
datasets are used to explore how the performance will be 
affected when using different network topologies in the same 
dataset. As it is clear from Table I, the proposed dataset and the 
dataset used in [28] are the most complicated and longest since 
we have not excluded any reading from the original dataset. 
However, in [28], they used only three weather conditions 
which are humidity, wind speed, and temperature whereas, in 
this work, all the weather conditions are used without 
excluding any influencing factor. The lowest RMSE value is 
achieved from [28] where it is equal to 0.05. On the other hand, 
the worst RMSE value obtained from [29] where is 3.35. To 
the research that used MAE performance measure, the lowest 
MAE was achieved by [16] when forecasting one step-ahead 
where they got MAE of 19%, whereas the worst MAE was 
obtained from the same research when forecasting 48 steps-
ahead where they got MAE of 25.6%. Although the proposed 
model does not provide the best result when compared with 
other works, it got the lowest accuracy result when compared 
with other compared network topologies, as shown in the 12 
and 13 columns in Table I. 

To give a graphical representation of the daily electricity 
consumption model's results, Fig. 5 illustrates the forecasted 
consumption in comparison with the original consumption in 
both training and test data. As it is clear from the figure, there 
is some difference between the original values and the 
predicted ones. This might be because of the different 

consumption habits of every household which increase and 
decrease without a clear pattern, as illustrated earlier in Fig. 3. 

Though the proposed model appears as it did not forecast 
the daily electricity consumption perfectly, Fig. 6 can approve 
that the electricity consumption pattern forecasted well. In Fig. 
6, the plot of test loss drops below training loss which means 
the model overcomes the overfitting problem and learned 
perfectly. Moreover, the proposed model achieves RMSE value 
of 0.362 and MAE of 19.7% which are the lowest values 
achieved when compared with other network topologies used 
in Table I. 

After implementing the forecasting model for the monthly 
electricity consumption dataset, Fig. 7 shows the graphical 
representation of the true monthly electricity consumption and 
the forecasted values for both the training and testing process. 

As it is clear, the graphical representation forecasting result 
of the monthly electricity consumption is better than the 
graphical representation of the daily electricity consumption 
prediction in Fig. 5. This approves the assumption that the 
daily electricity consumption contains a lot of high and low 
picks in the consumption which is contrary to the monthly 
electricity consumption data that run mostly in the average 
pattern. 

 
Fig. 5. Original Daily Electricity Consumption Data and Prediction Results 

of LSTM. 

 
Fig. 6. The Training and Testing Loss of Daily Electricity Consumption 

Prediction for 40 Epochs. 
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TABLE I. A COMPARISON OF THE FORECASTING RESULTS OF DIFFERENT NETWORK TOPOLOGIES 

Proposed 
monthly 
dataset 
performanc
e 

Proposed 
daily 
dataset 
performanc
e 

Performance Forecastin
g type 

Loss 
functio
n 

Activatio
n 
function 

LST
M 
units 
for 
each 
layer 

LST
M 
layers 

Optimize
r 

numbe
r of 
epochs 

Batc
h 
size 

Used data Paper  

RMSE: 0.37 RMSE: 
0.492 RMSE: 0.050 

Forecastin
g one week 
ahead 

MAE - 
32 for 
each 
layer 

2 Adam - - 

All 
buildings 
with 
parameters 
of 
humidity, 
wind speed, 
and 
temperature
. 

[28] 

MAE m MAE m 
 MAE m 

Forecastin
g m steps 
ahead 
where m = 
[1, 2, 12, 
24, 48] 

- tanh 
32 for 
each 
layer 

3 - 100 - 

50 
households 
from 16 
Acorn of 
the year of 
2013 

[15] 

18.2% 1 21% 1 19.2
% 1 

23.5% 2 23.4% 2 21.7
% 2 

46.3% 12 27.3% 1
2 

23.5
% 

1
2 

49% 24 29.94% 2
4 

24.2
% 

2
4 

46.6% 48 33.94% 4
8 

25.6
% 

4
8 

RMSE: 
0.509 

RMSE: 
0.45912 
 

RMSE: 3.35 - MSE sigmoid - 4 - 50 1 

Half hourly 
consumptio
n data of 
500 days 
for 112 
households 

[29] 

MAE: 0.18 MAE: 0.206 
 MAE: 0.04 

Forecastin
g 24-hours 
ahead 

MAE tanh 

32 
units 
for 
the 
first 
layer 
and 
16 
units 
for 
the 
secon
d 
layer 

2 Adam 40 1000 

Hourly 
consumptio
n data for 
3891 
households 
of the year 
2013 

[30] 

- - MAE: 19.7% 
RMSE: 0.362 

Forecastin
g one day 
ahead  

MAE RelU 
 

100 
for 
the 
first 
layer 
and 
32 for 
the 
secon
d 
layer 

2 Adam 40 5000 

Daily 
electricity 
consumptio
n data  

Propose
d model 

- - MAE: 17.8% 
RMSE: 0.376 

Forecastin
g one day 
ahead 

MAE RelU 

100 
for 
the 
first 
layer 
and 
32 for 
the 
secon
d 
layer 

2 Adam 40 164 

Monthly 
electricity 
consumptio
n data 

Propose
d model 

381 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

 
Fig. 7. Original Monthly Electricity Consumption Data and Prediction 

Results of LSTM. 

Further, the loss plot of the daily electricity consumption 
data and the loss plot of the monthly electricity consumption 
data drop below training loss which means the model 
overcomes the overfitting problem and learned well for both 
datasets, as shown in Fig. 6 and Fig. 8. 

Besides, the model of the monthly electricity consumption 
data achieves RMSE value of 0.376 and MAE of 17.8%. The 
RMSE value of the monthly electricity consumption is higher 
than the RMSE value achieved from the daily electricity 
consumption model. However, The MAE value for the 
monthly electricity consumption model is lower than the MAE 
of the daily electricity consumption model. 

B. Anomalies Detection 
In the previous section, a model has been built to accurately 

forecast electricity consumption. Now, this model can be used 
to identify the anomalies in all considered data. The main idea 
is to forecast the electricity consumption at time t. Then, the 
difference between the actual value and the predicted value is 
calculated. A consumption is classified as an anomaly if its 
error is above a selected threshold. The threshold is selected 
intuitively depending on the density of the errors, as shown in 
Fig. 9 and Fig. 10. Fig. 9 illustrates the plots of the mean 
absolute error values of the daily electricity consumption data. 
Here, as shown in the figure the density of the errors is around 
zero and it is going up to 25. The large errors of the daily 
electricity consumption forecasting occur because of metering 
the different daily consumption habits of every household. 

 
Fig. 8. Training and Testing Loss of Monthly Electricity Consumption for 

40 Epochs. 

 
Fig. 9. Mean Absolute Error between the Original Consumption's Value and 

the Predicted Value of the Daily Electricity Consumption Data. 

 
Fig. 10. Mean Absolute Error between the Original Consumption's Value and 

the Predicted Value of the Monthly Electricity Consumption Data. 

Further, the density of the error of the monthly electricity 
consumption data is around zero; however, it is going up to 8 
which is much lower than the errors in the daily consumption 
forecasting, as illustrated in Fig. 10. 

After trying several attempts and adjustments, the proper 
threshold found is 7 for the daily electricity consumption data 
and 3 for the monthly electricity consumption data. Fig. 11 and 
Fig. 12 show the anomalies detected in the daily electricity 
consumption and the monthly electricity consumption, 
respectively. The blue line is the consumption, and the red dots 
are the anomalies. 

Generally, the consumption is concerned as an anomaly 
because of the unexpected trend changes in the data like the 
sudden increase of the consumption that is different from the 
normal consumption. 

As you can see from Fig. 11 and Fig. 12, it is clear that the 
model can detect the anomalies efficiently in both daily 
electricity consumption data and monthly electricity 
consumption data. However, the daily electricity consumption 
readings are way better to detect anomalies than the monthly 
electricity consumption readings because of the different picks 
that appear in the data. It has been already assumed that in 
Fig. 3 and Fig. 4 the daily readings will impact the forecasting 
results and that was true. The daily smart metering has larger 
errors between the true values and the predicted values than the 
monthly smart metering which helps detect the anomalies in 
the data. 
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Fig. 11. Detected Anomalies in Daily Electricity Consumption Data. 

 
Fig. 12. Detected Anomalies in Monthly Electricity Consumption Data. 

To conclude, both daily readings and monthly readings 
provide similar forecasting performance, however, using daily 
readings can provide detailed data for households more than 
the monthly readings. Therefore, using daily metering provide 
effective results for detecting the anomalies. 

V. CONCLUSION 
This work is focusing on detecting anomalies in electricity 

consumption data by using the long short-term memory 
(LSTM) approach. The anomalies are identified in two steps: 
forecasting future consumption and thus anomalies detection. 
The proposed model is tested using a large real-world dataset 
with thousands of households segregated into daily 
consumption and monthly consumption to explore how these 
may impact the forecasting accuracy of the model. Since the 
used dataset is huge and published publicly, many research 
used part of it based on their needs. In this work, we did not 
exclude any information from the dataset. Instead, the average 
daily consumption and the average monthly consumption are 
calculated for comparison purposes. 

In conclusion, the proposed model got the lowest accuracy 
result when compared with other network topologies. The 
lowest RMSE achieved from other topologies is 0.37 and the 
lowest MAE is 18% where the proposed model achieved 
RMSE of 0.362 and MAE of 17.8%. Moreover, both daily and 
monthly readings have similar forecasting performance; 
however, the daily readings provide more detailed data for 
households than the monthly readings. Therefore, using daily 
metering provides effective results to detect anomalies. 

VI. FUTURE WORK 
In this work, the used dataset is public electricity 

consumption data. In the future, we aim to collect the 
electricity consumption data of Saudi Arabia's buildings. 
Furthermore, the weather information of the collected years 
will be added. Finally, there is a plan to construct an efficient 
energy management system that identifies the anomalies in 
daily real-time buildings' electricity consumption. 
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Abstract—Technology-enhanced learning (TEL) continues to 
grow gradually while considering a multitude of factors, which 
underpins the need to develop a TEL maturity assessment as a 
guideline for this gradual improvement. This study investigates 
the potential application of TEL’s expert knowledge presented in 
various research articles as qualitative data for developing 
assessment questionnaires. A mixed-method approach is applied 
to analyze the qualitative data using systematic literature review 
(SLR) with automated content analysis (ACA) as quantitative 
data processing to strengthen the trustworthiness of the findings 
and reduce researcher bias. This process is carried out six steps: 
conducting SLR, data processing with ACA using Leximancer, 
organizing resulting concepts with facet analysis, contextualizing 
each TEL facet, constructing the assessment questionnaire for 
each context, and establishing TEL maturity dimensions. This 
study generates 64 questionnaire statements grouped according 
to the target respondents, namely students, teachers, or 
institutions. This set of questions is also grouped into dimensions 
representing aligned context: student performance, learning 
process, applied technology, contents, accessibility, teachers and 
teachings, strategy and regulation. Further research is required 
to distribute this questionnaire for pilot respondents to design the 
improvement roadmap and check data patterns to formulate 
maturity appraisals and scoring methods. 

Keywords—Automatic content analysis; ACA; assessment 
questionnaire; concept; facet analysis; key terms; Leximancer; 
systematic literature review; SLR; technology-enhanced learning; 
TEL; text analysis; theme 

I. INTRODUCTION 
Technology-enhanced learning (TEL) exploits 

technological advancement for continuous learning 
improvement. However, these advances cannot always be 
applied simultaneously in every region or educational 
institution. Several factors influence TEL application success, 
including accessible technology, supporting infrastructure, the 
conditions of learners, teachers, and the institution where 
learning takes place. These factors imply that TEL must be 
applied at different rates but gradually improved. Therefore, 
guidance for the application of TEL is required, as 
conceptualized in the TEL maturity model with its assessment 
instruments. 

This research generates an assessment questionnaire 
grouped in related dimensions to build this instrument, which 

constructs a TEL maturity model. In related works, 
questionnaire formulations are derived from similar 
questionnaires in existing research, such as the capability 
maturity model (CMM), as seen in the maturity model for 
mobile learning [1]. Another example is a study about digital 
game maturity, which does not use CMM but still formulates 
the maturity’s instrument based on the defined game 
development process [2] [3] . However, the maturity referred to 
in this study, namely the conditions for TEL application and 
how to gradually improve it, is inconsistent with maturity 
assessments emphasizing the maturity process. The other 
techniques in related work utilize qualitative analysis to exploit 
experts’ knowledge or implement literature reviews from 
previous articles with a similar topic [4]. Combining these two 
techniques opens the prospect of developing TEL assessment 
instruments consistent with the previously determined TEL 
maturity context. 

Regardless, issues with previous studies concern researcher 
bias affecting the process and the reliability of the terms used 
during the coding process in the qualitative analysis. However, 
in a deeper view, TEL practitioners and experts have made 
their knowledge explicit in various research journals. Thus, this 
study employs a literature review approach investigating 
experts’ knowledge captured within related research articles. 

The most common method for conducting a literature 
review is by searching for relevant articles. For example, this 
research has searched for various studies containing the 
keyword “TEL” and specifically discussing affecting factors, 
TEL assessment, or certain technology maturity. However, this 
process is considered insufficient because the obtained articles’ 
scope of discussion does not meet the previously defined TEL 
maturity context. Furthermore, the existing literature review 
approach has shortcomings, such as the method’s reliability in 
finding relevant articles, the possibility for researcher bias, and 
cognitive limitations in extracting knowledge from the vast 
amount of available research articles. Moreover, the 
requirement to assess TEL maturity requires understanding the 
entire scope of the TEL discussion. Thus, a systematic 
literature review (SLR) approach may reduce researcher bias 
and meet the requirement for a TEL maturity assessment. 

In SLR-related works, statistical data processing has used 
only specific attributes from the selected articles. However, 
there is potential to uncover the underlying experts’ and 
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researcher’s knowledge in those articles. Additional 
approaches include research that seeks to automate the process 
of qualitative analysis [5]. Some of these approaches underlie 
why this study exploits automated content analysis (ACA) as a 
text analysis method using a tool called Leximancer. ACA 
produces a set of concepts (key terms) and themes (clustered 
concepts based on relevance). Previously, interpretation of 
ACA results, particularly those using Leximancer, have been 
limited to describing a topic’s state of the art or research trends, 
as shown in [6], [7]. Nevertheless, the potential is enormous. 
Depending on how to organize the resulting knowledge, this 
collection of concepts can be interpreted from various 
perspectives. 

Facet analysis is one method for organizing knowledge [8], 
including data that form a collection of concepts. As a cross-
disciplinary approach, facet analysis is primarily used as a 
library classification method. Facet analysis can help represent 
the content of a broad discussion covering many documents. 
This study analyzes TEL facets, which can then be interpreted 
in various ways depending on the research objective, which in 
this work is to construct assessment instruments and 
dimensions for TEL maturity. Thus, this research examines the 
research question of how SLR and ACA can be used to 
develop a TEL assessment instrument. 

The following five sections are structured to address the 
research question. Section 2 describes the rationale for this 
research’s importance. Section 3 explains underlying theories 
and concepts to understand the research context. Then, 
Section 4 presents the methodology of conducting SLR using 
ACA, including structuring and interpreting the result. The 
following section discusses the interpretation of the previous 
step’s results, which later become assessment questionnaires. 
The last section concludes the study and suggests further work 
to refine the instrument into a complete working framework for 
TEL assessment. 

II. RATIONALE 

A. Requirement for a TEL Maturity Assessment 
Technology continues to advance, including learning 

technology. Various initiatives in implementing technological 
advances are also increasing, focusing on digitization, process 
acceleration, and learning improvement. The continuous 
application of technology advancement is the underpinning 
principle of technology-enhanced learning. According to 
Kirkwood [9], TEL represents the use of information and 
communication technology (ICT) for learning and teaching. 
Programs for implementing technology to improve learning 
typically use a top-down mechanism, which refers to how 
policymakers implement programs at the operational level. 
However, these programs do not always consider preexisting 
conditions such as the availability of supporting infrastructure 
and differences in students’ abilities to access and use 
technology. 

As a result, we require guidelines for implementing TEL 
that consider a variety of factors and gradual improvement. 
This gradual mechanism is encapsulated in the concept of a 
maturity model and its assessment instruments. However, 
Nicoll et al. [10] stated that research articles exploring TEL 

evaluation remain limited. This study attempts to build this 
maturity model, which is intended for TEL evaluation and a 
gradual improvement guide. 

The TEL maturity model has essential components 
including model domains, attributes, appraisal and scoring 
methods, and improvement roadmaps [11]. Two components 
are constructed: (1) an assessment questionnaire as model 
attributes and (2) dimensions as model domains. The 
concerning issue is establishing these attributes and domains 
considering that TEL covers an enormous scope of discussion. 
The subsequent issue is what point of view objectifies the TEL 
maturity concept. Thus, this study implements a qualitative 
analysis that explores the underlying knowledge from the 
entire scope of TEL discussion. 

Previous research has attempted to formulate a conceptual 
framework for TEL, incorporating discussions about 
technology and learning [12]. However, there are two 
drawbacks: the object discussed is e-learning, where the term is 
not quite suitable for the research context. The second is that 
the result is insufficient to be further analyzed as a working 
framework. Thus, this study tries to answer these 
shortcomings. 

Moreover, TEL is a broad field of study as it covers both 
technology and learning discussions. Therefore, it is difficult to 
determine the scope of discussion of TEL, particularly if the 
purpose of the research is to find the dimensions of TEL. This 
challenge suggests a systematic literature review, as explained 
in the next section. 

B. SLR with ACA to Gain the Whole Scope of TEL Discussion 
The research context is the TEL domain, which includes 

discussions on technology’s progression and application to 
learning advancement. The context is building a model that 
evaluates TEL maturity to recommend a strategy to improve 
the impact of technology use on learning. Then, the challenge 
is to find the factors representing TEL as a subject matter, 
which become the objects to be measured. Extracting insightful 
knowledge through literature reviews is an attempt to 
overcome this challenge. 

Determining the factors to be measured is typically done by 
collecting knowledge from experts using the focus group 
discussion method or in-depth interviews. Meanwhile, every 
scientific publication article in renowned conferences and 
journals is also a form of knowledge externalization from 
experts or knowledgeable people in the TEL domain. This 
knowledge base justifies why the literature review may be used 
to acquire knowledge, followed by knowledge organization, 
with the result used to develop TEL maturity instruments. 

According to Kitchenham [13], a systematic literature 
review is essential because evidence-based rather than expert 
opinion is also required. The article states that evidence can be 
in the form of a synthesis of best-quality scientific studies on a 
particular topic. In contrast to an expert review using ad hoc 
literature selection, an SLR is a methodologically rigorous 
review of research results. The objective of SLR is not merely 
to aggregate all existing evidence on a research question, it is 
also intended to support the development of evidence-based 
guidelines for practitioners. 
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The SLR uses specific criteria to select the papers to be 
reviewed. The review process is followed by statistical analysis 
and interpretation, resulting in understanding the subject under 
discussion. However, the literature review should draw on 
substantial knowledge suggested in the articles. Also, there is a 
requirement to extract knowledge in model development 
research that can be justified, reflecting the more thorough 
subject-matter discussion. 

This research expands the technique of implementing 
quantitative data analysis on SLR by processing the entire 
content of the text from research articles rather than only 
particular attributes. An ACA approach is used to target this 
goal, employing the Leximancer tool. The concept of ACA is 
derived from text analysis, where all the terms in the various 
data source articles are parsed, cleaned, assigned weights, and 
sorted. Then, the relevance of each term to each other is 
calculated. Leximancer helps data processing visualize 
conceptual maps by generating main concepts contained within 
the text and determining how they are related. ACA with 
Leximancer is usually utilized for sentiment and data 
marekting analysis, as seen in [14] and [15]. Though, the 
resulting concepts and themes may deliver many useful 
insights with further analysis. It is then become one of the 
background idea in this research. 

Regarding ACA, similar activities have been done in 
previous works using simpler text analysis techniques, as 
shown in Fig. 1. The first research utilized text analysis with 
the help of mini program built using Python, with a resulting 
list of key terms sorted by frequency of occurrence. Regarding 
interpretation of results, the previous study used Luhn’s theory, 
which describes the relation of curves to Bradford–Zipf 
distributions to determine significant words [16]. These sorted 
words are located in between the upper and lower cut in the 
Zipf law distribution. In more recent research, the 
determination of the upper cut and lower cut was still not 
clearly stipulated, though a pattern was seen [17]. This 
provision of Luhn’s theory was again adopted in this study. In 
the Methodology section, we discuss how this determination is 
established. The result of this study is a collection of TEL 
characteristics. However, this result cannot be directly 
converted into TEL assessment instruments. 

Another work attempted to adopt the term frequency–
inverse document frequency method [18] rather than a simple 
frequency count as a basis to sort the resulting list of key terms. 
However, this study also has a limitation in that it processed 
only 100 articles; therefore, its suitability for this research 
objective is dubious. Another study has already employed 
ACA [19], however, a drawback in the work is a lack of clarity 
on interpreting the results. In that study, the dimensions were 
directly derived from themes generated from Leximancer 
without further analysis, yet the underlying knowledge lies in 
the concepts generated. The resulting list of concepts requires 
different processing methods, which is what underlies the use 
of facet analysis. 

 
Fig. 1. This Research Series Timeline. 

C. Facet Analysis for Knowledge Interpretation and 
Organization 
The output of ACA is a collection of key terms that are 

considered the most relevant and represent the scope of the 
TEL discussion, called the concept. However, these results 
require further analysis to establish dimensional candidates and 
assessment questionnaires. Quantitative data processing, 
automated with Leximancer, needs to be counteracted with 
interpreting the result, which is the significant proposal of this 
study. 

Facet analysis departs from the classification theory 
originated by Raghnathan [20]. The technique recognizes 
several aspects of a topic of discussion and summarizes these 
aspects to appropriately describe the concept. A “facet” is a 
collection of terms that have the same relationship with the 
global subject, reflecting the application of a fundamental 
principle of division. Certain subjects are delivered in various 
perspectives so that the representation of knowledge can be in 
its entirety, not as a subordinate of something else. 

According to Usman et al., facet analysis is one of the most 
frequently used classification structures in education and 
computer science [21]. In addition, the discussion of TEL is 
multidimensional and multiperspective (facets). Facet analysis 
is also widely studied in social science (21%), and computer 
science (11%), both of which are also domains that frequently 
examine TEL. Thus, facet analysis is not new in computer 
science and may be suitable to be applied in this study. 

III. METHODOLOGY 
This study addresses the research question by following the 

steps depicted in Fig. 2. The diagram shows how each step has 
inputs and outputs and employs particular techniques. In the 
following subsections, each step is explained. 

A. SLR for Data Gathering 
After various data selection processes applied to 1,030 

articles filtered by inclusion, exclusion, and quality-assessment 
criteria, 792 journal articles were obtained. Inclusion and 
exclusion criteria include Scopus-indexed journals, in English, 
published between 2010 and 2021, available for full-text 
download, and mentioning “technology-enhanced learning” in 
the titles or abstracts. The process continued by performing text 
analysis on the entire content of the selected articles using the 
ACA method. The aim of the analysis was to explore 
underlying knowledge representing the overall scope of the 
TEL discussion rather than only specific attributes. 
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Fig. 2. Methodology with Detailed Input, Output and Techniques used. 

B. ACA with Leximancer 
Leximancer assists the ACA process by importing data, 

generating concept seeds, generating a thesaurus, and 
visualizing the results. The process begins with importing 
previously selected articles. Then, the tool parses the terms 
from all articles, weighting them based on both the frequency 
and likelihood of occurrence. This weighting score becomes a 
basis for sorting terms, eliminating low-scoring terms, and 
assigning high-scoring terms as resulting concepts. The data 
learning process is continuous, starting with selecting a concept 
seed from the list of terms. A concept is a highly relevant term 
that represents the topic in a collection of research articles as 
data. 

The concept seed is the starting point of the definition of 
such a concept. The process then adds any highly related terms 
into the concept’s definition. Thus, if there are more relevant 
terms than the seed, a new concept seed can be generated. This 
process continues until all terms have been processed. The 
term with the highest weighting score becomes a concept that 
represents the various meanings of the terms. The concepts that 
are highly related to each other will be clustered into a higher 
level of data representation, called a theme. 

Leximancer will then visualize the formation themes and 
the sequence of concepts based on the count of hits, as shown 
in Fig. 3. The illustration depicts the resulting concepts 
(relevant and meaningful terms) and themes (a group of 
interrelated concepts). The themes are frequently analyzed as 
dimension candidates in related works, though they can change 
according to the theme size setting. However, there is also no 
exact formula for the optimal size. In addition, some of the 
generated themes are a collection of outliers, namely concepts 
that are not closely related to the central concept. Such outliers 
are inappropriate for this study, which looks for concepts and 
dimensions capable of representing TEL. In the previous work 
[19], the selection of candidate dimensions was done only by 
the highest score concepts. 

Selection of candidate dimensions in this research adopts 
Luhn’s theory, using concepts’ hits of occurrence as the basis 
for analysis. The related work also used this theory [18] for 
choosing the key terms (called concept in this research). This 
study chooses the main themes for candidate dimensions by 
determining an upper and lower cut. The size setting for the 
theme is determined with prudence at 25%, considering the 
condition where the bar chart could present the hits of 
occurring numbers with a clear distinction between the upper 
and lower cut, as shown in the Analysis Synopsis tab in Fig. 3. 
This setting represents a condition where several themes 
located between the upper and lower cut can be assumed to be 
the most relevant, themes above the upper cut are considered 
too general, and those below the lower cut are less relevant. 
The resulting themes cover “Students,” “Used,” “Study,” 
“Different,” “Educational,” and “Teacher.” These selected 
themes will be further examined during facet analysis. 

The next step is to break down each selected theme into a 
list of concepts as the output. The Luhn theory [16] is also used 
in this process. The concepts are examined based on the terms’ 
occurrence counts and the likelihood of occurrence related to 
the theme as the main concept. Fig. 4 and Fig. 5 show graph 
illustrations that present sorted concepts based on the 
occurrence likelihood and count. The detailed theme in the 
figures is Students. 

 
Fig. 3. Resulting Concepts and Themes in Leximancer. 
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Fig. 4. Graph for Choosing Relevant Concepts in the Students Theme based 

on Likelihood. 

 
Fig. 5. Graph for Choosing Concepts in the Students Theme based on Count. 

The likelihood is the possible percentage of the occurrence 
between two concepts. In the likelihood graph (Fig. 4), the 
concepts on the left side lower cut are chosen, which is the 
condition before the curve is flattened. The count is the 
frequency of the related concept and the topic of discussion. 
The chosen concepts have counts located between the upper 
and lower cut. The lower cut is when the curve starts to flatten, 
while the upper cut is when the curve starts to decrease, but not 
too sharply. Next, the resulting list of concepts from Fig. 4 and 
Fig. 5 are cross-compared to the concepts that occur in both, 
thus generating a list of concepts for a theme. Each chosen 
theme is further explored following this approach. 

C. Facet Analysis for Organizing ACA Results 
The output of ACA is a collection of the most relevant 

concepts representing the scope of the TEL discussion. These 
findings, however, cannot be directly converted into 
assessment questionnaires. Accordingly, the contribution 
proposed in this research is how to interpret this list of 
concepts and translate it into expected results according to the 
research objective. 

The generated concepts serve as the TEL key terms. The 
next step is to apply facet analysis by examining each concept 
using the specific criteria. The first criterion, which is listed in 
the concepts in the topic guide, is one of Leximancer’s outputs, 
representing a subject index for an extensive document 
collection. The second is listed concepts that are not topic-
specific or highly related to research and writing terminology, 
such as conjunctions, verbs, or adjectives. 

This resulting concept collection is then organized into a 
logical classification, written as hierarchical structures. It is the 
performed process to construct TEL facets. Every structure 
represents a distinct aspect of a story related to the topic under 
discussion. Several alternative methods exist to develop a 
facet: drawing from Leximancer’s topic guide as it is (clear 
description); structuring several concepts into a make-sense 
facet (need analysis), and digging deeper into sub-concepts to 
attain the meaning (need deeper analysis). The three 
alternatives may become a recommendation if weighting is 
required in the TEL maturity assessment. 

The results of the facet analysis for the Students theme can 
be seen in Fig. 6. The first result, referred to as a “clear 
description,” is the “problem students” facet, which has a sub-
facet covering problems, skills, thinking, and understanding. 
The “need analysis” is a student facet due to the logically 
structured various concepts using the meaning of terms. The 
school facet covers “teachers,” “classroom,” “class,” and 
“digital” as sub-facets. The last step is incorporating another 
concept (term) to the chosen concepts to deliver helpful insight, 
which is part of the “needs deeper analysis.” For example, in 
the student inquiry facet, the concept of “questions” 
complements the meaning. This process is repeated for all the 
themes, resulting in the TEL facets. The next concern is how to 
obtain useful knowledge from this collection of the TEL facets. 

D. Quotation Analysis to Contextualize TEL Facets 
The next step is to investigate the underlying insight from 

TEL facets by putting them into context. Facet analysis allows 
us to comprehend the topic of discussion using various aspects. 
A quotation is used to learn the context of an aspect, which is a 
phrase or sentence in which the facet occurs. The process 
searches for quotations that contain the facet, covering a 
combination of concepts. Table I shows an example of 
examining the context of a TEL facet by finding several 
relevant quotations from the Students theme. Each facet may 
contain more than one aspect and insightful knowledge. 

For example, the facet on student problems delivers the 
context as learning objectives. This context is determined using 
quotations about learning objectives, student activities in class, 
and technology to improve learning. The quotation search also 
employs Leximancer by defining searching query using a 
combination of concepts with the help of an “AND” operator. 

 
Fig. 6. Graph for Choosing Concepts in the Students Theme based on 

Frequency. 
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TABLE I. ILLUSTRATION OF PUTTING CONTEXT INTO TEL FACETS USING QUOTATION ANALYSIS 

No Facets Quotation Examples Context Conclusion 

1 

Problem students 
(Problems, Skills, 
Thinking, 
Understanding) 

• “Using these scaffolds, and WISE as a meta-context, students constructed and solved problems.” 
• Help students find or generate their own goals in the problem solving 
• Students’ learning processes in technology-enhanced …… and students exercised …. skills and 

developed understanding …. design thinking, problem-solving, critical thinking, ….. . 

Problem-solving, 
exercise skills, thinking, 
and understanding in 
class lessons 

2 School (Teachers, 
Classroom, Class) 

• Every classroom was fitted with an interactive whiteboard; there was a class set of 
wireless laptops as well as a small ICT suite; and each teacher had their own laptop. 

• Classroom teachers and students reported new possibilities … use of digital technologies … laptops 
and interactive whiteboards for starting lessons and introducing new tasks……  

The use of technology 
in class 

This process repeats to analyze each aspect of each chosen 
theme. The use of concept combination queries, such as using 
two or three combinations, is also expected. For example: 
“problem + students” or “student problem” as a compound 
word, or “problem students + skills,” and so on. This 
alternative query combination is used to improve the quality of 
the obtained quotations. After many iterations searching for a 
facet quotation, the process starts to deliver quotations with the 
same meaning. The process is reasonable considering that each 
facet together represents one main topic. As a result, the 
redundancy elimination process must begin at this point. These 
collections of concluded contexts became the basis for 
formulating the TEL questionnaire. 

E. Interpreting TEL Facets to Formulate Assessment 
Questionnaires and Dimensions 
This advanced step explains how to formulate the TEL 

assessment questionnaire by understanding the TEL facet’s 
context, with the illustration shown in Table II. A row 
corresponds to a facet. Each context is associated with one or 
more statements. A questionnaire is then designed as a series of 
statements accompanied by a Likert scale asking how much the 
respondent agrees with the statement. Each context and the 
questionnaire item are also scrutinized for its type of 
respondent target. 

This process is repeated until all possible contexts for each 
candidate dimension have been discussed. Further analysis is 
performed to compare each question representing each 
candidate dimension to reduce the possibility of redundant 
statements. The result is a distributed array of statements for 
each candidate dimension. 

This process repeats until all possible contexts for each 
theme have been analyzed. Further analysis is performed by 
comparing each theme’s questionnaire statements to reduce the 
possibility of redundant statements. As a result, we can finally 
obtain the complete questionnaire formulation. The resulting 
statements are naturally clustered into groups based on the 
dimensions candidates generated in the previous step 
(subsection B). However, this study conducts more clustering 
processes to determine additional representable groups with 
aligned and explicit ideas, called dimensions. These findings 
are consistent with the grouping of questionnaire statements 
that have minimized redundancy. 

IV. RESULT AND DISCUSSION 
The discussion includes insight about assessment weighting 

recommendations from the quotation analysis, constructed 

questionnaire examples, and the dimensions covering the 
questionnaire. 

A. Quotation for Context 
In line with the facet determination process, three criteria 

related to the difficulty of the analysis process also determine 
the quotation analysis. The process begins by identifying 
quotations that clearly describe the context, those that require 
simple analysis, and quotations requiring further analysis. The 
ease of performing the analysis is related to the context’s 
relevance to TEL.  

The relevance is high if the meaning is clear and explicit, 
and vice versa. Establishing the quotation may also become a 
basis for defining the TEL assessment weighting. Thus, every 
facet has different measure in depicting the data story as 
follows: clear description: High; needs simple analysis: 
Medium; requires deeper analysis: Low. 

B. TEL Maturity Assessment Questionnaires 
Table II shows an example of the statement formulation for 

the Students dimension, with the sample questionnaire for each 
dimension as delivered in the Appendix. There are several 
concerning issues, however, in constructing the questionnaire 
statements. The first is translating the English context into 
Indonesian Bahasa statements. This study was conducted in 
Indonesia; therefore, the prospective respondents are 
Indonesians who are not English natives. 

The second issue is a requirement to identify respondents’ 
demography. Therefore, preliminary questions are needed to 
help understand the characteristics of the respondents, that is, 
respondents’ assessment questionnaires. The questions are not 
formulated from the previously described process but are 
customized to the needs of the research. As a result, the 
customized preliminary questions reduce potential confusion 
when applied to pilot respondents. The information is then 
used to improve the questionnaire before it is widely 
distributed. 

Concerns are also evident regarding what role is 
appropriate for a respondent for a specific question. Based on 
the analysis, it was discovered that the students could not 
answer all of the questions. As a result, the respondents’ 
selections became broader; namely, students, teachers, both 
students and teachers, and institutions. The expanded scope 
raises the question of how to process the data and regulate the 
proportion of each respondent’s role in the TEL maturity 
assessment. 
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TABLE II. ILLUSTRATION OF HOW TO DEVELOP A TEL MATURITY ASSESSMENT QUESTIONNAIRE 

No Contexts Target 
Respondent Questionnaire Statements 

1 
Problem-solving, exercise skills, 
thinking, and understanding in-
class lessons 

Students, 
teachers 

Existing technology can assist students in comprehending the solutions to problem or questions 
encountered during a learning activity. 

2 

• Technology to improve 
academic achievement 

• Technology helps student 
assessments 

• Technology enables more 
detailed feedback 

• Technology has both good 
and adverse effects on student 
performance 

Students, 
teachers 

• [student/teacher] Technology can help students improve their academic performance 
(improvement of grades). 

• [teacher] Existing technology can aid in the process of evaluating student learning outcomes. 
• [student/teacher] Technology has been used to reach all students for them to receive feedback 

(comments, improvements) on the outcomes of their work on their assignments. 
• [student/teacher] Technology positively impacts student learning outcomes (e.g., quiz/exam 

scores). 
• [student/teacher] Technology harms student learning outcomes (interference) (example: due to 

cellphone addiction for less-productive matters) 

Another concerning issue arises when establishing the 
context of the collection of quotations. It may be possible that 
researcher subjectivity is present. However, this study includes 
efforts to reduce researcher bias and subjectivity while 
increasing the trustworthiness of the research by conducting 
quantitative data processing using ACA before the context 
analysis. This subjectivity may be assumed as part of the 
researcher’s reasoning when analyzing and interpreting the 
data. 

C. TEL Maturity Assessment Dimensions 
The following seven dimensions were determined based on 

the initial dimension candidates, context adjustment, and 
regrouping the generated questions with an aligned idea. Each 
dimension represents influencing factors and being influenced 
by technological usage. Table III describes the dimensions and 
the corresponding assessment questionnaire statements. In 
previous work [19], the result only consists of three general 
dimensions: technology advancement, improved learning 
design, student’s achievement. 

TABLE III. TEL MATURITY DIMENSIONS 

Dimensions Number of 
Questions Descriptions 

Student Performance 9 Relates to improving student 
performance  

Teachers & Teaching 9 Related to improving the ability of 
teachers and improving teaching 

Learning Process 8 Related to improving learning 

Accessible & Applied 
Technology 9 Related to access to various uses of 

technology 

Contents 9 Related to content and learning 
resources 

Strategy & Regulation 9 
Related to the formulation of 
learning strategies using technology 
and conformity to the rules 

Technology 
Governance 9 Regarding technology, governance to 

support learning 

The number of questionnaire statements for each dimension 
is determined by general statistical provisions stating that the 
number of related questions should not be excessively 
different. The method assumes that each dimension is equally 
important in achieving a level of TEL maturity. The following 

activity tests the questionnaire on pilot respondents. Thus, the 
weight of each dimension influencing TEL maturity can be 
recalculated in future research. Moreover, the formulation of 
these dimensions can be helpful in the construction of a TEL 
working framework. Recommendations for improving the TEL 
maturity assessment results will also be made for each 
dimension. 

V. CONCLUSION AND LIMITATIONS 
This study investigates how to use SLR in conjunction with 

ACA to create TEL maturity assessment instruments 
constituting questionnaires and dimensions. This research 
attempts to combine automatization in qualitative data analysis 
using ACA and qualitative data interpretation using facet 
analysis. The methodology include data gathering using SLR, 
data processing using ACA, organizing resulting concepts 
using facet analysis, searching quotations matching the 
meaning of TEL facets, inferring contexts from TEL facets, 
and determining dimensions of TEL maturity. 

This research is part of a more extensive study to determine 
the TEL maturity assessment instrument, which attempts to 
take a novel approach. The approach used in this study can 
become a recommendation for how SLR can help novice 
researchers formulate assessment questionnaires through a 
literature review and discover how qualitative analysis can be 
initiated with a quantitative approach to reduce bias and 
subjectivity of the researchers. 

In this study, 64 questionnaire statements were assembled 
and categorized based on the respondents’ target, either the 
institution, the student, the teacher, or both. This questionnaire 
statement set is also grouped based on the TEL maturity 
constructs, which are referred to a dimension. The seven 
dimensions are students’ performance, learning process, 
applied technology, contents, accessibility, teachers and 
teaching, and strategy and regulation. 

This study has some limitations, including a critical point in 
implementing certain stages. The first obstacle is when the 
context is reduced to questions in different languages (from 
English to Indonesian) so that pilot respondents are still 
required to accept the predetermined questionnaire 
formulation. The second is the point of view used in 
developing the questionnaire: a higher education institution in 
this study. As a result, the findings may not apply to other 
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educational levels. The third issue is that the focus on which 
instrument was built in the use of technology primarily from 
the learner’s perspective to improve learning, so the 
pedagogical aspect is not discussed in depth. The fourth issue 
is how to justify the influencing portion of each type of 
respondent on the measurement results. 

Future research is required to test the questionnaire on pilot 
respondents to see if they can understand, conform with the 
assessment’s objective, and examine the correlation between 
questionnaire statements and dimensions as a mutually 
exclusive entity. These findings would then be used to develop 
a maturity appraisal and scoring method, including the 
weighting to establish the TEL maturity working framework. 
Furthermore, the questionnaire’s development results are used 
as a reference for developing TEL improvement roadmap. 
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APPENDIX 
This section contains detailed questionnaire statements for each dimension. 

APPENDIX. I. QUESTIONNAIRE: STATEMENTS FOR DIMENSION: STUDENT PERFORMANCE 

No Questionnaire Statement Respondent 

1 The existing technology can help students understand problem solutions/answer the questions in a learning activity. Student/Teacher 

2 The existing technology can help students practice skills and understanding in a learning activity Student/Teacher 

3 Technology can help students improve academic achievement (improving grades) Student/Teacher 

4 Technology does not have a bad influence (distraction) on student learning outcomes (example: addiction due to social media, 
gaming, or less productive things) Student/Teacher 

5 The existing technology makes it easier for students to get answers to questions/curiosity/explore things related to learning 
topics Student/Teacher 

6 The existing technology can help all students, both those who have good and bad grades Student/Teacher 

7 Students have been able to use technology for learning activities. Student 

8 The use of technology for learning improves students’ digital literacy skills Student 

9 Spending more time using technology for learning improves student learning outcomes Student 

APPENDIX. II. QUESTIONNAIRE: STATEMENTS FOR DIMENSION: TEACHERS AND TEACHING 

No Questionnaire Statement Respondent 

1 Existing technology can help facilitate the process of assessing student learning outcomes Teacher 

2 The teaching process has used technology to support collaboration in group learning Student/Teacher 

3 The learning process has used technology as a medium for assessment, evaluation, and feedback. Student/Teacher 

4 There are adjustments to instructional design that allow for improved learning using technology Teacher 

5 The successful use of technology requires digital literacy skills in using various applications Student/Teacher 

6 The successful use of technology requires digital literacy skills in utilizing technology to support teaching Teacher 

7 Development of an online learning environment requires knowledge of technology and teaching and learning content Teacher 

8 The teacher’s role is to facilitate independent learning, not the giver of knowledge Student/Teacher 

9 Teachers have confidence in using technology for teaching Teacher 

APPENDIX. III. QUESTIONNAIRE: STATEMENTS FOR DIMENSION: LEARNING PERFORMANCE 

No Questionnaire Statement Respondent 

1 Technology has been used so that all students can get feedback (comments, improvements) on the results of working on 
their assignments Student/Teacher 

2 Existing technology allows students to explore things related to learning topics in several ways Student/Teacher 

3 Existing technology allows student learning to be carried out in a blended or full online manner. Student/Teacher 

4 Students enjoy using technology to help with learning activities. Student/Teacher 

5 The learning process has used technology to support the exploration process (inquiry). Student/Teacher 

6 Learning methods and technology allow students to learn independently Student/Teacher 

7 All learning activities have used digital technology Student/Teacher 

8 The use of technology has supported collaboration and collaboration of students in learning and gaining understanding Student/Teacher 

APPENDIX. IV. QUESTIONNAIRE: STATEMENTS FOR DIMENSION: ACCESSIBLE AND APPLIED TECHNOLOGY 

No Questionnaire Statement Respondent 

1 Technologies such as laptops, tablets, smartphones, or computers are available to access the online classroom. Student/Teacher 

2 Technologies such as learning management systems (e.g., Moodle) and MOOCs are available for learning activities. Student/Teacher 

3 The learning process has used various digital technologies and applications that can help students learn, as well as 
improve their understanding and skills Student/Teacher 

4 The learning application used can be accessed via a computer/laptop or cellphone (mobile devices). Student/Teacher 
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5 Learning has used a variety of the latest technologies as learning media (such as games, mobile applications, virtual 
classes, and others) Student/Teacher 

6 Learners can access a variety of learning technologies that suit their needs Student 

7 The learning process has used technology such as social media as a means of interaction, communication, collaboration in 
a virtual space Student/Teacher 

8 The success of applying technology to improve learning is influenced by an understanding of the technology Student/Teacher 

9 Good understanding of the use of technology to support learning Student/Teacher 

APPENDIX. V. QUESTIONNAIRE: STATEMENTS FOR DIMENSION: CONTENTS 

No Questionnaire Statement Respondent 

1 Existing technology allows all learning content to be accessed online and openly Student/Teacher 

2 Technology can help teachers, educational institutions, and students create learning content that can be used for all 
students Student/Teacher 

3 Learning content continues to be improved so that students continue to learn with the help of technology Student/Teacher 

4 Learning content (materials, assignments) can be accessed anytime (open, available) by learners Student/Teacher 

5 Learning content and media can be accessed online, anywhere, anytime Student/Teacher 

6 Learning content can be accessed anytime via mobile devices Student/Teacher 

7 Easier access to learning resources improves the continuity of the learning process Student/Teacher 

8 The class has used various learning materials (not only one) to give to students Student/Teacher 

9 Availability access to online learning content and resources Student/Teacher 

APPENDIX. VI. QUESTIONNAIRE: STATEMENTS FOR DIMENSION: STRATEGY AND REGULATION 

No Questionnaire Statement Respondent 

1 Existing technology can help students learn and explore both inside and outside the classroom. Student/Teacher 

2 The learning process uses e-learning as a tool for learning management that can be accessed anywhere Student/Teacher/ institution 

3 Utilization of technology supports the learning process following applicable laws and regulations Teacher/institution 

4 Learning and teaching has been student-centered (focused on students) Student/Teacher//institution 

5 Existing learning has implemented personalized learning for students according to their needs Teacher/institution 

6 Curriculum and teaching strategies have included technology usage as one of the considerations Teacher/institution 

7 The rules and procedures in teaching activities have supported the use of technology and its development Teacher/institution 

8 All supporting administrative for learning activities have used digital technology Teacher/institution 

9 Classes have been able to facilitate students with diverse backgrounds and abilities with the help of technology Teacher/institution 

APPENDIX. VII. QUESTIONNAIRE: STATEMENTS FOR DIMENSION: TECHNOLOGY GOVERNANCE 

No Questionnaire Statement Respondent 

1 There is teacher participation in determining the development and use of technology for learning Teacher/ Institution 

2 There is a continuous development of technology for learning Teacher/ Institution 

3 The success of applying technology to improve learning is influenced by the duration of technology use Teacher/ Institution 

4 Institutional management supports the development of pedagogy for the improvement of learning using technology Teacher/ Institution 

5 Utilization of technology has been aligned with instructional design and teaching strategies Teacher/ Institution 

6 Teachers have sufficient time to enhance learning with existing technology Teacher/ Institution 

7 There has been an evaluation of the learning environment using technology based on learning methods, access, and 
ease of use Teacher/ Institution 

8 Technology usage is already based on the need to improve teaching Teacher/ Institution 

9 Technology usage promotes cost-effective learning Teacher/ Institution 
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Abstract—Building secure software systems requires the 
intersection between two engineering disciplines, software 
engineering and security engineering. There is a lack of a defined 
security mechanism for each of the software development phases, 
which affects the quality of the software system intensively. In 
this paper, the authors are proposing a framework to consider 
the security aspects in all the phases of the software development 
process from the requirements until the deployment of the 
software product, with three additional phases that are 
important to automatically produce a secure system. The 
framework is developed after analyzing the existing models for 
secure system development. The key elements of the framework 
are the addition of the phases like physical, training, and 
auditing, where they improve the level of security in software 
engineering projects. The authors found so a solution for the 
replacement of the knowledge of the security engineer through 
the construction of an intelligent knowledge-based system, which 
provides the software developer with the security rules needed in 
each phase of the software development lifecycle and it improves 
the awareness of the software developer about the security-
related issues in each phase of the software development lifecycle. 
The framework and the expert system are tested on a variety of 
software projects, where a significant improvement of security in 
each phase of the software development process is achieved. 

Keywords—Knowledge-based systems; security engineering; 
software development process; expert systems 

I. INTRODUCTION 
Software-intensive systems are a major factor in many 

business areas. There is an increasing need for such software 
systems that could help us in the daily life. These software 
systems must fulfil certain requirements. The usage of the 
internet as a platform for electronic commerce and online 
banking pushes the need for securely reliable software 
systems. The software systems must be secured against 
potential threats and attacks. Attackers are looking for security 
holes in these software systems to increase their chance of 
getting sensible information that could be used in an illegal 
way. As a result of all these facts, the software developers 
must think about building secure software systems before 
beginning with the real software systems, and a process of 
ensuring a secured software system must be followed [1]. 

There are many disciplines involved in such a process for 
developing a secure software system, where software 
engineering is one of the most important disciplines. To 
develop software in general the authors need a software 
engineer. The task of such an engineer is to produce quality 

software within the given constraints such as time, cost, etc. 
The software engineer must follow a generalized development 
process suitable for the desired software [2]. 

There are many stages in a software development process, 
the requirement definition, system design, systems 
implementation, and other stages. In all these different 
important stages security must be considered and developed in 
each stage and for each stage. Therefore, there is a need to 
integrate the security related tasks into each stage of the 
software development process. The role of a security engineer 
appears as a part of the software development team. The need 
for a security engineer or software development enforces the 
whole development of a software system to interact with 
different influencers on the final software product [2, 17]. 

One of the most important dangerous practices during 
software development is the lack of detailed security 
requirements. The system requirements must include those 
ones related to security requirements. The security 
requirements must be specified and integrated into the whole 
software development. 

The security of existing software majority was built as ad 
hoc solution that means after the development of the software, 
security was added to the system, even for security critical 
systems. The Development of secured software gives us the 
interaction between two disciplines, software engineering and 
security engineering. Building secure software is a process in 
which software security is considered in all phases of a 
software engineering life cycle [3, 16]. 

The focus will be on the security activities at each phase of 
software development, and the authors will present a 
Knowledge-Based Expert System for Supporting Security in 
Software Engineering Projects. 

The paper is organized as follows: section one is the 
introduction, section two is the background section which 
provides a description about software, software engineering, 
software process, software engineering for Security, security 
engineering and knowledge-based system for secure software 
development. Section three is the security software 
engineering framework using a knowledge-based system 
provides the proposed framework solution for the research 
problem stated in this paper. The fourth section includes the 
Web-Based Security Expert System for Software Engineering 
Projects. Section five discusses the contribution. Finally, 
section six is the conclusion. 
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II. BACKGROUND 
In this section, the authors are giving an overview of the 

most important terms used in this research. First, the authors 
are introducing the term software, software engineering 
essentials, and software engineering for security-critical 
systems. Secondly, the authors are describing the information 
security essentials, the common protection mechanisms, and 
security engineering. Finally, a brief description of the 
knowledge-based system to support security in the software 
process is introduced. 

A. Software 
Software could be defined as the computer programs, data 

and documentation which support processes to do an 
automatic problem-solving task [2]. 

Due to “pressman,” the software is a vehicle for delivering 
a product, which supports or directly ides system 
functionality, controls other programs like an operating 
system, effects communications like, networking software or 
helps building other software like, software tools [4]. 

To deliver software as a product, many properties should 
be considered, among the most important characteristics is the 
security of the software as a software system, which could be 
defined as the system attribute that reflects the ability of the 
system to protect itself from external attacks that may be 
accidental or deliberate the resources, the prevention of 
unauthorized disclosure of information, the extent that the 
software itself must be hidden or obscured, the trustworthiness 
of data or resources [3]. 

The main principal security issues are availability, 
confidentiality, and integrity. There are other extended 
properties like non-reputability, accountability, and 
authenticity. 

B. Software Engineering 
Software engineering deals with a detailed production of 

quality software. There must be a way of organizing the 
various stages of software development, a process. There is a 
need for different tools, technologies, and techniques due to 
the given software problem with the consideration of 
resources and constraints to be applied. It is the targeted 
provision and systematic use of principles, methods; process 
models, concepts, and tools for the development of software 
systems with a quality focus [4]. 

C. Software Engineering for Security 
Secure Software development usually requires the 

engagement and usage of a defined software process which 
includes the intensive usage of tools, methods, techniques, and 
technologies. Security errors appear from the lack of a detailed 
definition of security in the requirements stage, design stage, 
or coding stage. Therefore, an urgent need for a security 
engineer appears before going into a stage of the software 
development process. One must carefully consider the security 
aspects of the software product from the beginning with 
requirements and moving on through later lifecycle activities, 
ending with the deployment and the administration of the 
software product [5, 15]. 

D. Security Engineering 
The duties of a security engineer are to ensure the security 

of software systems during and after the software development 
process. Security engineering requires cross-disciplinary 
expertise, ranging from cryptography and computer security 
through hardware tamper-resistance and formal methods to 
knowledge of applied psychology, organizational and audit 
methods [3, 18]. 

E. Security in the Software Engineering Life Cycle 
Through all the phases of the software engineering phases, 

a deep consideration of the security aspects must be done for 
each phase. Beginning with the requirement phase, one should 
describe the security requirements of the software. In the 
analysis, a deep analysis of the security requirements should 
be made. Also, in the design phase, the security design 
consideration of each designed software component should be 
considered. In the coding phase, an immense value is given to 
secure coding and with the deployment phase, all aspects of 
the security issues must be considered [6]. 

III. PROPOSED FRAMEWORK 
Knowledge is a justified true belief. Knowledge is a higher 

level than data or information in a way that it is higher than 
both, the information is higher than data in its level of 
abstraction. It is the richest, deepest, and most valuable of the 
three [7]. 

There are two kinds of knowledge. The First one is the 
explicit knowledge, which can be expressed in words and 
numbers and shared in the form of data, scientific formulae, 
product specifications, manuals, universal principles, and so 
forth. This type of knowledge is transmitted in a formal and 
systematic way among all individuals. Knowledge is another 
type of knowledge; it is a personal level of knowledge, with 
difficulties in formulation of it, sharing and communicating it 
with others. The term knowledge-based stands for the internal 
structure to process symbols, which represents the information 
of the real world to achieve intelligent behavior. 

The main components of a knowledge-based system are 
the knowledge base component, the inference component, the 
user interface, the knowledge acquisition component, and the 
explanation component [7]. There are diverse types of known 
knowledge-based systems; the most important types of them 
like the rule-based systems and expert system, which is a class 
of software systems, which serves based on expert knowledge 
to the solution or evaluation of certain problem definitions. 
Knowledge is represented in diverse ways in expert systems 
like, the production rules, the semantic networks, and the logic 
statements representation [7, 14]. 

Secure Software Systems are associated with a solid 
software process implementation. Therefore, one must have a 
security engineer in the software team, who will then guide 
the software team with security related knowledge through all 
the phases of the software development life cycle. The lack of 
security engineers could represent an obstacle in the software 
development process [8, 13]. 
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Security Engineers could not be available for each 
software engineering project. In some cases, security 
engineers are too rare to be found for all the needs of security 
critical software projects. In other cases, it is too expensive to 
get extra security engineers into the development team. Also, 
in some geographical areas it is difficult to find these security 
engineers. If the security experience of the software 
development team is not sufficient, this leads to no secure 
software and the failure of other software. At the end, the 
software product may complete fail due the fact of the lack of 
the security engineers [9, 12]. 

Therefore, the authors suggest in this work the use of a 
knowledge-based system to assist the software engineers with 
the needed security engineering activities. This knowledge-
based system is then integrated into the software development 
framework. 

The researchers are proposing a new software engineering 
framework using some of the knowledge gathered. 

Some reasons to choose such a framework are that: 

• It covers all aspects of software development life cycle. 

• It includes a knowledge base for each phase with the 
appropriate security related knowledge for each phase. 

• It checks the security related activities in each phase. 

• The knowledge is adaptive and increased with time. 

• Additional phases are easily added to include the 
security activities in additional phases to ensure more 
security. 

• It is easily implemented and accessed. 

The new framework should consider the security aspects in 
all the phases of the software development process from the 
specification of the requirements until the construction and 
after that the deployment of the software product to the 
security training of the end users. 

The framework focuses on the security activities on each 
phase of the software development process using the general 
process activities of the software engineering process with 
knowledge-based system, which helps the developer to get the 
expert knowledge of a security expert in each phase of the 
development lifecycle [10, 11]. 

There are many advantages when using a knowledge-
based system (expert system) in the proposed framework like: 

• A security knowledge-based system is an intelligent 
information system, in which security knowledge with 
methods of knowledge representation and knowledge 
modeling. 

• A knowledge-based system is easy to understand. 

• It is more easily to update it according to the increasing 
level of security knowledge. 

• The security expertise feature, where a security expert 
can make expert level decisions about security. 

• The symbolic reasoning feature, where the knowledge 
is represented symbolically and is given back through a 
reasoning mechanism. 

• The deep security knowledge feature, where a security 
knowledge base for the different software development 
lifecycle contains complex security knowledge. 

• The security self-knowledge feature, where the system 
can examine their own reasoning and is able to explain 
why a specific conclusion is reached. 

• They have advantages over conventional systems like; 
they do not require all initial facts, changes in rules are 
easily implemented, execution may be done by 
heuristics or logic, and the effective manipulation of 
large knowledge. 

• They have many benefits when they are used like; 
increased outputs, increased productivity, decreased 
decision-making time, increased process, and product 
quality, reduced downtime, capture of scarce expertise 
and flexibility. 

The are some limitations when using expert system like; 
that the knowledge is not always readily available, it is 
sometime difficult to extract expertise from humans, where we 
have different approaches for the knowledge extraction, and 
one faces lack of end user trust when using the expert system. 
Therefore, the researchers have divided the knowledge-based 
system into many knowledge-based systems for each phase of 
the different phases of the software development lifecycle to 
make it easier to get new rules for the expert system extracted 
from the different sentences of the security expertise. 

The proposed framework consists of several steps leading 
to the development of secured software as shown in Fig. 1. 

The Framework begins with the requirement phase, which 
is specially designed for secured systems and in which the 
Framework collects the security engineering activities needed 
for obtaining the security requirements of the software 
products. 

After obtaining the security requirements, the system 
performs a security test of obtained requirements. The analysis 
phase of the previous phases follows with the conjunction of 
the security activities designed for this phase with feedback to 
the requirements phase to make changes on the requirements 
of any new requirements that arise in the analysis phase. After 
it the system begins with the design phase for building the 
secured product, which has its own security engineering 
activities designed for this phase. The authors have then a 
special test for the security validation of the design phase. 
After that the authors begin with the coding phase with the 
consideration of the security engineering activities for this 
phase. The next step in the proposed framework is the security 
testing of the code that the authors have constructed in the 
previous step with feedback to the coding phase, to repair any 
security holes in the code of the product. In the next step, the 
authors have the deployment of the security-critical system 
with the security engineering activities that must be done for 
this phase. The last step in the framework is the security test 
for the software after the deployment; it includes the feedback 
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to the deployment phase for making any changes regarding the 
secure deployment of the software product. 
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Fig. 1. Security Software Engineering Framework using Knowledge-based 

System. 

The proposed framework is a framework that concentrates 
on highlighting the security activities to be done in each phase 
of the general software development lifecycle. It includes an 
intensive testing of security after each phase. All that leads to 
the development of a highly secure software product. 

The Framework is simple; it could be followed easily from 
a software engineering perspective. The use of a knowledge-
based system assists the software engineers with the needed 
security engineering activities in different phases of the 
software development lifecycle. 

As shown in Fig. 1 the authors gain the security 
engineering activities in the requirement phase through an 
automatic security knowledge-based system especially 
designed for the requirements phase. For the design phase of 
the software process lifecycle, the authors have another 
automatic knowledge-based system for the security activities 
in this phase. 

For the coding phase the authors have also another 
automatic knowledge-based system as a source for the security 
engineering activities. For the deployment phase the authors 
have an automatic knowledge bases system for the security 
engineering activities as a source. The complicated work the 
security engineer is done through the usage of different 
automatic intelligent knowledge-based systems. 

Three additional phases are added to the general phases of 
the software engineering lifecycle, the physical security phase, 
where it is concerned about the physical security of every 
essential asset of the whole system, the security training 
phase, where it is concerned about receiving appropriate 
information about security training in a software project and 
the security auditing phase, where it is concerned about 
involving auditing and monitoring activities of the security 
requirements of the whole system. 

Some limitations of the proposed framework are: 

• The availability of knowledge in each phase. 

• The changeability of the knowledge over time. 

• The amount of knowledge which can increase 
dramatically. 

IV. WEB-BASED SECURITY EXPERT SYSTEM FOR 
SOFTWARE ENGINEERING PROJECTS 

In this research, the authors tried to find a suitable solution 
for security in software projects, where most of the existing 
software, even software for security-critical systems, has been 
built and is being built in an ad hoc, unsystematic fashion. In 
this work, the researchers are representing the interaction 
between the software engineering discipline and the security 
engineering discipline. The researchers have made a deep 
study of the concepts from scientific literature, gathered the 
knowledge needed to propose a new software engineering 
framework for security critical systems. 

In the proposed framework the researchers are considering 
the security aspects in all the phases of the software 
development process from the specification of the 
requirements until the construction and after that the 
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deployment of the software product. This consideration of all 
the security activities is not an ad hoc solution to the software 
product. In the proposed framework security issues are 
implemented more efficiently. In the proposed framework the 
researchers considered all the phases of the general software 
engineering activities with the three additional for security 
important phases, the physical phase, the training phase, and 
the auditing phase. In all these phases, the researchers build up 
an appropriate knowledge base system (expert system) that 
should help the developers in applying the needed security 
engineering activities simple. The separation of the knowledge 
base system into knowledge base systems for each phase of 
the framework is made, so that the addition of new rules is 
specially done for each phase separately, which is simpler to 
do and requires minimal knowledge of security engineering 
knowledge. 

To prove the need of the proposed framework the 
researchers conducted a deep survey, which provided us with 
more information about the security implementation issues in 
the software project. 

This survey helped us in developing rules for each phase 
of the software development life cycle for the security 
knowledge-based system. This survey is a sample for 
descriptive analysis and hypotheses testing, to set up 
conclusions and recommendations about the usability of the 
proposed framework. 

To prove the proposed framework, the researchers 
constructed an expert system case tool, the Web-Based 
Security Expert System for Software Engineering Projects 
(WB-SES-SEP). The construction of the distinct phases of the 
overall proposed framework is done in a web environment for 
many important named reasons. In the (WB-SES-SEP) one 
could select each phase of the 8 phases of the proposed 
framework, where one could begin with each phase, or the 
user could easily add new security rules to the knowledge-
based system of each phase. 

V. CONTRIBUTION 
The main contribution of this research is the new 

framework for secure software development using a 
knowledge-based system, where the modeling of security 
activity rules on each phase of the software development 
process using the general process activities of the software 
engineering process in done. In this framework the researchers 
added three additional phases, which are essential to get better 
secured software through the software development lifecycle. 
These three additional phases are not common in the software 
development lifecycles. The Framework is simple; it could be 
followed easily from a software engineering perspective. The 
use of a knowledge-based system assists the software 
engineers with the needed security engineering activities in 
different phases of the software development lifecycle, which 
solves the problem of the availability of security experts at 
software engineering projects. 

The researchers found that the proposed framework 
consists of several steps leading to the development of better 
secured software, through the implementing of a case study, 

where the proposed framework is simply used through the 
case tool, which we built for this work. 

Another contribution of the work is the results of the deep 
survey, which provided us with important information about 
the security implementation issues in software projects like: 

• Most of the projects have security objectives, but the 
integration of security to the product is on average 
done. 

• Only on average of the projects was the notice taken 
that security must be manageable. 

• Very few of the project members have enough 
exposure to principles and techniques of secure 
application development. 

• Security is considered and implemented as an ad hoc 
solution. 

• Only very few of the projects have a person responsible 
for reviewing security. 

• The security rules are very weak implemented in all the 
phases of the general software engineering phases. 

• The availability of any information security policy is 
very weak. 

• The physical security of the software project is rarely 
implemented. 

• The security related training of people is not done in a 
good way. 

VI. CONCLUSION 
The researchers proposed a new framework for secure 

software development using a knowledge-based system, 
where the modeling of security activity rules on each phase of 
the software development process using the general process 
activities of the software engineering process in done. In this 
framework the researchers added three additional phases, 
which are essential to get better secured software through the 
software development lifecycle. 

The researchers conducted an analytical survey and the test 
of the framework with the own built case tool led to the 
following features of the framework: 

• One constructs better secured software when following 
the proposed framework. 

• The security knowledge-based system for each phase 
of the framework consists of all the needed security 
rules for each phase. 

• The framework is easily understandable and easily 
used. It is simple implemented and followed. 

• Through the analysis the researchers gained very 
important security rules for each phase of the software 
development lifecycle and the additional cycles of the 
framework. 

• New rules could be added very simply to the existing 
rules. 
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• The inference engine of the knowledge-based system, 
in which the researchers built, contains very accurate 
decision tables with a rule importance and a rule 
implementation level. 

• The inference engine of the knowledge base system 
could decide about any implementation level of the 
rules in each phase separately, or about all the rules in 
the phase or about the security implementation level of 
the phase itself. 

• With the case tool, the (WB-SES-SEP), the developer 
can gain experience about the rules to be implemented 
in a specific phase and one can repeat the processing of 
the phase rules until he reaches a satisfied level of 
security for the phase very easily. 

• With the case tool, the (WB-SES-SEP), the developer 
can get a graphical analysis of the current 
implementation of all security rules in a specific phase 
very easily. 

• The framework is easy assessing the software 
developer with the needed security engineering 
activities through a web-based interface accessible 
globally and all the time. 

• The added phases to general software devolvement life 
cycle phases are improving the level of security in a 
software engineering project. 

• The case tool, the (WB-SES-SEP), could be used as 
training tool for software developer in a security 
critical software project so that, they could identify 
certain security related problems that face the project 
members during each phase of the software 
development lifecycle. 

• The case tool, the (WB-SES-SEP), could make the 
project members more concerned about security by 
displaying the needed security activities needed in each 
software engineering phase. 
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Abstract—Speech recognition systems are widely used for 
smart applications. The smart application-based speech 
recognition system has different requirements for processing the 
human voice. The most common performance in the speech 
recognition system is essential to observe, since it is necessary to 
design smart application-based speech recognition systems for 
people's needs. Moreover, feature matching is the principal part 
of speech recognition systems since it plays a key role to 
authenticate, separate one human voice from another, and their 
different articulation. Therefore, this work proposes a 
performance comparison of speech recognition systems based on 
feature matching using Lab-VIEW and MATLAB. The feature 
extraction involves calculation of Mel Frequency Cepstral 
Coefficients (MFCC) for each frame. For the matching process, 
the system was tested 100 times for each five speeches by making 
changes in articulation with the same vocal cords. This matching 
process uses DTW (Dynamic Time Warping), and then the 
testing is based on the most common performance in the speech 
recognition system’s comparison between Lab-VIEW and 
MATLAB such as accuracy rate, execution time, and CPU usage. 
Based on experimental results, the average accuracy rate of 
MATLAB is better than Lab-VIEW. The execution time testing 
indicates that Lab-VIEW has a shorter execution time than 
MATLAB. On the other hand, Lab-VIEW and MATLAB have 
almost the same CPU usage. This result indicates that the 
performance comparison is able to be used according to the 
requirements of smart application-based speech recognition 
systems. 

Keywords—Speech; articulation; feature matching; Lab-
VIEW; MATLAB 

I. INTRODUCTION 
In general, the instrument for creating the human voice can 

be confined into three parts, i.e., lungs, vocal strings, and 
verbalization [1]. The combination of the vocal strings with 
verbalization can create an assortment of discourse. The 
discourse quality, counting unforgiving, tense, breathy, or 
whispery voice, can be influenced by emotion and 
temperament [2]. In the last decade, there has been an 
automated method of identifying words spoken by the human 
voice and converting them into readable text. This automated 
method is called speech recognition. Furthermore, the human 
voice can also be utilized in computer technology by using the 
speech recognition system. 

Speech recognition is utilized to change over talked shape 
into content to help people needs [3]. The speech recognition 

system is widely used for smart applications, e.g., intelligent 
wheelchair, Google assistant, Alexa, Cortana, Siri, and home 
assistant [4], [5]. Each smart application-based speech 
recognition system has different requirements for processing 
the human voice. Typically, the speech recognition system 
works through four stages, i.e., speech analysis, feature 
extraction, modeling, and testing techniques (matching 
process) [6]. In the speech analysis stage, speech data contains 
different types of information that appear a human voice 
identity. The next stage is feature extraction, which takes on 
features that might be used to match the digital signal of the 
human voice to a particular pattern. Then, the modeling stage 
is used to generate speaker models using speaker-specific 
feature vectors. In the last stage, the speech-recognition 
system matches a detected word to a known word using 
testing techniques (matching process). Feature matching is the 
most important stage of speech recognition since it plays an 
important role in authenticating and separating one human 
voice from another and their different articulation. The 
matching results then identify similarities [7]. 

In the last decade, some works have observed the 
performance of speech recognition system separately [8], [9], 
[10], [11]. However, since the most common performance of 
speech recognition systems based on feature matching was not 
observed at all. Thus, it is needed to observe of all the most 
common performance of speech recognition systems based on 
feature matching. 

To this end, this work proposes a system that can identify a 
speech using features matching the most common 
performance of speech recognition systems. The work is 
aimed to recognize the speech built in two programming 
languages Lab-VIEW and MATLAB. They were selected 
since they have been widely used for designing smart 
application-based speech recognition systems [12], [13]. In 
Lab-VIEW programming, the structure of the graphical piece 
of a program chooses the execution stream in which the 
computer program design interfacing center points by drawing 
wires [14]. Furthermore, Lab-VIEW programming is able to 
combine the virtual instrumentation technology and speech 
recognition system; and also provided password authentication 
[15]. On the other hand, MATLAB permits framework 
control, plotting of a work and information and calculation 
usage. In spite of the fact that numerically nuanced, a tool 
compartment that employments a typical machine permits get 
to the computer logarithmic capabilities [16]. Moreover, in 
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order to address the analysis and testing issue an appropriate 
software tool is developed using MATLAB that enabled 
unified framework for tracking the performance of all 
necessary functions of speech recognition system [17]. These 
programming language performances were compared when 
identifying speech to determine the parameters used for 
processing human voice. 

This work focuses on the method of how the system can 
recognize the speech based on previously stored voice features 
sequence as the reference signal. This work implemented the 
voice recognition based on feature matching with changing 
articulations. Structurally, the speech recognition system 
requires a dataset used to train the system's sensitivity to 
speech patterns. In this work, the stored training data is called 
the dictionary. This dictionary is used as the database in 
matching the spoken word. 

This work organizes the rest of this paper as follows. 
Section II presents a review of related works. Section III 
describes the detail process of feature matching. In Section IV 
express the materials and system design includes the detail 
description of the data used in this work and the design of 
proposed system. Section V presents the result and discussion 
of the performance comparison between Lab-VIEW and 
MATLAB on feature matching-based speech recognition 
system. Finally, Section VI is dedicated to conclusion and 
further works. 

II. RELATED WORK 
The speech recognition system is widely used for smart 

applications. A study [18] estimated that speech recognition 
needs to achieve close to a 90% accuracy rate for designing 
smart homes assistants. One of the factors needed in its design 
is data communication between devices so as to provide 
security and convenience that meet people's needs [19]. 
Moreover, the slower or faster time execution of an intelligent 
wheelchair is according to their current resistance [20]. 
Afterwards, the voice assistant technologies (such as Google 

Assistant, Alexa, Cortana, Siri, etc.) require addressing 
restrictions like CPU and memory limitations [21]. This is to 
achieve an efficient on-device streaming speech recognition 
system. Thus, this work considers that the accuracy rate, time 
execution, and CPU usage could represent the most common 
performance in the speech recognition system. Therefore, the 
consideration of these parameters is important to observe. 

According to A. A. A. Zamil, et al. [8], the extricated 
highlights of the obscure discourse and after that compared 
them to the put away extricated highlights for each diverse 
speaker in arrange to distinguish the obscure speaker using a 
voting mechanism. However, the key process of selecting the 
extracted features is minimizing the difficulty of speech 
recognition system computing for matching processes [9]. 
Therefore, another study has observed the performance of 
speech recognition system computing [10], [11]. Nevertheless, 
the most common performance of speech recognition systems 
based on feature matching was not observed at all. Therefore, 
the observation of all the most common performance of 
speech recognition systems based on feature matching (i.e., 
the accuracy rate, time execution, and CPU usage) is needed. 

III. FEATURE MATCHING 
Before the recognition process, pre-emphasis was applied 

to the voice signal [22]. Pre-emphasis was aimed to suppress 
high-frequency parts during the production mechanism of the 
human voice before performing the framing and windowing 
process. The framing and windowing process was intended to 
split the speech signal into smaller parts [23] because it needs 
to be assumed as a stationary signal. Finally, energy detection 
was performed on each frame to detect the existence of 
pronunciation in that frame [24]. 

Structurally, speech recognition consists of four stages: 
(1) speech analysis, (2) feature extraction, (3) modeling, and 
(4) testing techniques or matching process. The block diagram 
of feature matching, which includes all stages of speech 
recognition, is shown in Fig. 1. 

 
Fig. 1. Block Diagram of Feature Matching. 
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The first stage is speech analysis, which contains different 
types of information that shows a human voice identity. After 
the pronunciation has been detected, this work needs to extract 
the speech feature on each frame in the second stage. The 
feature extraction involves calculation of Mel Frequency 
Cepstral Coefficients (MFCC) for each frame. By using the 
MFCC, it is able to develop the features from the speech 
signal which can be used for speech recognition system [25]. 
The MFCC consist of the following steps: Windowing, Fast 
Fourier Transform (FFT), power spectrum calculation, Mel 
Frequency warping, and Discrete Cosine Transform (DCT). 
The block diagram of the feature extraction process of MFCC 
is shown in Fig. 2. 

Since the effect of frame blocking the speech signal 
becomes discontinuity, windowing is required in the first 
process of second stage. Then, FFT is applied to transform 
speech signal to frequency domain in each frame. 
Furthermore, the power spectrum for each frame is calculated. 
However, it is having a lot information which is not needed 
for feature matching process. Thus, Mel Frequency Warping is 
used for filtering in the form of a filter bank to determine the 
size of the power spectrum of a certain frequency band and 
convert the frequency into mel. Finally, DCT is used for 
producing a mel spectrum to improve recognition quality [25], 
[26]. 

In the third stage, the feature extraction process was done 
on a set of words and then stored the feature vector sequences 
[27] as the dictionary. The dictionary function performs 
feature extraction, which will be stored and used as a 
reference. The dictionary will be used as a matching reference 
with the recorded voice speech features. Thus, in the early 
stages, this work needs to save the voice that will be used as a 
dictionary dataset. The data were stored in the dictionary and 
formatted as an array. There were 25 feature vector data sets 
in the dictionary, which consisted of voice left (5 sets), right 
(5 sets), up (5 sets), down (5 sets) and stop (5 sets). 

 
Fig. 2. The Flowchart of Feature Extraction Process of MFCC. 

Typically, people have different speaking speeds and 
characteristics [28]. Dynamic Time Warping (DTW) is used to 
normalize these differences. Moreover, feature vectors of the 
voice test sequence were also compared with each word in the 
dictionary set using the DTW algorithm and the best match in 
each set was outputted in the final stage. DTW is an algorithm 
used to measure similarity between two sequences which may 
vary in time or speed. Thus, it can find the best alignment 
between two different sequences of signals. Fig. 3 shows the 
flowchart to implement the DTW algorithm. 

 
Fig. 3. The Flowchart of DTW Algorithm. 

The DTW algorithm works mainly by calculating the 
Euclidean distance between two points [8], which is the point 
of the test and reference points for recognizing or 
authenticating each frame [29]. The threshold was set so that 
the random noise signal is not generated by the matching 
speech. Therefore, the DTW algorithm can also be used to 
find the best matching between voice data test and dictionary 
data. Then the Euclidean distance function is called when 
calculating the DTW. After that the matching process between 
the dictionary voice features with the voice data that has been 
recorded is performed. Fig. 4 shows the flowchart for 
calculating Euclidean distance. Finally, this distance will use 
for comparing voice and reference voice to recognize or 
authentication process. The detail process of recognize or 
authentication is described in Section IV below. 
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Fig. 4. The Flowchart of Euclidean Distance Calculation. 

IV. MATERIAL AND SYSTEM DESIGN 
This work used the TIMIT Acoustic-Phonetic Continuous 

Speech Corpus dataset. This is a standard dataset used for 
evaluation of automatic speech recognition systems. It consists 
of recordings of 630 speakers of 8 dialects of American 
English each reading 10 phonetically-rich sentences. It also 
comes with the word and phone-level transcriptions of the 
speech. Furthermore, to obtain the work’s objective, the five 
sets of voice dictionaries (such as left, right, up, down, and 
stop) is used for matching processes by making changes in 
articulation. 

The system design consists of three parts: Dictionary, 
DTW, and Euclidean Distance. The Dictionary was used to 
store five words: left, right, up, down and stop. Each word was 
repeated 5 times. The voice test sequence will be matched to 
all words in the first dictionary set and then the word with the 
least distance will be extracted. Then, the voice test sequence 
will be matched to all words in the second dictionary set and 
the matched word will be extracted. The same will be done for 
the next three sets. Thus, the dictionary will give 5 matched 
outputs from the dictionary set. The most repeated word in the 
output will be regarded as the best match. 

The DTW can normalize the speed difference of speaking 
[30]. It can find best-alignment between two different signals. 
This function will call the Euclidean distance function to 
calculate the distance between the test signals with reference 
signals. After that, the results of feature extraction were 
matched with the dictionary that has been recorded as the 
reference. This function will do the matching features by 
calling DTW to find the best alignment between the two sets 
of sequences. 

The voice received by the system compared to reference 
voice that has been stored in the dictionary. The distance of 
both speeches was calculated using the Euclidean Distance 
algorithm. The closest distance to the set reference speech is 
output for recognizing or authentication process. 

V. RESULT AND DISCUSSION 
In this section, the block diagram and flowchart in the 

previous section have been implemented in the programming 
language using Lab-VIEW and MATLAB on a desktop of 
Intel i7 4-core CPU and 8 GB RAM. Furthermore, this work 
describes the performance comparison results in the speech 
recognition system. 

A. Experimental Result 
The testing phase was performed by connecting a 

microphone to a computer that had installed Lab-VIEW and 
MATLAB program code. Then, while the speaker speaks a 
voice, the signals were acquired by the Lab-VIEW for 2 
seconds duration at 11025 Hz sampling rate. This work tested 
the system using 5 different voice speeches consisting of 
“Left”, “Right”, “Up”, “Down”, and “Stop”. Each of these 
words was repeated 100 times with different articulations. The 
detailed information about the amount of data for the 
matching process can be seen in Table I. 

The recognized outputs were observed to calculate the 
system performance. The first test is the success level of the 
system in identifying what is spoken. The details of the first 
testing result of accuracy rate can be seen in Table II. 

The average accuracy rate for Lab-VIEW and MATLAB 
are: 85,6 % and 89,6 %. The accuracy results are obtained by 
ratio between true positive (TP) and true negative (TN) to TP, 
TN, false positive (FP), and false-negative (FN) as shown in 
(1) [31]. TP presents the number of voices that are labeled 
correctly and TN for the number of voices that are correctly 
identified as not corresponding to the words spoken. FP 
indicates the number of voices that are incorrectly labeled. FN 
denotes the number of voices that are unidentified in words 
spoken. 

TABLE I. DETAILED INFORMATION ABOUT DATA FOR MATCHING 
PROCESS 

Word The number of data 

Left 100 

Right 100 

Up 100 

Down 100 

Stop 100 

Total 500 

TABLE II. THE TESTING RESULT OF ACCURACY RATE IN THE SPEECH 
RECOGNITION SYSTEM 

Word  Lab-VIEW Accuracy Rate (%) MATLAB  
Accuracy Rate (%) 

Left  81 91 

Right 85 85 

Up 88 87 

Down 85 92 

Stop  89 93 

Average 85,6 89,6 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

              (1) 

The second test is to test the running time required to 
execute the program. The execution time is calculated from 
the voice received by the system until the system finishes 
identifying the voice. The testing is done 100 times on each 
word. The second test result of execution time can be seen in 
Table III, which shows that the average execution time for 
Lab-VIEW and MATLAB are: 723 ms and 969,4 ms. 

TABLE III. THE EXECUTION TIME RESULT OF SPEECH RECOGNITION 
SYSTEM 

Word  Lab-VIEW Execution Time 
(ms) 

MATLAB Execution Time 
(ms) 

Left  752 1044 

Right 883 1091 

Up 617 953 

Down 698 847 

Stop  665 912 

Average 723 969,4 

The third test is CPU usage. This test is quite important in 
building the system so that resources can be used optimally. 
The testing is done 100 times on each word. The third test 
result of CPU usage can be seen in Table IV, which shows 
that the average of CPU usage for Lab-VIEW and MATLAB 
are: 1,55 % and 1,57 %. 

TABLE IV. THE CPU USAGE RESULTS OF SPEECH RECOGNITION SYSTEM 

Word  Lab-VIEW CPU Usage 
(%) 

MATLAB CPU Usage 
(%) 

Left  1,56 1,41 

Right 1,84 1,42 
Up 1,41 1,74 

Down 1,63 1,67 

Stop  1,29 1,62 

Average 1,55 1,57 

B. Discussion 
Based on experimental results, the average accuracy rate 

of MATLAB is better than Lab-VIEW since the value of TP 
and TN in the MATLAB results is higher than Lab-VIEW. On 
the other hand, Lab-VIEW has a shorter execution time than 
MATLAB since Lab-VIEW has simple code that is assessed 
according to the number of elements or lines used. The faster 
the code can be updated or debugged the better surveyable the 
program is [32]. 

In order to verify the performance comparison results, a 
box-plot method or also called Box-and-Whisker plot method 
was conducted as presented in Fig. 5. From the figures, this 
work can find that average accuracy rate and execution time 
are significantly different between Lab-VIEW and MATLAB 
using t-test at the level of significance (ρ) of 0.05. This result 
indicates that the average accuracy rate of MATLAB is 
actually better than Lab-VIEW. Then, Lab-VIEW actually has 
a shorter execution time than MATLAB since both of them 

are significantly different. It is also in accordance with the 
experimental results. 

CPU usage becomes an essential metric to determine how 
well an application is using the cores. CPU usage refers to a 
program’s usage of processing resources, or the amount of 
work handled by a CPU. Since the amount and type of 
managed computing tasks are the same, Lab-VIEW and 
MATLAB have almost the same CPU usage. Based on the 
statistical analysis, the CPU usage is not significantly different 
between Lab-VIEW and MATLAB using t-test at the level of 
significance (ρ) of 0.05. This result indicates that the Lab-
VIEW and MATLAB have the same CPU usage since both of 
them are not significantly different and in accordance with the 
experimental result. 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. Box-and-Whisker Plots of Average (a) Accuracy Rate, (b) Execution 
Time and (c) CPU usage. 
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VI. CONCLUSION 
This work has designed a speech recognition system using 

feature matching on Lab-VIEW and MATLAB. The feature 
was extracted using MFCC and calculating distance using 
DTW from the speech. Before performing the speech, this 
work saved a set of the features from speech voice as a 
training set in a dictionary. The matching process was 
performed between the feature of the voice and the feature 
which had been saved in the dictionary. In the testing phase, 
this work tested five speech words and each word was 
repeated 100 times. The system experimented using the most 
common performance in the speech recognition system i.e., 
accuracy rate, execution time, and CPU usage. The 
performance comparison results show that the average 
accuracy rate of Lab-VIEW is 85.6% and MATLAB is 89.6%. 
The execution time testing of Lab-VIEW is 723 ms and 
MATLAB is 969.4 ms. While, the Lab-VIEW and MATLAB 
have almost the same CPU usage which is around 1.5%. 

Speech recognition has wide smart applications and 
includes voice-controlled appliances fully featured speech-to-
text software, automation of operator-assisted services and 
voice recognition aids. This work’s result indicates that the 
performance comparison is able to be used according to the 
requirements of smart application-based speech recognition 
systems. Hence, the performance comparison results in 
improving many speech recognition system applications can 
be further extended, which can make the process more robust 
and effective. 
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Abstract—Scheduling in a permutation flowshop refers to 
processing of jobs in a set of available machines in the same 
order. Among the several possible performance characteristics of 
a flowshop, makespan remains one of the highest preferred 
metrics by researchers in the past six decades. The constructive 
heuristic proposed by Nawaz-Enscore-Ham (NEH) is one of the 
best for makespan minimization. The performance essentially 
depends on the initial ordering jobs according to a particular 
priority rule (PR). The popular priority rules are non-increasing 
order of the jobs' total processing time, the sum of average 
processing time and standard deviation and, the sum of average 
processing time, standard deviation and absolute skewness 
among others. The objective of this paper is to propose and 
analyse a new job priority rule for the permutation flowshop. 
The popular priority rules available in the literature are studied 
and, one of the best priority rules; the sum of average processing 
time and standard deviation is slightly modified, by replacing the 
standard deviation by mean absolute deviation (MAD). To assess 
the performance of the new rule, four benchmark datasets are 
used. The computational results and statistical analyses 
demonstrate the better performance of the new rule. 

Keywords—Priority rule; flowshop scheduling; makespan; 
NEH algorithm 

I. INTRODUCTION 
 Permutation flowshop scheduling problems (PFSSP) 

remain one of the most studied domains in operations research 
in the past six decades. PFSSP refers to scheduling ‘n’ number 
of jobs for processing in ‘m’ number of machines in the same 
order. According to Rinnooy Kan [1], PFSSP is proved to be 
NP-hard when the number of machines is greater than three. 
Since the PFSSP is np-hard, the computation time grows 
exponentially for larger problems and hence, exact solution 
becomes impossible or expensive. As a result, several 
dispatching rules, heuristics and metaheuristics have been 
proposed over the decades. Efficient heuristics report solutions 
with acceptable accuracy levels in a reasonable time. Priority 
rules or dispatching rules are some form of heuristics and have 
been studied in both academia and industry domains 
extensively for decades (Tay and Ho 2008)[2]. A few simple 
dispatching rules that are being extensively used in jobs’ 
scheduling are: Shortest Processing Time (SPT) rule, Longest 
Processing Time (LPT) rule, Earliest Due Date (EDD) rule, 
First Come First Serve (FCFS) rule. 

The optimization parameters for the PFSSP are generally; 
flow time, idle time or makespan (Liu et al., 2016) [3] to 
satisfy different production line requirements. They find 

numerous real-time applications and could be combined with 
Internet of Things (IOT) for specific applications (Salis, 2021) 
[4].Among the many parameters that are being optimised, 
makespan minimization is widely considered by researchers 
over the years. Johnson’s [5] algorithm proposed in 1954 
yields an optimum solution for two machines and 'n’ jobs 
PFSSPs which was extended to three machines cases. 

As the problem is NP-hard, the exact solution becomes 
impossible for larger problems and the computation time 
grows exponentially with the problem size. Earlier 
approximate heuristics could not yield the expected accuracy 
and the breakthrough came in 1983 when Nawaz-Enscore-
Ham (NEH) [6] algorithm was proposed. NEH algorithm 
which has a complexity of O(n3.m) uses the largest processing 
time (LPT) dispatching rule and is considered as one of the 
best constructive heuristics for makespan minimization even 
today. Many improvements and extensions have been 
proposed by many authors over the years. NEH essentially 
consists of three phases: 

• Pre-arranging the jobs according to the non-increasing 
order of their total processing times (Priority Rule). 

• Selecting the first two jobs from the processed 
sequence as the initial partial sequence (Initial 
Sequence). 

• Inserting other jobs one by one at a suitable place that 
minimises the partial makespan (Insertion Phase). 

Ribas et al. (2010) [7] tested four priority rules combined 
with the powerful insertion technique of NEH including rules 
from NEHKK1 (Kalczynski and Kamburowski 2008) [8], 
N&M (Nagano and Moccellin 2002) [9], LPT, and a random 
job sequence. Baskar and Xavior (2015) [10] analysed the job 
insertion technique for different initial sequences. 

The authors improved the solution quality of NEH by 
suitably modifying the first and third phases. Several priority 
rules for NEH are proposed and available in the literature and 
the ones proposed by Dong et al. [11] and Liu et al.[12] yield 
better results. 

Framinan et al. [13] analysed 177 initial sequences for the 
NEH heuristic and concluded that SUM PIJ / DECR (i.e. 
original NEH) is ranked 1 among all for the makespan 
minimisation. 

During the insertion phase, we come across several 
occasions when the partial makespan remains the same for 
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more than one partial sequence. NEH breaks such ties 
randomly. Several effective tie-breaking rules are proposed 
and analysed for the solution quality. The tie-breaking rules 
proposed by Fernandez and Framinan [14], Lie et al. [12], 
Benavides [15] and the ones recently by Baskar and Xavior 
[16] are a few to mention. 

This paper considers the sum of the average processing 
times and means absolute deviation (MAD) for the initial 
ordering of jobs (Priority Rule) and analyses its impact using 
well-known benchmark datasets. 

The structure of this paper is as follows: the new priority 
rule is presented in Section 2 followed by the benchmark and 
performance metrics used for the assessment in Section 3. The 
results and statistical analyses are detailed in Section 4 and 
Section 5 discusses about the conclusion, limitations and 
future work. 

II. NEW PRIORITY RULE 
The initial ordering of jobs or priority rule does affect the 

solution quality of the NEH heuristic. The priority rule 
considered by the original NEH is non-increasing order of the 
jobs' total processing times. Total processing time (TPT) for a 
particular job, j can be represented as, 

TPTj =� 𝑝𝑖𝑗
m
𝑖=1               (1) 

m – Number of machines in the schedule. pij denotes the 
processing time of job ‘j' in the machine 'i’. 

Dong et al. [11] added the standard deviation of the 
processing times with the average total processing time, AVGj 
for a job and reported improved results. Mathematically, 
standard deviation, 

SDj = � 1
(m−1)

� (𝑝𝑖𝑗 −  𝐴𝑉𝐺𝑗
m
𝑖=1 )2             (2) 

Another priority rule proposed recently by Liu et al. [12] 
adds the absolute skewness with the priority rule of Dong et 
al. [11] and the rule improves the solution further. Skewness 
(SKE) for a job, j is defined as, 

SKEj =(1
m
� (𝑝𝑖𝑗 −  𝐴𝑉𝐺𝑗

m
𝑖=1 )3)/ 

[� 1
(m−1)

� (𝑝𝑖𝑗 −  𝐴𝑉𝐺𝑗
m
𝑖=1 )2] 3             (3) 

In this paper, the standard deviation is replaced by another 
similar metric, the Mean Absolute Deviation (MAD) which is 
the average of the absolute deviations from the mean value. 

For a job ‘j’, 

MAD j = 1
m
� |(𝑝𝑖𝑗 −  𝐴𝑉𝐺𝑗

m
𝑖=1 )|             (4) 

MAD was used as the variation measure in the tie-
breaking rule of Liu et al. [12].Another metric, the median 
absolute deviation (MAD1) is also used instead of mean 
absolute deviation during the process; that is, descending 
order of average processing time + median absolute deviation 
as a priority rule. However, the results are not encouraging in 
this case. 

For a job ‘j’, 

MAD1 j = Median (|(𝑝𝑖𝑗 −  𝐴𝑉𝐺𝑗|)             (5) 

The benchmarks and analyses results using different 
combinations are presented and discussed in the coming 
sections. 

III. BENCHMARK AND PERFROMANCE MATRIC USED 
For comparing the performance of similar heuristic 

algorithms in flowshop scheduling, several benchmark 
problem sets are available in the literature. One of the earlier 
benchmarks proposed for permutation flowshop is the one 
proposed by Carlier in 1978 [17] with varying jobs and 
machines combination. The instances have high processing 
times, up to 999-time units. DUM dataset proposed in 1998 by 
Demirkol et.al. [18] has a combination of jobs {20, 30, 40, 
50} and machines {15, 20} resulting in 40 instances of 5 in 
each set. The processing time is randomly fixed between {0, 
200} time units. The Taillard [19] instances proposed in 1993 
are available under 12 groups of 10 instances each. The 
processing times in 5, 10 and 20 machines vary from 0 to 99 
for 20, 50, 100, 200 and 500 numbers of jobs. The known 
upper bounds for all the 120 problems are available online 
[20] and are accessible for researchers. 

Recently, Vallada et al. [21] proposed new hard 
benchmarks which are 480 in numbers. They are categorized 
into small and large problem sets. The small instances, termed 
as VFR (Small) are 240 in numbers with a combination of 
{10, 20, 30, 40, 50, 60} jobs and {5, 10, 15, 20} machines. 
Similarly, the larger instances have a combination of {100, 
200, 300, 400, 500, 600, 700, 800} jobs and {20, 40, 60} 
machines, totaling 240 in numbers. The instances are grouped 
under 48 sets of 10 instances each. In line with Taillard’s, 
these benchmarks do have processing times from 0 to 99. The 
known upper bounds are provided by the authors themselves. 

The parameter used for the comparison of the performance 
of different heuristics is the Percentage Relative Deviation 
(PRD) which is defined as: 

Percentage Relative Deviation, PRD = 

BoundKnownUpper
XBoundKnownUpperMakespan 100)( −             (6) 

IV. COMPUTATIONAL RESULTS AND DISCUSSION 
 Different priority rules (initial ordering of jobs) 

considered are summarized below: 

• PR-NEH: Descending order of their total processing 
times. 

• PR-D: Descending order of the sum of their average 
processing time and standard deviation. 

• PR-LJP: Descending order of the sum of their average 
processing time, standard deviation and absolute 
(skewness). 

• PR-DB: Descending order of the sum of their average 
processing time and mean absolute deviation. 
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• “No PR” refers to no initial ordering of jobs; raw data 
are used as received. 

 Codes are generated for all priority rules in MATLAB 
R2012b and run in an i5 desktop PC with 4 GB RAM. Many 
heuristics initially order the jobs according to a priority rule 
and then refine the solution further using some strategy. The 
initial priority ordering may have significant impact on the 
final result. To start with, Taillard instances are initially 
ordered as per the priority rule (PR) considered and the 
makespans computed without any further processing. The 
average PRDs (APRDs) are presented in Table I. The bold 
digits indicate the best result for a particular problem set. 
There is not much difference in the results among the PRs 
considered. The best APRD of 21.40% is reported by PR-DB 
and the worst one by PR-D (21.64%); the difference being 
1.12%. Even no “no priority rule” reports a better mean value 
of 21.61% and accounts for best results in 4/12 sets. Though 
PR-DB reports the lowest deviation, it reports best results in 
one case only, 10 machines and 100 jobs. 

Subsequently, the impact of different initial sequences has 
been investigated. NEH considers the first two jobs of the 
processed sequence as the initial sequence. Baskar et al. [22] 
considered a few other sets of jobs as initial sequences and 
analysed (Table II) the impact using Taillard dataset. The 
performance was analysed by randomly selecting two jobs 
also from the processed sequence. The results show that the 
APRDs vary slightly with respect to the initial partial 
sequence. According to them, randomly selecting two jobs 
also results in a reasonably good APRD with 3.43% which 
may be due to the job insertion strategy that was originally 
used by the NEH algorithm. It is to be noted that many 
heuristics could not even better this mean value of 3.43% for 
the Taillard benchmark. 

Now, to assess the performance; the PR is applied to the 
classic NEH algorithm and the results are tabulated in Table 
III to Table VI. The benchmark used are; Carlier’s [17] 
proposed in 1978, Taillard’s [19], in 1993, Demirkol’s [18] in 
1998 and the latest VFR benchmark proposed in 2015 by 
Vallada et al.[21]. The better APRDs are shown in bold and 
italics in all the tables. 

For the Carlier 8 instances (Table III); Dong et al. priority 
rule, PR-D reports an APRD of 1.44%, an increase of 3.60% 
in the APRD over PR-NEH which is taken as the reference for 
the analysis in this paper. That is, for this dataset, the solution 
quality deteriorates when PR-D is used for initial ordering the 
jobs. The APRD of the new priority rule, PR-DB is 1.21%, a 
significant 12.95% improvement over the rule used by NEH. 

For the comparatively larger dataset of Demirkol’s which 
are 40 in numbers also, the proposed priority rule, PR-DB 
reports better APRD than the priority rules, PR-NEH and PR-
D with an improvement of 4.70% over the reference PR-NEH. 
The improvement of the rule, PR-D over PR-NEH being 
1.61%. Here, the lower bounds (LB) are considered instead of 
upper bounds (UB) for better comparison as the makespans 
better the UBs provided by Demirkol et al. in many cases. 
While using Taillard’s dataset; three more priority rules are 
considered as detailed below: 

• PR-LJP1: Descending order of the sum of their average 
processing time, mean absolute deviation and absolute 
(skewness). 

• PR-LJP2: Descending order of the sum of their average 
processing time, mean absolute deviation and 
skewness. 

• PR-DB1: Descending order of the sum of their average 
processing time and median absolute deviation. 

TABLE I. APRDS OF PRIORITY RULES – TAILLARD BENCHMARK 

Size (mxj) No PR PR-NEH PR-D PR-LJP PR-DB 

5x20 24.98 26.27 27.41 27.66 26.24 

10x20 28.77 28.47 28.15 27.96 28.16 

20x20 21.43 21.50 20.81 20.56 21.31 

5x50 15.32 16.46 17.21 17.63 16.91 

10x50 25.05 28.86 27.10 26.66 26.34 

20x50 29.73 29.15 28.13 27.76 27.89 

5x100 13.63 12.06 12.22 11.98 12.72 

10x100 20.92 19.08 20.21 20.24 18.85 

20x100 25.51 23.50 24.47 24.77 24.61 

10x200 15.67 15.70 14.78 15.31 15.11 

20x200 22.28 21.39 22.32 21.74 22.30 

20x500 15.99 16.31 16.80 16.51 16.33 

Mean 21.61 21.56 21.64 21.56 21.40 
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TABLE II. APRDS OF INITIAL PARTIAL SEQUENCES APPLIED TO NEH - TAILLARD BENCHMARK 

Size (mxj) Jobs 1 and 2 (NEH) Middle 2 Jobs Jobs 1 and 3 Jobs 1 and 4 Randomly 2 Jobs 

5x20 3.30 2.79 3.03 3.10 3.89 

10x20 4.60 3.68 5.04 4.18 4.40 

20x20 3.73 3.67 3.76 3.58 3.79 

5x50 0.73 0.82 0.68 0.68 0.94 

10x50 5.07 5.36 4.90 4.78 5.39 

20x50 6.65 6.54 6.63 6.66 6.85 

5x100 0.53 0.51 0.51 0.50 0.56 

10x100 2.21 2.11 2.20 2.19 2.24 

20x100 5.34 5.72 5.19 5.47 5.34 

10x200 1.26 1.41 1.24 1.30 1.35 

20x200 4.41 4.07 4.55 4.39 4.35 

20x500 2.07 2.26 2.12 2.07 2.12 

Mean 3.32 3.24 3.32 3.24 3.43 

TABLE III. APRDS OF PRIORITY RULES APPLIED TO NEH- CARLIER BENCHMARK 

Size (mxj) BM UB PR-NEH PRD PR-D PRD PR-DB PRD 

5x11 Carl1 7038 7038 0 7038 0 7038 0 

4x13 Carl2 7166 7376 2.93 7376 2.93 7376 2.93 

5x12 Carl3 7312 7399 1.19 7399 1.19 7399 1.19 

4x14 Carl4 8003 8003 0 8129 1.57 8021 0.22 

6x10 Carl5 7720 7835 1.49 7843 1.59 7843 1.59 

9x8 Carl6 8505 8773 3.15 8773 3.15 8570 0.76 

7x7 Carl7 6590 6590 0 6590 0 6590 0 

8x8 Carl8 8366 8564 2.37 8457 1.09 8617 3.00 

Mean    1.39  1.44  1.21 

%Improvement    Ref.  -3.60  12.95 

TABLE IV. APRDS (FROM LB) OF PRIORITY RULES APPLIED TO NEH- DEMIRKOL BENCHMARK 

Instance LB PR-NEH PRD PR-D PRD PR-DB PRD 

flcmax_20_15_3 3354 4071 21.38 4018 19.80 4065 21.20 

flcmax_20_15_6 3168 3898 23.04 3878 22.41 3870 22.16 

flcmax_20_15_4 2997 3672 22.52 3617 20.69 3625 20.95 

flcmax_20_15_10 3420 4248 24.21 4223 23.48 4217 23.30 

flcmax_20_15_5 3494 4007 14.68 4028 15.28 4038 15.57 

flcmax_20_20_1 3776 4779 26.56 4641 22.91 4674 23.78 

flcmax_20_20_3 3758 4567 21.53 4535 20.68 4598 22.35 

flcmax_20_20_9 3902 4699 20.43 4666 19.58 4611 18.17 

flcmax_20_20_2 3881 4606 18.68 4619 19.02 4626 19.20 

flcmax_20_20_10 3823 4487 17.37 4515 18.10 4462 16.71 

flcmax_30_15_3 4020 4770 18.66 4729 17.64 4692 16.72 

flcmax_30_15_4 4080 4912 20.39 4924 20.69 4890 19.85 

flcmax_30_15_9 4022 4857 20.76 4737 17.78 4770 18.60 

flcmax_30_15_8 4490 5070 12.92 5056 12.61 4982 10.96 
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flcmax_30_15_6 4184 5041 20.48 5013 19.81 4888 16.83 

flcmax_30_20_3 4806 5664 17.85 5648 17.52 5561 15.71 

flcmax_30_20_1 4772 5891 23.45 5995 25.63 5940 24.48 

flcmax_30_20_6 5004 5919 18.29 5989 19.68 5970 19.30 

flcmax_30_20_10 4899 5523 12.74 5532 12.92 5464 11.53 

flcmax_30_20_2 4757 5629 18.33 5470 14.99 5591 17.53 

flcmax_40_15_5 5560 6286 13.06 6380 14.75 6193 11.38 

flcmax_40_15_9 5119 5931 15.86 5907 15.39 5947 16.18 

flcmax_40_15_2 5290 6113 15.56 6105 15.41 6102 15.35 

flcmax_40_15_10 5596 6206 10.90 6271 12.06 6115 9.27 

flcmax_40_15_8 5576 6394 14.67 6329 13.50 6347 13.83 

flcmax_40_20_3 5693 6816 19.73 6865 20.59 6866 20.60 

flcmax_40_20_9 5998 6929 15.52 7065 17.79 6995 16.62 

flcmax_40_20_6 5990 7154 19.43 7160 19.53 7097 18.48 

flcmax_40_20_7 6170 7026 13.87 7107 15.19 7080 14.75 

flcmax_40_20_5 6011 6910 14.96 6846 13.89 6842 13.82 

flcmax_50_15_6 6290 7264 15.48 7206 14.56 7111 13.05 

flcmax_50_15_5 6355 6928 9.02 7026 10.56 6972 9.71 

flcmax_50_15_1 6198 6909 11.47 6860 10.68 6916 11.58 

flcmax_50_15_8 6312 7180 13.75 7158 13.40 7132 12.99 

flcmax_50_15_2 6531 7330 12.23 7267 11.27 7278 11.44 

flcmax_50_20_2 6740 8138 20.74 8063 19.63 8021 19.01 

flcmax_50_20_1 6736 7602 12.86 7550 12.08 7673 13.91 

flcmax_50_20_7 6756 7965 17.90 8081 19.61 7993 18.31 

flcmax_50_20_8 6897 7924 14.89 7890 14.40 7617 10.44 

flcmax_50_20_4 6830 8256 20.88 8218 20.32 8098 18.57 

Mean   17.43  17.15  16.61 

%Improvement   Ref.  1.61  4.70 

TABLE V. APRDS OF PRIORITY RULES APPLIED TO NEH- TAILLARD BENCHMARK 

Size (mxj) PR-NEH PR-D PR-LJP PR-LJP1 PR-LJP2 PR-DB PR-DB1 

5x20 3.30 2.70 2.71 2.95 3.04 2.74 1.93 

10x20 4.60 4.08 3.68 4.02 3.37 3.87 4.89 

20x20 3.73 3.82 2.91 3.20 3.13 2.95 3.73 

5x50 0.73 0.89 0.88 0.70 0.80 0.92 0.93 

10x50 5.07 4.90 4.84 4.71 4.82 5.44 5.56 

20x50 6.65 6.12 6.42 6.50 6.67 6.45 6.08 

5x100 0.53 0.41 0.54 0.57 0.50 0.50 0.60 

10x100 2.21 2.16 2.24 2.33 2.36 2.40 2.39 

20x100 5.34 5.65 4.99 5.28 5.07 5.16 5.71 

10x200 1.26 1.27 1.24 1.23 1.31 1.29 1.23 

20x200 4.41 4.57 4.14 4.24 4.26 4.27 4.39 

20x500 2.07 2.12 2.12 2.14 2.10 2.06 2.09 

Mean 3.32 3.22 3.06 3.16 3.12 3.17 3.29 

%Improvement Ref. 3.01 7.83 4.82 6.02 4.52 0.91 
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TABLE VI. AVERAGE PERCENT RELATIVE DEVIATION OF DIFFERENT PRIORITY RULES FOR VFR BENCHMARK 

Size (mxj) PR-NEH PR-D PR-DB Size (mxj) PR-NEH PR-D PR-DB 

5x10 2.18 1.51 1.67 20x100 5.71 5.61 5.27 

10x10 1.63 1.46 2.66 40x100 5.67 5.31 5.43 

15x10 1.53 2.17 2.47 60x100 4.95 4.51 4.85 

20x10 1.99 1.52 1.59 20x200 4.23 4.04 4.19 

5x20 1.51 2.76 2.19 40x200 4.71 4.66 4.51 

10x20 4.82 4.93 5.34 60x200 4.55 4.35 4.28 

15x20 4.33 3.93 4.50 20x300 3.00 3.03 2.99 

20x20 4.12 3.50 3.89 40x300 4.08 3.90 3.88 

5x30 1.43 1.64 1.45 60x300 3.93 3.91 3.93 

10x30 5.26 5.46 5.29 20x400 2.58 2.46 2.24 

15x30 5.83 5.44 5.31 40x400 3.66 3.51 3.43 

20x30 5.41 5.49 5.47 60x400 3.56 3.47 3.42 

5x40 1.09 0.79 0.70 21x500 2.27 2.23 2.00 

10x40 4.97 4.52 4.75 40x500 3.20 3.11 3.06 

15x40 6.05 5.87 5.56 60x500 3.12 3.20 3.13 

20x40 5.14 5.29 5.58 20x600 1.57 1.64 1.62 

5x50 0.55 0.82 0.84 40x600 3.13 2.98 2.86 

10x50 4.58 4.45 4.59 60x600 2.93 2.94 2.92 

15x50 6.52 6.90 6.76 20x700 1.40 1.23 1.32 

20x50 5.96 6.00 6.71 40x700 2.77 2.60 2.70 

5x60 0.89 0.48 0.34 60x700 2.75 2.71 2.78 

10x60 3.96 3.94 4.25 20x800 1.23 1.15 1.14 

15x60 5.79 5.91 5.91 40x800 2.43 2.52 2.50 

20x60 6.45 6.42 6.14 60x800 2.71 2.67 2.68 

Mean 3.83 3.80 3.92 Mean 3.34 3.24 3.21 

%Improvement  Ref. 0.78 -2.35 %Improvement  Ref. 2.99 3.89 

The PR-LJP proposed by Liu et al. [12] is proved to yield 
better results for the Taillard dataset. PR-LJP adds a third 
metric, absolute (skewness) to the priority rule, PR-D. 
However, when this absolute (skewness) is added to the sum 
of average processing time and mean absolute deviation (PR-
LJP1); the APRD comes down to 3.16% from 3.06%. The 
APRD slightly improves to 3.12% when the absolute 
(skewness) is replaced by skewness (PR-LJP2). For this 
dataset, PR-D reports an APRD of 3.22% and PR-DB, 3.17%. 
The improvement of PR-DB is 4.52% over PR-NEH which is 
better than PR-D (3.01% improvement). When the median 
absolute deviation (MAD1) replaces the mean absolute 
deviation (PR-DB1), we get an APRD of 3.29% (Table V) for 
the Taillard instances. 

The results of VFR (Small) and VFR (Large) datasets are 
given in Table VI. The performance is different here. For the 
VFR (Small) dataset, the performance of PR-DB worsens by 
2.35% whereas; PR-D reports 0.78% improvement over the 
reference priority rule, PR-NEH. For the smaller problems, the 
priority rule, PR-D reports the best results. However, when the 
number of problem sets are considered, the reference rule, PR-
NEH accounts for better results in 11/24 sets followed by PR-

D, 8/24 sets and the new rule, PR-DB does well in only 5/24 
cases. 

However, for the VFR (Large) dataset, the performance of 
the newly proposed rule, PR-DB is better than PR-D and PR-
NEH. The improvement over PR-NEH is 3.89% for this larger 
dataset. The new rule also reports best results in 13/24 
problem sets. PR-D comes next with better results in 8/24 
cases. The priority rule, PR-NEH which performs extremely 
well in smaller problems of VFR, could not match that 
performance and accounts for only 3/24 problem sets. 

The summary of the results is presented in Table VII. 

TABLE VII. SUMMARY OF RESULTS (APRDS) 

Benchmark PR-NEH PR-D PR-DB 

Carlier 1.39 1.44 1.21 

Demrikol (over LB) 17.43 17.15 16.61 

Taillard 3.32 3.22 3.17 

VFR (Small) 3.83 3.80 3.92 

VFR (Large) 3.34 3.24 3.21 
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For all the datasets except VFR (Small), the newly 
proposed priority rule, PR-DB outperforms PR-D and PR-
NEH. 

Paired t-tests are carried out at 95% confidence level using 
MINITAB17 and the results are presented in Table VIII. 

TABLE VIII. PAIRED T-TEST ON DIFFERENT BENCHMARKS 

Pairs T-Value P-Value 

Carlier 

PR-NEH vs PR-D -0.18 0.862 

PR-NEH vs PR-DB 0.55 0.597 

Demirkol 

PR-NEH vs PR-D 1.30 0.202 

PR-NEH vs PR-DB 3.75 0.001 

Taillard 

PR-NEH vs PR-D 1.16 0.270 

PR-NEH vs PR-DB 1.46 0.172 

VFR (Small) 

PR-NEH vs PR-D 0.38 0.710 

PR-NEH vs PR-DB -0.85 0.403 

VFR (Large) 

PR-NEH vs PR-D 3.86 0.001 

PR-NEH vs PR-DB 4.54 0.000 

Since only PR-D and PR-DB are similar priority rules, 
they are compared with PR-NEH and listed in Table VII and 
Table VIII. The analyses could prove the statistical 
significance in three cases with probability values of 0.001, 
0.001 and 0.000 for the pairs; PR-NEH vs PR-DB (Demirkol), 
PR-NEH vs PR-D (VFR-Large) and PR-NEH vs PR-DB 
(VFR-Large) respectively. 

V. CONCLUSION AND FUTURE WORK 
This paper proposes a new priority rule, PR-DB for the 

permutation flowshop scheduling problems. The popular NEH 
algorithm considers the jobs according to the non-increasing 
order of their total processing times. Dong et al. added another 
metric, the standard deviation of the processing times of a 
particular job for initial ordering. In this work, the standard 
deviation used in the priority rule of Dong et al., PR-D is 
replaced by Mean Absolute Deviation. The PR is applied to 
the classic NEH heuristic for makespan minimisation. 
Computational results show that the performance is better than 
PR-D for the Carlier, Demirkol, Taillard and VFR (Large) 
datasets. The results do not improve in the case of VFR 
(Small) instances. The paired t-tests are carried out to assess 
the statistical significance. The main advantage of the new 
rule is that it is simple yet powerful. It can be easily applied in 
scheduling the jobs in any engineering industry. Similarly, it 
can be combined with any popular tie-breaking rule to 
improve the solution quality further. Also, the results obtained 
could be used as the seed solution for any metaheuristic for 
better solution and schedules. Future work includes the 
assessment of PR-DB for other potential benchmarks also. 
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Abstract—Location-based services (LBSs) have received a 
significant amount of recent attention from the research 
community due to their valuable benefits in various aspects of 
society. In addition, the dependency on LBS in the performance 
of daily tasks has increased dramatically, especially after the 
spread of the COVID-19 pandemic. LBS users use their real 
location to build LBS queries to take benefits. This makes 
location privacy vulnerable to attacks. The privacy issue is 
accentuated if the attacker is an LBS provider since all 
information about users is accessible. Moreover, the attacker can 
apply advanced attacks, such as map matching and semantic 
location attacks. In response to these issues, this work employs 
artificial intelligence to build a robust defense against advanced 
location privacy attacks. The key idea behind protecting the 
location privacy of LBS users is to generate smart dummy 
locations. Smart dummy locations are false locations with the 
same query probability as the real location, but they are far from 
both the real location and each other. Relying on the previous 
two conditions, the deep-learning-based intelligent finder ensures 
a high level of location privacy protection against advanced 
attacks. The attacker cannot recognize the dummies from the 
real location and cannot isolate the real location by a filtering 
process. In terms of entropy (the privacy protection metric), 
accuracy (the deep learning metric), and total execution time (the 
performance metric) and compared to the well-known DDA and 
BDA systems, the proposed system shows better results, where 
entropy = 15.9, accuracy = 9.9, and total execution time = 17 sec. 

Keywords—LBS; dummy; deep-learning; attacks; accuracy; 
resistance; performance 

I. INTRODUCTION 
The Internet of Things (IoT) can be defined as a network of 

devices that are connected through the Internet to facilitate 
performing tasks remotely. The IoT is involved in all aspects of 
people’s lives, and it can be used in a wide range of 
applications in industry, transportation, and medicine [1]. In 
smart cities, the IoT forms the backbone for performing several 
missions, as shown in Fig. 1. 

Among the IoTs, location-based services (LBSs) are 
considered the most important services that serve people daily. 
LBSs can be seen as commercial location applications that 
utilize the geographical location information of smart devices 
and mainly smartphones, enabling users to search for Points of 
Interest (PoIs), such as nearest restaurants, hospitals, libraries, 
and sports clubs [3]. In other words, LBSs employ a Global 

Positioning System (GPS) to perform queries issued from the 
user side. In addition, smartphone users can easily obtain the 
benefits of LBS applications by downloading them from 
various sites, such as the Apple Store or Google Play Store. 
From an intersection of technologies point of view, LBS can be 
illustrated as shown in Fig. 2. 

A. The Importance of Location-based Services 
In general, the importance of LBSs comes from their 

provided benefits, which make our lives easier and more 
enjoyable. In detail, three main sectors of daily life highlight 
the importance of LBS-enabled applications: 

1) Medical sector. In the e-health field, LBSs play a 
significant role in monitoring patient health conditions (e.g. 
pulse rates and blood pressure levels), avoiding disasters [4, 5]. 
This, in turn, means that LBSs contribute to limiting the spread 
of illnesses such as COVID-19 by enabling medical staff and 
patients to avoid meeting and consequently maintaining a safe 
social distance. 

 
Fig. 1. IoT in Smart Cities [2]. 

 
Fig. 2. LBS from an Intersection of Technologies Point of View. 

*Corresponding Author. 
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2) Entertainment sector. A further advantage of LBSs is 
enabling users to search for PIOs, such as nearby restaurants 
and music clubs, or enjoying games online [6, 7]. 

3) Social sector. Integrating LBS applications with 
wireless communication technologies have enabled the 
creation of location-based social networking services, such as 
Foursquare, Twinkle, and GeoLife [8]. This integration bridges 
the gap between the physical world and digital online social 
networking services. 

B. Statement of Problem 
The valuable benefits of the LBS applications mentioned 

above are not without risk. The key problem behind the 
extensive utilization of LBS applications is that the privacy of 
LBS users may be attacked. In the cybersecurity research field, 
privacy is a term that refers to sensitive information about 
users' interests, habits, or personal lives [9, 10]. Obtaining such 
information harms users and can even threaten their lives in 
cases of blackmailing or stealing valuable personal 
information, including the nature of their business, the details 
of their business trips, or their religious affiliation. 

To gain a deep look at the privacy issue in LBS 
applications, the mechanism used for serving users should be 
analyzed. Using LBS applications requires constructing and 
sending queries relying on the real geographical locations of 
LBS users, who obtain their real locations through GPS. After 
manipulating these queries by the LBS provider, the results are 
returned to the users. Fig. 3 illustrates the general mechanism 
followed by LBS applications. 

As shown in Fig. 3, there are three main steps, as follows. 

1) The LBS user establishes a query using their real 
location. This query is then sent to the LBS provider. 

2) The LBS provider processes the received query to 
answer the user. The result of the query (the retrieved POI) is 
packaged for resending. 

3) The result is sent back to the LBS user and seen on the 
smartphone screen. 

The scenario described in Fig. 3 is insecure against an 
attacker targeting the privacy of the LBS user. To define the 
problem accurately, modelling is required. Let < 𝛼.𝛽 > denote 
the coordinates of the real location of a given LBS user. Based 
on this representation, the query that is sent to the LBS 
provider is defined as: 

𝑄𝐿𝐵𝑆 = {< 𝛼.𝛽 >. 𝑆𝑃𝑜𝐼.𝐷. 𝐼𝐷}            (1) 

Where: 𝑆𝑃𝑜𝐼 : set of points of interest that represent the 
result of the sent query. 𝐷 : diameter of the search region 
(measured by Kilometres). 𝐼𝐷: identity of the LBS user. 

The privacy problem starts when an attacker tracks the real 
location of the LBS user or analyzes the sent query, as shown 
in Fig. 4. 

In both cases (i.e., tracking the real location or analyzing 
the sent query), personal information about the LBS user is 
obtained. Malicious activities can be performed by a man-in-
the-middle (MITM) attack. However, the privacy problem is 

accentuated if the attacker is the LBS provider since all 
information is accessible. Upon this, the attacker (the LBS 
provider) can track the real location of the LBS user or analyze 
the received query. A malicious profile is then constructed on 
the attacker side, containing personal information that will be 
employed to attack the victim physically. Fig. 5 illustrates this 
dangerous scenario. 

Formally, let 𝑉𝑃 denote the victim profile. Then, 

𝑉𝑃 = 𝑇𝑟𝑎𝑐𝑘 (< 𝛼.𝛽 >) ∪ (𝐴𝑛𝑎𝑙𝑦𝑧𝑒 𝑄𝐿𝐵𝑆)           (2) 

In terms of data flow and trust boundaries (attack surface), 
the security gap is represented by obtaining the query 
illustrated in Fig. 6. 

It is worth mentioning that tracking the real location of 
LBS users leads to location privacy issues, and analyzing the 
sent query leads to query privacy issues [11]. In this work, we 
are concerned about location privacy only. 

 
Fig. 3. The General Mechanism followed by LBS Applications. 

 
Fig. 4. Privacy Problem in LBS Applications. 

 
Fig. 5. Accentuated Privacy Problem in LBS Applications (LBS Provider is 

Attacker). 
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Fig. 6. Security Gap from the Attack Surface Perspective. 

C. Motivation and Research Questions 
In light of the dangerous spread of the COVID-19 

pandemic, dependence on mobile applications and the Internet 
has increased. This is because this dependency keeps people 
healthy in terms of achieving social distancing requirements. 
Increasing dependency on mobile applications is tightly 
coupled with an increasing level of privacy threats [12]. 
Moreover, existing advanced methods that could be used to 
track users, such as those that gather private information [13, 
14], make privacy concerns more relevant. The capabilities of 
attackers are growing daily, with advanced attacks used to 
collect personal information from LBS users being applied. 
The attacker in a Map Matching Attack (MMA) employs the 
side information to gather sensitive data about the LBS user. In 
other words, the attacker can discover the kinds of activities the 
user is involved in by knowing the geographical map from 
which the LBS query is issued (i.e., without tracking the real 
location of the LBS user) [15, 16]. Fig. 7 illustrates the basic 
concept of an MMA. 

Another advanced attack used for penetrating protection 
methods is the Semantic Location Attack (SLA) [18]. In an 
SLA, the attacker can infer semantic meanings related to the 
user's behavior, relying on both the time and place of where a 
user stays, as shown in Fig. 8. 

 
Fig. 7. Concept of MMA [17]. 

 
Fig. 8. Concept of SLA [19]. 

Motivated by these advanced attacks, two main research 
questions must be answered: 

1) How do we ensure high resistance against both MMA 
and SLA? 

2) How can privacy protection be quantified in terms of 
preventing attackers from penetrating privacy protection 
approaches? 

D. Contribution 
The contributions of this work are listed as follows: 

• In response to the first research question, a deep 
learning technique is proposed to generate strong 
dummy locations that protect the real location of the 
LBS user. 

• In response to the second research question (second 
quality requirement), the entropy metric is employed to 
measure the resistance of the proposed deep learning 
based privacy protection system. 

E. Structure of the Work 
The rest of this work is organized as follows. Related work 

is reviewed in Section II. Section III presents the methodology 
of designing and constructing the proposed system in detail. 
Security analysis is discussed in Section IV, followed by the 
results in Section V. Finally, the conclusion and suggestions 
for future work are provided in Section VI. 

II. RELATED WORK 
In response to privacy concerns, researchers have proposed 

several approaches. The approaches were addressed from 
different perspectives, namely, server-based approaches, user-
based approaches, and Trusted Third Party (TTP) approaches. 
Fig. 9 is a classification of LBS privacy protection approaches, 
where each category has its drawbacks. 

The authors of work [20] proposed a Dummy Data Array 
(DDA) algorithm for generating dummy locations to protect 
the location privacy of LBS users. For a given region, which is 
divided into a grid of cells, the key idea of the DDA algorithm 
is to calculate both the vertices and the edges of each cell in the 
grid. Then, the DDA algorithm randomly selects some of the 
cells as dummy locations. To select strong dummy locations 
and achieve k-anonymity, the DDA algorithm selects k cells of 
equal area. The authors of the work [22] provided a survey of 
privacy protection approaches and they focused on dummies. 
Similarly, [21] uses dummies to protect the location privacy of 
LBS users, but with a different dummy generation method. The 
authors proposed two algorithms. The first is called 
CirDummy, which generates dummies based on a virtual circle 
that contains the real location of the LBS user. The second is 
called GridDummy, which generates dummies based on a 
virtual grid that covers the real location of the LBS user. 

 
Fig. 9. Classification of Privacy Protection Approaches for LBS 

Applications. 
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Mix zones are defined in which all users’ locations are 
hidden within these zones with some conditions to strengthen 
the protection method. In the work [23], the authors present the 
(DSC-LPP) approach to protect location privacy in the wireless 
channels. It is based on the idea of spatial cloaking-location 
privacy preserving. In the wireless channels, access points are 
essential elements in the structure of the network. Distance 
between the user and AP is the primary key for transforming 
and retrieving the location of users. Relying on this fact, the 
authors proposed to include the distance information in 
exchanged messages. The distance information can be 
exploited to confuse the attacker by manipulating it through 
mathematical transforming. The transformation leads to 
calculate a new location information, which in turn forms a 
clocking region. The clocking region reflects a security area of 
the location privacy. To enhance the performance, 
normalization is employed in the process of transformation for 
the purpose of building clocking regions. The advantage of this 
approach is that it can protect location privacy in a fixable way 
depending on increasing or decreasing the area of the clocking 
regions. However, if attackers have side information about the 
geographical map where the LBS user is located, the 
mechanism of protection becomes weak. In other words, this 
approach is not robust against MMA. 

Pseudonym method [24] is used for protection of the user 
identity. The key idea is confusing the relationship between the 
position information and user identity information. This 
method is based on TTP model, TTP is the simplest 
intermediary entity between the user and the LBS provider. If 
the request is accepted, the request will be sent to the LBS 
provider; at the same time, the real ID will be changed to a 
pseudo-ID. 

Information Retrieval (PIR) [25] was used to achieve full 
privacy protection. The key idea of the PIR technique depends 
on mathematical principle. It says that if it is impossible to 
compute a certain number or perform a certain mathematical 
task, then the information that form the task is protected. When 
the query is represented by a task, and PIR technique is 
applied, then, the LBS server can process and answer the query 
without knowing any sensitive information about the query. 

III. PROPOSED SYSTEM 
This section is structured so that the threat model is defined 

first. The proposed system design is then described in detail. 
Next, security analyzes are discussed. Finally, the mechanism 
of evaluation of the proposed system is presented with the 
corresponding metrics. 

A. Threat Model 
The objective of the threat model is to draw the 

environment within which the proposed system is running and 
is expected to be robust against attackers. The threat model 
consists of four blocks as shown in Fig. 10. 

• Attacker. The attacker is the LBS provider itself (or its 
maintainer), where all LBS queries are sent to it, and 
connecting with this malicious party is mandatory. 

• Malicious goal. The goal of the attacker is to build a 
malicious profile about the LBS user. This is done by 

gathering personal data about the victim through 
tracking the real locations used to establish LBS 
queries. 

• Capabilities. The attacker's ability is supported by 
launching attacks on the victim, including MMA and 
SLA attacks. 

• Type of attack. The type of each attack launched on the 
victim is active. This is because the LBS provider 
(attacker) can access all information received while 
serving the LBS user. 

B. System Design 
This section provides the architecture of the proposed 

system with its main components and the role of each 
component. 

1) Architecture of the proposed system: The system 
decomposes three main components: the intelligent finder, 
query builder, and sender. The system is decentralized one 
because it is installed on each mobile device of LBS user. 
Table I summarizes the three components in terms of the 
assigned task, technique used, and installation. 

Graphically, Fig. 11 shows the architecture of the proposed 
system with interconnections among the three components. 

 
Fig. 10. Blocks of the Threat Model. 

TABLE I. COMPONENTS OF THE SYSTEM 

Name Task Technique Installation 

Intelligent 
finder 

Generating dummy 
locations 

Convolutional Neural 
Network (CNN), 
Support Vector 
Machine (SVM) 

LBS user 
(Smartphone) 

Query 
builder 

Building the 
protected query Anonymity of identity LBS user 

(Smartphone) 

Sender Sending the 
protected query 

Wireless 
communication 

LBS user 
(Smartphone) 

 
Fig. 11. Architecture of the Proposed System. 
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As shown in Fig. 11, the smartphone (which represents an 
LBS user) is located in a certain location (cell) within the 
covered area that consists of (α×β) cells. The rest of the cells 
are spread on different regions that contain various PoIs. The 
cells that form the covered area can be exploited as dummy 
locations to protect the location privacy of LBS users. In other 
words, using fake locations instead of the real location cuts the 
tracking series that is performed on the attacker’s side to 
complete the malicious profile. This is because the attacker 
(LBS provider) cannot recognize the real location among 
dummies. However, the attacker attempts to compromise the 
protection method by applying advanced attacks such as MMA 
and SLA. This requires that the process of generating (or 
finding) dummy locations be accurate to provide strong 
dummies that can protect location privacy against advanced 
attacks. In this work, artificial intelligence is employed to 
generate strong dummies based on Convolutional Neural 
Networks (CNNs) and Support Vector Machines (SVMs). 
Upon this, the intelligent finder selects (generates, or searches) 
strong dummy locations and then provides them to the query 
builder to establish a query with multiple locations (one of 
them is the real one). Then, the sender sends the protected 
query (PQ) to the LBS provider (attacker). The attacker is 
confused about determining the real location among dummies. 
Below is a detailed description of the role of each component. 

2) Role of an intelligent finder: The main task of this 
component is ensuring the location privacy of the LBS user. 
This is performed by protecting the location information used 
to form the sent query. Based on a novel location privacy 
protection approach, namely, Vectors of Protection (VoP), this 
component ends its assigned task. VoP fills a vector of 
locations by dummies, and the real location in the LBS query is 
replaced by this vector. The key idea of the VoP approach is 
illustrated in Fig. 12. 

As shown in Fig. 12, the real location of the LBS user 
( 𝐿𝐵𝑆𝐿𝑟 ) is represented by the left side. The role of the 
intelligent finder component is to fill the vector by dummy 
locations by executing the VoP approach. The rest of the query 
units remain constant. 

 
Fig. 12. Key idea of the VoP Approach. 

In detail, for a region divided into 𝛼 × 𝛽  cells, the real 
location of the LBS user 𝐿𝐵𝑆𝐿𝑟 is located in a certain cell. Each 
cell has a query probability 𝐶𝐸𝐿𝐿𝑝

𝑞 . The query probability is a 
term that refers to the number of queries sent from a specific 
location in the past (i.e., number of queries built based on the 
cell divided by the total number of queries built based on the 
whole cells). Each cell has a certain value of query probability, 
as shown in Fig. 13. 

The VoP approach selects dummies randomly. From the 
real location of the LBS user, some vectors are issued to the 
selected dummies. Then, the selected dummies are stored in the 
vector of dummies. The number of dummies determines the 
level of protection. This means that the LBS user has full 
control over the desired level of privacy protection. For 
instance, if the LBS user selects 3 dummy locations, the level 
of privacy protection is 4. This is because the real location is 
surrounded by three dummies, as shown in Fig. 14. 

The process of selecting dummies randomly without any 
constraint is a poor tactic. This is because the query probability 
of each dummy location differs from the query probability of 
the real location of the LBS user. This increases the ability of 
the attacker to determine the real location among dummies. 
Therefore, it is better to select dummy locations with the same 
query probabilities as the real location of the LBS user. Fig. 15 
illustrates the selection process under the same query 
probability condition. 

 
Fig. 13. Query Probabilities of Cells. 

 
Fig. 14. Achieving Privacy Protection of 4 Levels. 
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Fig. 15. Selecting Dummies Depending on the Same Query Probability 

Condition. 

This method guarantees that the uncertainty (at the 
attacker's side) in determining the real location among the 
dummies is maximal. Mathematically, this uncertainty is 
represented by entropy. Entropy is a term that refers to the 
inability to determine an object among others based on the 
same features [26]. The entropy of identifying the real location 
out of the dummy vector 𝐸𝑁𝑇𝑑𝑣𝑟  is defined as: 

𝐸𝑁𝑇𝑑𝑣𝑟 =  −  ∑ 𝐶𝐸𝐿𝐿𝑝
𝑞
i
 ×  log2  ×  𝐶𝐸𝐿𝐿𝑝

𝑞
i

𝑝𝑙
i=1           (3) 

where 𝑝𝑙 denotes the protection level of privacy. 

Despite selecting dummies based on the query probabilities 
condition, the privacy threat remains. Selecting weak dummy 
locations creates a vulnerability where the attacker can apply 
MMA and SLA successfully. Weak dummies mean that the 
dummy locations are near the real location of the LBS user. 
This allows the attacker to filter dummies easily. This requires 
additional conditions in the process of selecting dummy 
locations. This condition states that the selected dummies must 
be far away from the real location of the LBS user, as shown in 
Fig. 16. 

 
Fig. 16. Selecting dummies Depending on both the same Query Probabilities 

and Far away Conditions. 

The actual selection process is performed by the intelligent 
finder component. Electing suitable dummies (i.e., strong 
dummies) requires an intelligent method. This intelligent 
method depends on scanning the covered region and then 
determining strong dummies. In this work, a deep learning 
method (the CNN network) with the help of SVM is employed 
to elect strong dummies to fill the vector of dummies. 

The task of the CNN is extracting the features of a given 
geographic region (map). This is performed by scanning the 
map through two kinds of layers: convolutional layers and 
pooling layers. Fig. 17 illustrates the mechanism used by the 
CNN for extracting features of a given region. 

As shown in Fig. 17, the CNN goes through the map in a 
convolutional manner (depending on a filter or kernel) to 
extract the first level of features. Then, the extracted features 
are grouped through a pooling layer to draw a deep look at the 
locations included in the map. This procedure (i.e., convolution 
and pooling) is repeated frequently for the series of extractions. 
The final pooling layer includes the final features. Among the 
extracted features, some locations are suitable to be strong 
dummies, while some are weak dummies. The SVM is linked 
to the fully connected layer to classify the locations into two 
main groups: strong dummies and weak dummies. SVM is an 
intelligent technique that separates a given set of data into two 
major classes. SVM relies on margin, which can be seen as a 
restricted area between the two classes. Fig. 18 shows the basic 
concept of SVM. 

SVM is represented mathematically by the sigmoid 
function, which forms the (S) curve from a graphical 
perspective, as shown in Fig. 19. 

 
Fig. 17. Extracting Features of Map using CNN. 

 
Fig. 18. Basic Concept of SVM. 
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Fig. 19. Sigmoid Function. 

According to the sigmoid function, the complete CNN 
network will be seen as a classifier, where all values above 
(+1) or lower than (0) represent strong dummies, and the area 
between the range [0, +1] represents the margin. Fig. 20 shows 
the complete CNN. 

 
Fig. 20. Complete CNN Network. 

Regarding the VoP approach, the complete CNN feeds it 
with a set of strong dummies. Let 𝑓𝑖𝑛𝑎𝑙𝐶𝑁𝑁𝑑𝑢𝑚𝑚𝑖𝑒𝑠  denotes the 
final set of strong dummies. The vector of dummies is then 
filled by a random selection of dummies since they all satisfy 
the two conditions. The size of the VoP (or the number of 
selected dummies) is based on the privacy protection level that 
is desired. Mathematically, 

𝑉𝑜𝑃 = 𝑟𝑎𝑛𝑑𝑜𝑚 {𝑓𝑖𝑛𝑎𝑙𝐶𝑁𝑁𝑑𝑢𝑚𝑚𝑖𝑒𝑠}            (4) 

The intelligent finder represented by the CNN is trained on 
the Brightkite dataset [27]. It consists of 7.3 million rows and 
five columns (user ID, check-in time, latitude, longitude, and 
location id). To involve query probabilities, we add a new 
column QP to the database. The values of the QP are generated 
randomly. Additionally, the Brightkite dataset is used for the 
testing stage. Therefore, the dataset is divided into two parts, as 
shown in Fig. 21. 

 
Fig. 21. Dividing the Brightkite Dataset. 

3) Role of the query builder: This component is 
responsible for building the protected query. It receives the 
vector of dummies generated by executing the VoP approach 
(the task of the intelligent finder) and then constructs the query. 
To add a second layer of privacy protection, another task is 
assigned to this component, which blurs the ID of the LBS 
user. To end this, the query builder components use an 
anonymity technique. The key idea behind the anonymity 
technique is to hide the ID of the LBS user by replacing it with 
a fake ID. Upon this, the query generated by the query builder 
component is constructed as shown in Fig. 22. 

As shown in Fig. 22, the ID of the LBS user in the original 
query is replaced by a fake identity (𝐼𝐷�). This adds additional 
protection to location privacy since the attacker (LBS provider) 
can recognize neither the real location among dummies nor the 
identity of the LBS user. Thus, the whole units of the protected 
query are given by: 

𝑃𝑟𝑜𝑡𝑒𝑐𝑡𝑒𝑑[𝑄𝐿𝐵𝑆] = {<

𝛼
𝑑1𝑥
𝑑2𝑥
⋮
𝑑𝑝𝑙𝑥

.

𝛽
𝑑1
𝑦

𝑑2
𝑦

⋮
𝑑𝑝𝑙
𝑦

>. 𝑆𝑃𝑜𝐼.𝐷. 𝐼𝐷�}          (5) 

4) Role of the sender: This component is responsible for 
sending the protected LBS query to the LBS provider for 
manipulation. Fig. 23 illustrates the task of the sender 
component. 

 
Fig. 22. The Query Builder Constructing a Protected Query. 
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Fig. 23. Sending a Protected Query to the LBS Provider (Attacker). 

Manipulating the protected LBS query at the LBS provider-
side leads to confusion. This is because the victim profile will 
be full of conflicting data that is not beneficial. Thus, the 
location privacy of the LBS user is protected against the LBS 
provider if it acts maliciously. 

IV. SECURITY ANALYSIS 
This section discusses the security analyses, where the 

issues are taken from the attacker's perspective. In this context, 
two main issues are involved, as shown in Fig. 24. 

In regard to knowing the proposed approach by the 
attacker, a reversing trial is expected to be performed to filter 
dummies. Here, the power of the randomization process is 
employed. As mentioned in formula 4 above, the final set of 
dummies is selected randomly. This means that if 20 dummies 
are strong and can be used as actual dummies, 5 dummies can 
be selected randomly to be utilized as actual dummies to 
achieve a protection level of 6 degrees. Randomization ensures 
complete doubt about determining which of the 5 dummies are 
elected among the 20 dummies. This reflects uncertainty in the 
process of selecting dummies on the attacker side. As a result, 
the attacker can only randomly guess the real location among 
dummies. Thus, reversing the VoP approach fails to achieve 
the malicious goal of the attacker. 

In regard to discussing the success of the MMA and SLA 
attacks from the perspective of the attacker, these attacks fail. 
The reason is that the VoP approach takes into account the 
𝐶𝐸𝐿𝐿𝑝

𝑞 , where it is the same for all locations (the real and 
dummies). In addition, the dummies selected by the CNN are 
far from both each other and the real location. Therefore, 
attempting to collect the dummies in one region is inapplicable 
at the attacker side. This means that the success of the attacks 
will not be achieved. 

 
Fig. 24. Issues of Security Analysis. 

V. RESULT AND DISCUSSION 
This section provides the results in the context of 

comparison with two approaches. The first approach is the 
classical one. A classical approach is an approach inspired by 
the proposed VoP approach, where the dummies are selected 
randomly without taking any optimization into account (i.e., 
𝐶𝐸𝐿𝐿𝑝

𝑞  and distance-relation between the 𝐿𝐵𝑆𝐿𝑟  and the other 
dummies). The classical approach is referred to as the basic 
dummy approach (BDA). The second approach involved in the 
comparison is the one that is proposed in ref [20], which is 
DDA. 

A. Evaluation Metrics 
In this work, three types of metrics are used for evaluation, 

as shown in Fig. 25. 

The privacy-based metric, entropy, which is defined above 
(by formula 3), is employed to measure the privacy protection 
level that is achieved. Entropy is a metric addressed by many 
authors who conducted surveys, such as [28- 32], and by others 
who made technical research papers, such as [33-36]. The 
mechanism of an evaluation relying on the entropy metric is 
adjusted by the following rules: 

 
Fig. 25. Types of Evaluation Metrics. 

1) There is no upper limit to the value of entropy. 
2) There is no lower limit to the value of entropy. 
3) A higher entropy value means a higher privacy 

protection degree. 
4) A lower entropy value means a lower privacy protection 

degree. 

For the deep-learning-based metric, an accuracy metric is 
utilized. Accuracy is a term that refers to the ratio of records 
(dummies) that are correctly classified (i.e., selected as strong 
dummies) [37]. The accuracy metric is inspired by a confusion 
matrix, a common term in the data mining research field [38]. 
Table II shows the confusion matrix (COfMX). 

TABLE II. COFMX AND ITS COMPONENTS 

Actual 
dummy 
(Predicted 
dummy) 

Confusion matrix 

DM ¬ DM Sum 

DM True positives 
DM (TPDM) 

False negatives 
DM (FNDM) 

TPDM + FNDM 
= P 

¬ DM False positives 
DM (FPDM) 

True negatives 
DM (TNDM) 

FPDM + TNDM 
= N 
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Where: 
1) TPDM is a positive dummy that is correctly labelled by 

the CNN classifier. 
2) TNDM is a negative dummy that is correctly labelled 

by the CNN classifier. 
3) FPDM is a negative dummy that is incorrectly labelled 

positive. 
4) FNDM is a positive dummy that is mislabelled 

negative. 

Accuracy is given by the following formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃𝐷𝑀+𝑇𝑁𝐷𝑀)
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑠/𝑑𝑢𝑚𝑚𝑖𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑡𝑒𝑠𝑡𝑖𝑛𝑔 𝑠𝑒𝑡

     (6) 

The mechanism of evaluation relying on the accuracy 
metric is adjusted by the following rules: 

1) There is an upper limit to the value of accuracy (1 or 
100%). 

2) There is a lower limit to the value of accuracy (0). 
3) A higher accuracy value means a higher prediction 

degree. 
4) Lower accuracy value means a lower prediction degree. 

For the performance-based metric, time dominates the case. 
Thus, the total execution time (𝑇𝑒𝑥𝑒𝑇) required to execute the 
approach is used. The 𝑇𝑒𝑥𝑒𝑇 is defined by: 

𝑇𝑒𝑥𝑒𝑇 = 𝑇𝑉𝑜𝑃𝑒𝑥𝑒 + 2 × 𝑇𝑞𝑢𝑒𝑟𝑦𝑠𝑒𝑛𝑑 + 𝑇𝑞𝑢𝑒𝑟𝑦
𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔           (7) 

where 𝑇𝑉𝑜𝑃𝑒𝑥𝑒  refers to the time of executing the proposed 
VoP approach at the smartphone of the user, 𝑇𝑞𝑢𝑒𝑟𝑦𝑠𝑒𝑛𝑑  refers to 
the sending time of the query (assuming that the return takes 
the same time), and 𝑇𝑞𝑢𝑒𝑟𝑦

𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 refers to the processing time at 
the server-side to answer the send query. The mechanism of 
evaluation relying on the 𝑇𝑒𝑥𝑒𝑇  metric is adjusted by the 
following rules: 

1) There is no upper limit to the value of 𝑇𝑒𝑥𝑒𝑇. 
2) There is no lower limit to the value of 𝑇𝑒𝑥𝑒𝑇. 
3) A higher 𝑇𝑒𝑥𝑒𝑇  value means a lower performance 

degree. 
4) A lower 𝑇𝑒𝑥𝑒𝑇  value means a higher performance 

degree. 
B. Entropy-Based Evaluation without Threats 

Without applying any threat, the value of entropy is 
calculated to increase the protection level from 3 to 21 (i.e., 
from three dummies to 21 dummies). Fig. 26 shows the results. 

Discussion and justifications: As shown in Fig. 26, the 
CNN-VoP and BDA approach experiences increased entropy 
values as the protection level increases. The reason is related to 
mathematical justification, where increasing the number of 
dummies involved in the protection level leads to an increase 
in the entropy value. However, the CNN-VoP approach 
achieves better scores than the BDA approach. This is due to 
selecting dummy locations under the control of 𝐶𝐸𝐿𝐿𝑝

𝑞  in the 
CNN-VoP approach. In contrast, no constraints are used in the 
BDA approach. For the DDA approach, its curve can be 
divided into three parts. The first part behaves the same as the 

CNNN-VoP and BDA approaches to increase the values of 
entropy. In the first part, the DDA sometimes overcomes the 
BDA depending on the tree that combines similar dummies, 
which in turn means that some dummies have 𝐶𝐸𝐿𝐿𝑝

𝑞  that are 
similar to the 𝐶𝐸𝐿𝐿𝑝

𝑞  of the real location or approximately 
close to it. In the second part, where PL=12, the DDA performs 
the worst. This is because there are no available candidates that 
can be used as actual dummies, and in this case, the DDA 
repeats the dummies, which negatively affects the entropy 
value. In the third part, the DDA enhances slightly, but the 
BDA outperforms it due to the broad set of dummies available 
compared to a limited set controlled by the DDA. 

 
Fig. 26. Value of Entropy Metric vs. Increasing PL without any Threat. 

C. Entropy-Based Evaluation under Threats 
After applying the MMA threat, the value of entropy 

experiences a decreasing trend compared to the normal 
situation; the attacker has no information about the geographic 
map from which LBS queries are sent. This is shown in 
Fig. 27. 

 
Fig. 27. Value of Entropy Metric vs. Increasing PL under MMA Threat. 

Discussion and justifications: As shown in Fig. 27, despite 
the negative impact of the MMA threat, the CNN-VoP 
approach maintained its peak position. This is because of the 
factors taken into account in the procedure for selecting the 
dummies, where (1) the 𝐶𝐸𝐿𝐿𝑝

𝑞  of each dummy is the same as 
the real location (which contributes to destroying the benefits 
that may be gained at the attacker side by analyzing the 
dummies if they are located in well-known areas) and (2) the 
dummies are spread over a wide space that cannot be collected 
in one area for malicious filtering by the attacker. The BDA 
scheme overcomes the DDA scheme since DDA is vulnerable 
to selecting the dummies based on area similarities. This gap 
can be exploited by the attacker to filter some dummies, 
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weakening the defense that is created by the DDA. In contrast, 
the BDA scheme ignores the similarities since it selects 
dummies randomly, avoiding the drawback of the DDA 
scheme. Table III shows the numerical results of the entropy 
metric. 

The results summarized in Table III show that the BDA 
scheme experiences slight weaknesses against MMA attacks 
compared to a significant weakness in the DDA scheme. 

For robustness against the SLA attack, Fig. 28 shows the 
documented results, where a severe negative impact is clearly 
seen in the DDA approach compared to the normal situation. 

Discussion and justifications: As shown in Fig. 28, the 
common fact that "the value of entropy increases as the PL 
increases" is still working in all schemes involved in 
comparison. However, the entropy values are less when 
compared to the values under MMA threat, which reflects that 
the SLA is more dangerous than the MMA threat. Despite this 
change, the CNN-VoP scheme is still ranked at the top, 
followed by the BDA scheme. At the last position, the DDA 
scheme is coming. This scenario can be justified by the 
positive contribution of using CNN to scan and elect strong 
dummies for membership in the final set of dummies used for 
privacy protection. The BDA scheme ignores the factor related 
to elect dummies that achieve the condition of distance (i.e., 
long distances between the elected dummies and the real 
location). The DDA scheme employs none of the factors, and 
therefore, it performs the worst as a protection method. Table 
IV shows the entropy values after applying the SLA threat. 

To address the difference between the MMA and SLA 
threats, Fig. 29 shows a visual representation of the entropy 
values documented in Table III and Table IV. 

Table V shows the transformation of the visual 
representation of Fig. 29 into numeric values. 

TABLE III. RESULTS OF ENTROPY IN THE THREE SCHEMES UNDER MMA 
THREAT 

                       PL 
Approach 3 6 9 12 15 18 21 

CNN-VoP 

En
tro

py
 

V
al

ue
s 

1.658 3.046 4.208 6.046 9.987 11.587 13.508 

BDA 0.854 2.196 2.809 3.906 4.501 6.946 7.609 

DDA 0.427 1.078 2.145 2.578 3.150 5.347 6.005 

 
Fig. 28. Value of Entropy Metric vs. Increasing PL under SLA Threat. 

TABLE IV. RESULTS OF ENTROPY IN THE THREE SCHEMES UNDER SLA 
THREAT 

                   PL 
Approach 3 6 9 12 15 18 21 

CNN-VoP 

En
tro

py
 

V
al

ue
s 

1.007 2.113 3.666 5.711 7.999 9.720 11.994 

BDA 0.700 1.539 1.999 2.878 3.332 4.448 5.996 

DDA 0.364 0.886 1.589 1.988 2.997 4.123 5.231 

 
Fig. 29. Visual Representation of the Entropy values under MMA and SLA 

Threats. 

TABLE V. DIFFERENCE IN ENTROPY VALUES AMONG THE THREE 
SCHEMES AFTER APPLYING MMA AND SLA THREATS 

                           PL 
Approach 3 6 9 12 15 18 21 

CNN-VoP 
D

iff
er

en
ce

 
of

 E
nt

ro
py

 
V

al
ue

s 

0.651 0.933 0.542 0.335 1.988 1.867 1.514 

BDA 0.154 0.657 0.81 1.028 1.169 2.498 1.613 

DDA 0.063 0.192 0.556 0.579 0.153 1.224 0.774 

Table V shows that the SLA threat has a more negative 
impact on the privacy of LBS users than the MMA threat. This 
is because the attacker employs time usage and knowledge 
about the geographic map to attack privacy (or filter some 
dummies). Thus, it is recommended to pay more attention to 
the semantic location threat in the location privacy research 
arena. 

D. Accuracy-Based Evaluation 
For the accuracy of electing suitable (or strong dummy 

locations), Fig. 30 illustrates the output of the three schemes. 

Discussion and justifications: As shown in Fig. 30, the 
CNN-VoP scheme performs the best, followed by the BDA 
and DDA schemes. The root reason for this is related to using 
SVM as a classifier in the structure of the CNN used to scan 
and discover the dummy locations. Due to the series of 
convolutional and pooling layers used in the CNN, effective 
features of the region that includes the real location of the LBS 
user are generated. Based on the extracted features, strong 
dummies that satisfy the two conditions are elected. This 
means that some strong base criteria are used in the CNN-VoP 
scheme compared to poor ones in the other two schemes. This 
helps to add another strong justification about the strength of 
the CNN-VoP scheme in deep learning. This, in turn, provides 
proof of why entropy values are higher in both cases (i.e., 
without a threat and under the threat of attack) discussed 
above. 

425 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

 
Fig. 30. Accuracy of Three Schemes 

E. Performance-Based Evaluation 
According to the increased number of sent 𝑄𝐿𝐵𝑆, the total 

execution time is calculated for the three schemes, as shown in 
Fig. 31. 

 
Fig. 31. Performance of Three Schemes in Terms of 𝑇𝑒𝑥𝑒𝑇. 

Discussion and justifications: As shown in Fig. 31, the 
CNN-VoP scheme performs the best compared to the BDA and 
DDA schemes, except at the beginning, where it is the worst. 
The reason that the CNN-VoP scheme performs the worst at 
the beginning is related to the training stage, where it still has 
no knowledge and requires much more time. During this 
period, the BDA scheme selects the dummies randomly, which 
is a fast method and leads to the shortest time. The DDA 
scheme consumes some time to construct the tree of dummies 
and thus comes after the BDA. After that, when increasing the 
number of sent queries, 𝑇𝑒𝑥𝑒𝑇  increases in all schemes. 
However, the CNN-VoP scheme achieves the best performance 
since, after the training completes, it can select dummies 
directly based on a knowledge database. The BDA scheme 
returns to the second-order, while the DDA performs the worst 
(the longest time). This is related to a common problem when 
using a decision tree, which is an overfitting problem. This 

means that the process of constructing the decision tree 
requires manipulating all branches without ignoring any 
branches. This consumes substantial time and leads to poor 
performance by the DDA scheme. In terms of average, 
𝑇𝑒𝑥𝑒𝑇 = 17 𝑠𝑒𝑐 for the CNN-VoP scheme, 𝑇𝑒𝑥𝑒𝑇 = 47 𝑠𝑒𝑐 
for the BDA scheme, and 𝑇𝑒𝑥𝑒𝑇 = 67 𝑠𝑒𝑐  for the DDA 
scheme. 

VI. CONCLUSION AND FUTURE WORK 
Recently, the world witnessed a widespread COVID-19 

pandemic which changed the way people performed daily 
tasks. In this context, and to avoid infection, people tended to 
use location-based services (LBSs), which have received great 
attention from companies and research groups. Relying on an 
LBS opens the door for attackers to attack the privacy of LBS 
users since performing tasks requires sending the user's real 
location. The problem is accentuated concerning advanced 
methods that attackers can use, such as Map Matching Attacks 
(MMAs) and Semantic Location Attacks (SLAs). The privacy 
of LBS users will be under great threat if the LBS provider acts 
as an attacker and can apply MMA and SLA attacks. In 
responding to this challenge, this work presents a location 
privacy protection system. The system consists of three main 
components. The first component is the intelligent finder. The 
role of the intelligent finder is to find (or select) strong dummy 
locations for privacy protection against the malicious party (the 
LBS provider), such that the attacker will be confused about 
determining the real location of the LBS user among the 
dummies. The intelligent finder uses a deep learning technique, 
which is the Convolutional Neural Network (CNN). The CNN 
is employed to create a classifier that classifies locations found 
in the region where the LBS user is located into the categories 
of weak and strong dummies. After creating the strong dummy 
category, a Vector of Protection (VoP) approach is performed. 
Strong dummies satisfy two main constraints: (1) the query 
probability of each selected dummy is the same as the real 
location, and (2) they are spread away from each other and the 
real location. The previous two constraints ensure high 
resistance against advanced MMA and SLA threats. The 
second component is the query builder, which is responsible 
for (1) constructing the protected query based on the selected 
strong dummies and (2) hiding the identity of the LBS user. 
The third component is the sender, which is responsible for 
sending the protected query to the LBS provider. The proposed 
location privacy protection system is evaluated according to 
entropy (the privacy protection metric), accuracy (the deep 
learning metric), and total execution time (the performance 
metric). Compared to well-known systems, which are the DDA 
and the BDA, the proposed system shows better results, where 
entropy = 15.9, accuracy = 9.9, and total execution time = 17 
sec. 

Limitation: Privacy protection for an LBS considers 
location privacy and query privacy; the sent query can be 
analyzed depending on the query sampling attack. In attacking 
query privacy, the attacker relies on the PoI as well as its link 
with the locations. In this work, query privacy was not taken 
into consideration. 

Future work: In future work, we will enhance the proposed 
system to ensure comprehensive privacy protection in LBS 
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applications (i.e., ensuring both location privacy and query 
privacy). In addition, we will test the system using different 
databases for training the intelligent finder and use another 
advanced intelligent method, such as advanced clustering. 
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Abstract—An online system has become a priority for 
organisations or companies in many countries, as it allows many 
processes to be conducted via online platforms, which contributes 
to profit gain. There are different types of user experience (UX) 
evaluation models that have been proposed to guide the 
measurement and development process. However, most of these 
models only have dimensions, and there is no guidance for UX 
measurement on online systems. The lack of evaluation models 
for online system measurement requires further investigation. 
This paper aims to identify the gaps in UX evaluation models, 
and develop a conceptual UX evaluation model for online 
systems. The method used in this study includes reviewing 
several literatures and shortlisting the relevant publications on 
UX and online systems. After that, the gaps were identified from 
the existing UX evaluation model in the relevant publications 
based on the ISO standard. Then, the study identified the 
important components of UX, and proposed a new conceptual 
UX evaluation model for online systems. The results of the study 
are the identification of the gaps in existing UX evaluation 
models, and the development of a new conceptual UX evaluation 
model that is specifically for online systems. Therefore, the 
results help in considering UX dimensions, criteria, and metrics 
and potential UX components for evaluation and measurement. 
The paper contributes to system developers, designers, and also 
researchers for future UX evaluation model development for 
online systems. Future studies could use the reviewed UX 
evaluation models to identify relevant dimensions of online 
systems, and hence improve the model that they will develop. The 
findings may also be beneficial to organisations that own online 
systems by providing guidelines on important dimensions 
involved in their UX-based evaluations. 

Keywords—User experience; UX evaluation; UX model; online 
system; conceptual model 

I. INTRODUCTION 
Since the beginning of the millennium, computers have 

been widely utilised in various countries, resulting in a 
revolution in information and communication technology 
(ICT), known as the digital revolution. The digital revolution 
has rapidly grown in developed countries, where there are 
various applications or electronic systems in use. Nowadays, 
an online system is one of the most important applications of 
ICT that has become a priority in all systems around the world. 
An online system is a platform used by any individual or 
organisation to perform their work through the Internet, 
whereby it is flexible and accessible to users [1]. Online 
systems might be totally secure, or could allow third-party 
programmes to join via programming platforms. Online 
systems are useful tools for storing, organising, utilising, and 

gathering data. Nowadays, online platforms have been 
modernised, whereby the users can have access to all 
information at their fingertips. The users use the Internet in 
their daily lives to get information, shop, and communicate 
with chosen online systems. This priority is quickly expanding 
in emerging countries because it can help manage any 
transaction easily. Many governments and businesses support 
the delivery of online systems, which allows them to leverage 
existing technology transactions and interactions with higher 
efficiency and easy access [2]. There are many online systems; 
for example, eBay, Craigslist, Amazon Marketplace, Airbnb, 
and Uber [3], [4]. An online system is not only for business 
purposes, but it is also for government systems, such as e-
government [5] and e-procurement system, because it can 
integrate the use of ICT to improve customer, supplier, and 
other relationships [6]. 

The study of online systems is a significant part of today’s 
economy. For example, the potential of an online system to 
contribute total profitability to governments and companies is 
enormous. It is important to remember that every dollar saved 
in terms of cost because of using an online system can directly 
contribute to the productivity of the country. The study of 
online systems is significant for a variety of reasons, including 
the fact that many industrialised countries and business 
companies use them to manage relationships with their users 
[4]. The benefits of online systems are as follows: easy to use, 
quick response time, automatically processed via technology, 
and faster in terms of accessing information because it is online 
worldwide. 

User experience (UX) is the perception and reaction of real-
world users towards real products and services. UX, as defined 
by ISO 9241-11 (2018), which is the perceptions and responses 
of a person as a result of the use or anticipated use of a product, 
system, or service [7]. Besides that, UX is also related to users' 
emotions, beliefs, and physical and psychological responses. It 
also incorporates brand image, presentation, system 
performance, and physical state as a result of earlier 
experiences, attitudes, skills, and personality, among other 
things [8]. The term UX is most commonly associated with the 
design and presentation of online software solutions such as 
websites and applications [9]. Thus, UX is an important factor 
in creating quality products, systems, and services, especially 
for online systems because many users use online platforms in 
their daily lives and the impact needs to be known through an 
evaluation. UX evaluation is one way of analysing individuals’ 
experiences [10]. UX evaluation is a burgeoning field with a 
wide range of approaches [11]. One of the most important 
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aspects of studying UX is evaluation, which refers to the use of 
a set of procedures and tools with the goal of determining how 
people feel about using a system or product [8]. 

However, there is a lack of investigation of the user 
experience related to an online system in literature as explored 
by the authors. For example, the study by [12] explored the 
emotions of online learning systems among college teachers, 
and proposed an integrated model of Technology Acceptance 
Model (TAM); however, they emphasised on identification of 
technology usage intentions among the teachers, and the study 
did not involve UX dimensions except emotion only. There are 
also some researchers who focus more on factors influencing 
UX [13] but overlooked UX evaluation, including coming up 
with a conceptual UX evaluation model for an online system 
with important measurements. Besides that, the study by [14] 
proposed a conceptual model for UX whereby it is related to 
the process of UX practices in organisations. The model does 
not focus on evaluating UX of online systems and does not 
discuss the model in terms of UX components from 
instrumental and non-instrumental qualities perspectives. UX 
components can be defined as important aspects of human-
technology interaction [15]. For example, instrumental and 
non-instrumental qualities are important in a UX model 
measurement because they are core components of experiences 
related to the user perception including emotion while users are 
using the system [16]. On the other hand, [17] have developed 
a new conceptual UX model for evaluation that focuses on 
workers’ performance evaluation, and not on the online 
system. Furthermore, the need to conduct this study is 
motivated by the lack of existing models that were more 
focused on specific systems such as e-commerce [18], e-
banking [19], and mobile [20]. Furthermore, these studies do 
not provide clear and comprehensive measurement for general 
online systems. 

The gaps discussed above have motivated the authors to 
study UX that is related to online systems by identifying the 
required dimensions and main components of the conceptual 
model that can be referenced for UX measurement on online 
systems. Therefore, the gaps in existing UX evaluation models 
need to be identified with a conceptual UX evaluation model 
development for a better measurement. 

The objective of this current research is to identify the gaps 
in the existing UX evaluation models and develop a conceptual 
UX evaluation model for online systems. The research 
questions (RQ) addressed in this paper is as follows: 

RQ 1: What are the gaps in UX evaluation model for online 
systems? 

RQ 2: What are dimensions of a conceptual UX evaluation 
model for online systems? 

This paper is organised as follows: Section 2 presents the 
background of online systems and relates to a user UX; Section 
3 discusses the methodology of the study; Section 4 discusses 
the results and discussion regarding existing UX evaluation 
model including conceptual model development; and Section 5 
provides the concluding remarks and future work for this 
paper. 

II. BACKGROUND 
This section presents the research studies in the literature 

related to UX evaluation, which covers the content. The gaps 
in the existing UX evaluation models discovered in the 
literature review are considered in the newly developed 
conceptual UX evaluation model for online systems. 

A. Evaluation 
UX has become a more prominent part of system 

development, following the growth of business and process 
models. UX is influenced by the user's internal state, for 
example, individual motivations, expectations, needs, and 
mood; the characteristics of the system being used, such as 
complexity, usability, and functionality; and it is also 
associated with interactions of the context or environment with 
the system [21]. The analysis of user interaction related to web 
systems is crucial for satisfaction, and it may even encourage 
changes to improve UX level [22]. There are five points in UX 
concepts, which are understanding of research, sketch, design, 
implement, and evaluation [1]. One of the pillars of academic 
UX research has been identified as evaluation [11]. The 
experience evaluation is crucial for UX practitioners in the 
workplace [11]. UX evaluation depends on the components or 
factors that exist in the models [23]. Thus, UX encompasses 
product aspects and individual aspects, whereby these consist 
of users’ perception such as pragmatic and hedonic quality, 
aesthetics, user’s emotional experiences, expectations, and 
needs [21]. 

In the literature review, many UX evaluation studies of 
online systems only have dimensions and criteria [15], [18]–
[20], [24]. However, they are lacking the UX dimensions, 
criteria, and metrics in the UX evaluation models. Having the 
dimension, criteria, and metric of the model for measurement is 
important because the organisation or stakeholder can have a 
clear understanding of how to conduct an evaluation of the 
product or system usage more specifically. Furthermore, there 
is a need for conceptual UX evaluation models for online 
systems because this model fills the gap in the literature of UX 
and online systems, including providing important dimensions; 
and it is also due to the studies on UX evaluation that did not 
define additional concrete UX dimensions [11]. Moreover, the 
conceptual UX evaluation model was developed since there 
was a lack of user experience studies on online systems after 
the publication review was conducted by the researcher. From 
the reviews conducted on this domain and to the best of the 
authors’ knowledge, there is no work focused on the UX 
evaluation model for online systems yet. Furthermore, UX is 
still a blurred conceptualisation, causing the need for this study 
to be conducted [9]. Therefore, this study has developed a 
conceptual UX evaluation model for online systems. 

B. UX of Online Systems 
With the growth of Information and Communication 

Technology (ICT) nowadays, information can be obtained 
through an online system, social media, chat, and others [25]. 
Through the circulation of technology nowadays, many 
organisations or companies use online system platforms for 
various processes and transactions. It is publicly accessible, 
open, and more convenient. Thus, the user experience should 
be designed for human use as well, with easy access and 
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assistance for user limitations such as reading small texts [1]. 
However, there is still a lack of research conducted related to 
UX and evaluation for online systems. From a conceptual 
standpoint, different researchers have varying interpretations of 
what UX is to suit their studies and application needs. Some 
studies argue that UX is holistic; others suggest that the 
complexity of experience should be broken down into 
evaluative components. 

Based on the analysis of the existing models, it has been 
noted that the field of UX research should also be given 
attention in terms of measurement models [13]. UX can be 
associated with users' affective, cognitive views such as 
hedonic quality, attractiveness, and the subjective perception 
made by the users of a product, system, or services [9]. 
However, additional research is needed into how these qualities 
with UX dimensions can be represented in a more precise 
manner. Moreover, certain important dimensions that have a 
significant impact on user experience remain implicit in certain 
models [13]. Thus, a conceptual model for UX modelling 
should be established to comprehend, explore, and analyse 
interactions between users and products [13]. Defining a 
conceptual UX evaluation model can be considered by 
incorporating UX dimensions, criteria, and metrics in 
modelling and reflecting elements that have a direct impact on 
the user experience and online systems. The author in [17] 
developed a new conceptual UX model for evaluation called 
the TAMUX model, but it is for workers’ performance 
evaluation and not for online systems. TAMUX is the 
combination of the Technology Acceptance Model (TAM) and 
the Components of user experience (CUE) model. The 
weaknesses of the conceptual model by [17] is it is lacking in 
terms of dimensions with criteria because it only has 
components such as task characteristic, individual 
characteristic, system characteristic, and performance effect. 

Meanwhile, the current study by [25] conducted an 
evaluation of an online learning programme to investigate user 
experience improvement. However, the evaluation in Chow’s 
research is more concerned about usability with the five 
dimensions of learnability, efficiency, memorability, errors, 
and satisfaction. There is no conceptual UX model that can be 
used or referred to for online system measurement. Therefore, 
these studies show the need for a conceptual model that 
consists of UX dimensions, criteria, and metrics because the 
measurement can be conducted in a more clearly and directed 
manner. Moreover, the development of conceptual the UX 
evaluation model also helps or enables organisation or business 
stakeholders to define and redefine the metrics in order to 
improve their user interface and users’ experience [26]. The 
next section will discuss further on methodology and analysis 
of findings to answer the RQ as stated in the earlier section. 

III. METHODOLOGY 
This study used online databases such as ‘Scopus’ and 

‘Elsevier Science Direct’ to search for previous literature. The 
searching technique in this study is referring to [27] study as a 
guidance. The review considers publications on user 
experience, UX, models, and systems for nine years from 
January 2013 to 15 October 2021. Only articles written in 
English and final published journals were considered for this 

study. Keywords such as ‘user experience’, ‘UX’, ‘model’, and 
‘online system’ were used to search for articles in databases. 
‘Paper title’ or ‘abstract’ or ‘paper keywords’ were the search 
criteria. The researcher found an entire list of all relevant 
publications by using multiple keyword combinations. From all 
these databases, the initial search yielded roughly 503 research 
publications. 

Then, 503 of these papers were screened based on title and 
abstract. The screening method eliminated articles such as 
reports, book reviews, and review papers. The papers that 
passed the screening were subsequently scrutinised for 
appropriateness for online systems by evaluating a manuscript. 
Approximately 227 papers were screened through manuscript 
review and selection criteria. Then, only six papers were 
shortlisted and further investigated after reading the entire text. 
After completing the reading, irrelevant publications were 
filtered out based on the scholarly judgement. The result of 
final papers shows that there is a lack of UX model evaluation 
for online systems. Table I shows the results of the final review 
from databases, which resulted in a final shortlist of six 
relevant publications by the authors. While Fig. 1 shows the 
flow of literature review method. 

TABLE I. REVIEW PAPERS FROM DATABASES 

Databases Keyword used 
Result 
based on 
keyword  

Result 
based on 
title and 
abstract 

Final 
shortlist 

Scopus 

‘user experience’ 
AND ‘model’ 
AND ‘online 
system’  

105 24 4 

‘UX’ AND 
‘model’ AND 
‘online system’  

3 0 0 

Elsevier 
Science 
Direct 

‘user experience’ 
AND ‘model’ 
AND ‘online 
system’ 

337 192 2 

‘UX’ AND 
‘model’ AND 
‘online system’  

60 11 0 

Total 503 227 6 

After conducting a final review of relevant publications 
related to online systems, the authors analysed the papers in 
terms of domain of UX Model, instrument used, number of 
participants, and dimensional measurement, which are based 
on System and software Quality Requirements and Evaluation 
(SQuaRE) such as Measurement of quality in use (ISO 
25022:2016) and Measurement of system and software product 
quality (ISO 25023:2016). These two ISOs were used as a 
guidance to determine the dimensions that have similar 
descriptions in the various existing UX evaluation models, and 
to ensure consistency of the terms used in the identification of 
common dimensions in this domain. ISO standards are widely 
used in the field of Human-Computer Interaction (HCI) [28]. 
The current study has reviewed six papers that were shortlisted 
in order to identify the gaps in the existing UX evaluation 
models and to answer research question 1 (RQ 1). Meanwhile, 
the components of a conceptual UX evaluation model for 
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online systems have been developed based on the gaps 
identified and included the important dimensions from the 
literature in order to answer the RQ 2. Therefore, the study 
answered the RQ by conducting the paper review, identified 
the gaps, and then developed a new conceptual UX evaluation 
model. 

 
Fig. 1. Flow of Literature Review Methodology. 

IV. RESULT AND DISCUSSION 
There are various UX evaluation models or frameworks in 

the literature that have been introduced. However, these 
models are inadequate for online system measurement because 
these models are lacking in terms of important dimensions, 
criteria, and metrics. This study used ISO 25022:2016 and ISO 
25023:2016 as guidance by referring to their description and 
categorisation of the dimensions in the UX evaluation model 
since there are various dimensional measurements in the 
literature. This section discusses existing UX evaluation 
models in the literature that have been identified in Section 3, 
and a summary of these models is presented in Table I by 
extracting important aspects such as domain of UX Model, 
instrument used, number of participants, dimensional 
measurement, other dimensions used (Based on ISO 
25022:2016 and ISO 25023:2016), and the identified remarks 
or gaps. 

A. E-commerce’s UX Evaluation Model 
In the work by [18], it is mentioned that improved user 

experience can attract new users, increase visitor numbers, and 
transaction volume of the system. The model was developed to 

evaluate e-commerce websites. The study’s strength is that it 
employs the Fuzzy Comprehensive Evaluation Method, which 
improves the model by implementing specific steps to enable 
systematic evaluation, including the use of triangular fuzzy 
number theory, methods of psychological stratification, and 
weighting factors. Six experts in the field of e-commerce 
evaluated the model. The model developed by [18] consists of 
three dimensions: Visceral, behavioural, and reflective, and has 
verification. Based on ISO 25022:2016 and ISO 25023:2016, 
this model has emotional and functionality dimensions. 
However, this model does not provide dimension with criteria, 
and no metric is provided for online system measurement. 
Besides that, among the weaknesses of the model is that 
information can be lost by criteria’s aggregation as it is based 
on probability and possibility measurement [through Analytic 
Hierarchy Process (AHP)] [29], [30]. Therefore, there is a need 
to provide dimensions, criteria, and metrics of the proposed 
model for online systems because these three components will 
provide clear measurement for evaluation. Fig. 2 shows the 
model developed. 

B. Testing of UX Model with News Sites 
The study by [15] has established a model that constitutes a 

fundamental theory for evaluating news websites, and is 
theoretically applicable to all UX studies. The model is 
expanded to estimate how satisfied users are with news 
websites. Instrumental qualities, non-instrumental qualities, 
and emotional responses are among the UX components that 
exist in this model. The strength of the model is determined by 
the measurement of instrumental qualities and non-
instrumental qualities using AttrakDiff2 [31]. Meanwhile, 
emotional responses are measured through the Positive and 
Negative Affect Schedule (PANAS) elements [32]. Based on 
the ISO standard, this model consists of usefulness, emotional 
(ISO 25022:2016), and trust dimensions (ISO 25023:2016). 
However, the weaknesses of this model are broad 
measurements. For instance, pragmatic and hedonic qualities 
do not have criteria and metrics that are specifically for 
evaluation measurement. The model is also only for testing 
news sites and online news. Therefore, there is a need to 
provide dimensions, criteria, and metrics of the proposed 
model for online systems. Fig. 3 shows the developed model 
for testing news sites. 

 
Fig. 2. Improved Hierarchical Model of p E-commerce’s [18]. 

Screening based on title 
and abstract. Exclude 

article such as reports, book 
reviews, review papers and 

published other than 
English. 

Paper filtered through 
manuscript review and 

selection criteria.  
(N = 227)  

Shortlisting: based on full-
text reading.  

 

Final shortlist for analysis  
(N = 6)  

Paper identified through 
database search.  

(N = 503)  
 

Database search using 
keywords on Scopus and 
Elsevier Science Direct. 

Analysis of papers and 
findings of literature review. 
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Fig. 3. High-Level Representation of the Model of UX with News Sites 

[15]. 

C. Security and Usability Evaluation Model for e-Banking 
The work by [19] investigated frameworks or models, 

including approaches for evaluating e-banking security and 
usability. Their study combines a collection of frameworks that 
were related to security and usability properties such as the 
following: (1) interface; (2) navigation; (3) content; (4) offered 
services; (5) registration and transaction procedure; and (6) 
multi-factor authentication methods. This combination is called 
the hybrid security and usability evaluation model. Based on 
the ISO 25023:2016 standard, this model consists of usability 
and security dimensions. The strength of this model is it is able 
to evaluate e-bank assets that are accessible to the public, and it 
covers 13 different security and usability categories with more 
than 160 metrics. Finally, this model comprises the security 
evaluation part of the framework with 72 metrics, and usability 
evaluation part with 97 metrics. However, the weakness of this 
model is the unclear presentation of dimensions in the model 
with criteria and metrics. Moreover, security and usability 
evaluations are required to be considered in the quality 
improvement process; thus, these dimensions need to be 
designed and tested as part of the quality improvement process 
in order to ensure their coherence with other parts of the 
process [19]. Therefore, it can be concluded that the 
presentation of this model can be improved for evaluation and 
online system measurement. Fig. 4 shows the proposed 
security and usability evaluation model. 

D. Evaluation of the Modified Immersive Virtual Environment 
(UXIVE) Model 
The UXIVE model has been introduced by [24], in which 

the constructed model components are derived from existing 
models. The method used was quantitative (questionnaire), and 
the findings were analysed for model validation using 
Structural Equation Modelling (SEM). The sample size is large 
(152 respondents); thus, SEM has been employed for statistical 
analysis. The strength of this model is validated, which 
comprises ten new UX dimensions, namely presence, 
immersion, engagement, skill, emotion, flow, usability, 
technology adoption, judgement, and experience consequence 

for the edutainment field. Moreover, the model can be used in a 
variety of disciplines, including industrial and collaborative 
settings. Based on the ISO standard, this model consists of 
emotional (ISO 25022:2016) and usability dimensions (ISO 
25023:2016). However, the weaknesses of this model are this 
model is general due to the lack of criteria and metrics that link 
to the dimensions. The measurement for the online system 
should be clear in order to get better results for evaluation. 
Therefore, the dimensions, criteria, and metrics of the proposed 
model for online systems are required. The UXIVE model is 
depicted in Fig. 5. 

 
Fig. 4. The Proposed Security and usability Evaluation Model [19]. 

 
Fig. 5. The Hypothesised UXIVE Model [24]. 

E. UX Evaluation Model on Mobile Terminal Products 
The Content Interaction Vision Model (CIV Model) was 

developed by [20]. Content, interaction, and vision are the 
three UX dimensions of the CIV model. Their study examines 
the important dimensions by using the Heuristic evaluation 
approach and Nielsen's ten (10) usability principles. The 
strength of the model is that the results of the dimensions are 
displayed in the form of a radar chart, which uses a set of 
questionnaires from the System Usability Scale (SUS) for the 
evaluation. Based on ISO 25023:2016), this model consists of 
functionality and usability dimensions. In the same vein, the 
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study by [33] also used SUS and proposed the UX Maturity 
Model for e-commerce websites, which focused on the three 
cores of user experience, namely user research, visual design, 
and user testing. This shows that the UX evaluation conducted 
with other instruments could strengthen the findings of the 
study. However, Huang et al.’s [20] model evaluation focused 
more on the usability principle in order to construct the CIV 
evaluation method and it has a subjective metric. Moreover, 
this model has no verification for the feasibility of the 
evaluation model. Therefore, it is necessary to identify the 
appropriate dimension, criteria, and metrics for online systems 
to get clear measurement of evaluation regarding user 
experience (UX). Fig. 6 shows the CIV Evaluation Model of 
User Experience. 

 
Fig. 6. CIV Evaluation Model of user Experience [20]. 

F. Loyalty Model for E-commerce Recommender Systems 
The study by [34] about the use of an e-commerce 

recommender agent explores the major determinants in the 
establishment of female online shopper loyalty. Then, a new 
model is introduced, developed, and analysed in order to 
improve e-commerce consumer loyalty via the recommender 
systems. The strength of the model is the use of SEM to 
analyse the relationships between independent and dependent 
variables for quantitative research. Their study used the SEM 
tool because it combines factor analysis, path analysis, and 
multiple regression analysis to evaluate construct relationships 
[34]. Moreover, based on ISO 25023:2016, the dimensions in 
this model that were measured are usability, transparency, 
satisfaction, and trust. However, this model did not provide 
clear criteria and metrics for evaluation, which consists of 
dimensions and relationships for each construct. Their research 
also has some limitations in terms of data dissemination and 
collection because the evaluation only involved one e-
commerce platform, whereby it could not be generalised to the 
population studied. In addition, the proposed model requires 
two items: Experience and search-characteristic products for 

future research [34]. Therefore, there is a need for dimensions 
with criteria, and metrics of the model as well as a need to 
consider the experience element of the model in future 
research. Fig. 7 shows the Loyalty Model for E-commerce 
Recommender Systems. Meanwhile, Table II shows the 
summary comparison of existing UX evaluation models or 
frameworks identified. 

Based on the model analysis in Table II above, the models 
were purposely developed for e-commerce [18], testing a news 
site [15], e-banking system [19], edutainment [24], mobile 
terminal products [20], and an e-commerce recommender 
system [34]. Thus, there is no generic online system 
measurement that can be used as each one is tailored to a 
specific system. This means that existing UX models are more 
focused on systems such as e-commerce, e-news, e-banking, 
and mobile product but there is no guided measurement for 
online system as overall such as for online reservation, online 
booking including e-government, e-procurement. 

The model by [15] has provided subjective metrics, but it is 
for news websites. Meanwhile, Huang et al. [20] did not 
present how they performed verification for the feasibility of 
the evaluation model. In addition, the [34] model does not have 
criteria for the measurement. Moreover, the model by Liu et al. 
[18], Alarifi et al. [19], and Tcha-Tokey et al. [24] also did not 
provide metrics for UX evaluation. The dimensions with 
criteria and metrics in the existing model are lacking in order to 
give clear description to the users about the measurement and 
conducting evaluation. Thus, these studies show that there is a 
lack in terms of dimensions with criteria and metrics in the 
existing models that are specifically for online system 
measurement. Hence, this current study motivates the 
researchers to develop a new conceptual UX evaluation model 
for online systems by identifying the important dimensions for 
better measurement. 

 
Fig. 7. Loyalty Model for E-commerce Recommender Systems [34]. 
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TABLE II. THE SUMMARY COMPARISON OF EXISTING UX EVALUATION MODELS OR FRAMEWORKS 

Authors Instrument and 
Number of Participants Dimensions that measured Other Dimensions (Based on ISO 

25022: 2016 and ISO 25023: 2016) Remarks/ Gaps 

Liu et al. 
[18] 

Questionnaire 
(6 experts) 

Visceral, Behavioural, 
Reflective. 

Functionality, 
Emotional. 

No UX metric provided 
in the model.  
 
Model for e-commerce site. 

Aranyi and 
van Schaik 
[15] 

Questionnaire 
AttrakDiff2, 
PANAS 
(85) 

Ease of use, Perceived 
Enjoyment, Beauty and 
Goodness, Behavioural 
intention. 

Usefulness, Trust, 
Emotional, 
Satisfaction. 

Has subjective metrics but it is for 
news websites. 
 
Model for  
designer (online news or interactive 
product) 

Alarifi et al.  
[19] 

Users using web portals 
from the five banks - Usability, 

Security 

Do not provide criteria and metrics of 
model.  
 
Does not provide any prioritisation of 
metrics. 
 
Model for e-banking systems. 

Tcha-Tokey 
et al. 
[24] 

Questionnaire 
(152) 

Presence, engagement, 
immersion, flow, skill, 
experience consequence, 
judgement, and technology 
adoption. 

Usability, Emotional 

Only have UX dimensions. 
 
No metrics provided in the model. 
 
Model for edutainment field. 

Huang et al. 
[20]  

Experiment 
(10) 

Content 
Interaction 
Vision 

Functionality, 
Usability 

No verification for the feasibility of the 
evaluation model.  
 
For mobile and design of online 
product only 

Ali et al. 
[34] 

Survey questionnaire  
(300) 

Web Site Quality, 
Recommendation Quality, 
Loyalty 

Usability, 
Transparency, 
Satisfaction, 
Trust 

Has dimensions whereby it is a 
construct, but do not have criteria. 
 
Model for e-Commerce Recommender 
Systems. 

Moreover, it also shows that there are various dimensions 
measured by the existing models, and the researcher used the 
ISO standard such as System and Software Quality 
Requirements and Evaluation (SQuaRE) which Measurement 
of quality in use (ISO 25022:2016) and Measurement of 
system and software product quality (ISO 25023:2016) as a 
guidance in order to identify and categorise appropriate UX 
dimensions that are similar to each model. Thus, the models by 
Alarifi et al. [19], Tcha-Tokey et al. [24], Huang et al. [20], 
and Ali et al. [34] have similar descriptions of dimensions, for 
example, usability. Meanwhile, the model by Liu et al. [18] 
and Huang et al. [20] have the functionality dimension. 
Besides that, the emotional dimension has been measured by 
the model by Liu et al. [18], Aranyi and van Schaik [15], and 
Tcha-Tokey et al. [24]. Furthermore, the model by Aranyi and 
van Schaik [15] and Ali et al. [34] have the trust and 
satisfaction dimension in their measurement. Therefore, this 
argument shows that the common UX dimensions for 
evaluation for online system measurement are usability, 
functionality, emotional, trust, and satisfaction. These 
dimensions can be considered in measurement for online 
systems. 

On the other hand, based on ISO 25022:2016, the usability 
characteristic comprises efficiency, effectiveness, and 
satisfaction, whereby these dimensions can be considered in 
the model for online system measurement. However, from the 
analysis that has been done, the measurement of these 

dimensions requires UX components, so that the evaluation of 
users can be conducted more accurately and correctly, for 
example, considering the pragmatic and hedonic qualities with 
UX metrics. Based on Fig. 8 below, it shows the gaps flow 
from existing UX evaluation models that were derived from 
Table II. The purpose of this figure is to provide an overview 
of the models that have been identified from the literature, 
including the gaps and the requirements of the developed 
conceptual UX evaluation model. As mentioned earlier, this 
study identified six existing evaluation models related to user 
experience and online systems. The flow in Fig. 8 shows that 
the UX evaluation model requires UX dimensions, criteria, and 
metrics for the model of online systems in order to get a clear 
measurement illustration. 

Besides that, the findings also revealed that any 
development of the UX evaluation model for online systems 
should consider prioritisation for the metrics because it will 
determine which dimensions need to be prioritised for the 
evaluation measurement [19]. Furthermore, there is a need for 
the verification for the feasibility of the model to be concerned 
in any UX evaluation model development. The existing UX 
model is also still not focus on measuring emotions. Therefore, 
it can be concluded that there is a need for dimensions with 
criteria and metrics for online system measurement. Among the 
dimensions that can be considered in the measurement are 
efficiency, effectiveness, satisfaction, functionality, emotional, 
and trust. Thus, these findings addressed important components 
with justification for an online system measurement. 
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Fig. 8. Gaps of Existing UX Evaluation Models. 

G. Development of Conceptual UX Evaluation Model for 
Online Systems 
Fig. 9 shows the conceptual UX evaluation model for 

online systems. This conceptual model was proposed to fill the 
gaps in the literature that has been identified and discussed in 
Section 4. The conceptual model in this study is adapted from 
the Aranyi and van Schaik model [15] because this model 
consists of interaction characteristics such as user 
characteristic, task characteristic, and artifact characteristic; 
and user experience components such as perception of 
instrumental qualities, perception of non-instrumental qualities, 
and emotional responses. As mentioned earlier, all these 
components are important and needed because they are core 
components of experience whereby users’ perception, 
including emotions, are evaluated during the interaction with 
the system [16]. User characteristic refers to user knowledge or 
skill such as education, system experience, personality or role, 
and language proficiency [35]. While task characteristic refers 
to business workflow in the study by Seffah et al. [36], another 
study refers to complexity and involvement in primary tasks 
[35]. Besides that, artifact characteristic refers to the online 
system used by the user. 

There are many examples of online systems such as online 
ticketing systems, online management systems, online billing 
systems and so on. Online systems are also implemented by the 
e-government, e-procurement systems, and others. Thus, the 
findings are significant for these type of online systems to be 
considered because they can refer to this conceptual UX 
evaluation model that will be developed for system 
measurement and enhance their positive user experiences. 
Meanwhile, instrumental qualities can be related to technical 
features, for example, task suitability, self-descriptiveness, and 
controllability [16]. Non-instrumental qualities can be related 
to design features, for example, material, form, and 
combinations of colour [16]. The perception of non-
instrumental qualities, emotions, and the perception of 
instrumental qualities are influenced by interaction 
characteristics, which consist of system function, user, and 
context, whereby it has experiential consequences such as 
overall experience, acceptance, intention to use, and alternative 
choice [37]. Thus, these core UX components of experience are 
important for measurement by the organisation, especially 
those that use online systems. 

Therefore, model for online 
system: 

• Need of UX dimensions 
with criteria and metrics of 
model. 
 

• Need prioritisation of 
metrics. 

 
• Need verification of 

model. 

User Experience 
Evaluation Model of 

Chinese B2C E-
commerce. 

Model of UX with 
News Sites 

Existing UX 
Evaluation Models  

Security and Usability 
Evaluation Model 

UX Model for Immersive 
Virtual Environments. 

CIV Model for Mobile 
Terminal Product 

Loyalty Model for E-
commerce Recommender 

Systems  

No UX metric provided. 

Subjective metric but for 
news websites. 

Do not provide criteria and metrics. Not 
focus on emotions. 

Does not provide any prioritization of 
metrics. 

Only have UX 
dimensions. 

No metrics provided.  

No verification for feasibility of model. 
Not focus on emotion. 

Model for mobile. 

Do not have criteria. Not focus on 
emotion. 

Model for recommender system. 
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Based on the findings in Table II which have been 
discussed, a conceptual model needs to have dimensions with 
criteria and metrics of model, prioritization of metrics, and 
model verification. Moreover, based on the discussion earlier 
(Table II), the dimensions that can be considered in the 
measurement are efficiency, effectiveness, satisfaction, 
functionality, emotional, and trust. However, the conceptual 
model development is designed by including appropriate 
dimensions and linking with criteria and metrics in order to 
provide clear measurement for online systems. Another study 
has provided UX dimensions with metrics, but it is for mobile 
learning [38]. 

According to [39], instrumental qualities are related to 
efficiency, effectiveness, navigation, system visibility, and 
others. Meanwhile, [40] discussed that non-instrumental 
qualities are related to aesthetics, innovativeness, and 
originality. There has been research that places satisfaction 
under the category of instrumental qualities [39]. However, 
attractiveness and satisfaction could be placed under non-
instrumental qualities or hedonic qualities based on literature 
support and data from systematic literature review (SLR) as 
conducted by [41] study. Based on this argument, satisfaction 
can be measured as a hedonic quality, whereby it considers the 
overall experiences of the system by the users [39]. Therefore, 
based on these arguments, efficiency and effectiveness can be 
placed in the instrumental qualities, while attractiveness and 
satisfaction can be placed in the non-instrumental qualities as 
shown in Fig. 9. These dimensions also show that the proposed 
conceptual UX evaluation model for online system has been 
extended from [15] terms of dimensions as shown in Fig. 9. 

 
Fig. 9. A Conceptual UX Evaluation Model for Online Systems. 

Based on Fig. 9, a conceptual UX evaluation model for 
online systems has two parts, which are interaction 
characteristic and user experience components. Interaction 
characteristics consist of components such as task 
characteristic, user characteristic, and artifact characteristic. 
The conceptual model that has artifact characteristic links to 
user experience components, which has perception of 
instrumental qualities (pragmatic quality), emotional responses, 
and perception of non-Instrumental qualities (hedonic quality) 
whereby it is adapted from Aranyi and van Schaik’s model 
[15]. The new conceptual UX evaluation model is extended by 
including the dimensions, criteria, and metrics in the user 
experience components. This conceptual model also revealed 
the important dimension for online systems, namely efficiency 
and effectiveness for pragmatic quality; and attractiveness and 
satisfaction for hedonic quality. On the contrary, the study by 
[7] stated that the sub-category of emotion relates to 
attractiveness, enjoyment, and fulfilment. However, this study 
placed attractiveness under hedonic as investigated by [41] 
study. Besides, instrumental and non-instrumental qualities 
could influence the reactions of users emotionally in the use of 
the system [42]. 

By applying this conceptual UX evaluation model for 
online system measurement, the organisation can provide a 
positive experience for their users with the system. Therefore, 
this conceptual UX evaluation model for online systems can 
contribute to system developers and designers as a guidance in 
order to measure users’ experiences because the model 
representation is flexible, simple, and easy to understand. In 
addition, the novelty of this model development consists of the 
UX dimensions, criteria, and metrics whereby it will give a 
clearer structure of the model for evaluation measurement not 
only to the system developer and designers, but also benefits 
researchers for future studies. 

V. CONCLUSION AND FUTURE WORK 
Online systems are becoming more important sources of 

services for many people; research on the model of online 
systems is a necessity because it is important for any quality 
improvement process. This paper conducted a literature review 
from online databases such as Scopus and Elsevier Science 
Direct about the current state of UX evaluation for online 
systems, and the researchers have identified relevant papers 
that were finally selected for full review and critically 
analysed. It seems that the existing UX evaluation models do 
provide dimensions, however, they do not have criteria and 
metrics in supporting for more detailed and guided the 
measurement. It is found that many of the developed UX 
evaluation models have weak links between dimensions, 
criteria, and metrics in the evaluation measurement. The 
analysis of papers was based on System and Software Quality 
Requirements and Evaluation (SQuaRE) such as Measurement 
of quality in use (ISO 25022:2016) and Measurement of 
system and software product quality (ISO 25023:2016). After 
identifying gaps in the previous literature on existing UX 
evaluation models, then this study proposed a new conceptual 
UX evaluation model for online systems and extended the 
model by adding important dimensions needed for 
measurement such as efficiency, effectiveness, attractiveness 
and satisfaction. Moreover, the user experience component 
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such as pragmatic quality, emotional responses and hedonic 
quality also are needed for measurement. The newly developed 
conceptual UX evaluation model is expected to aid decision 
makers in resolving any evaluation issues, for instance, the 
early stages in the development process of the model for online 
systems. Thus, the goal of this study has been achieved by 
analysed the UX evaluation models and proposed a conceptual 
UX evaluation model for online systems that can benefit 
system developers, designers, and also researchers. It believes 
that a developed model consisting of dimensions, criteria, and 
metrics is necessary to ensure the comprehensiveness of the 
online system measurement in the future. 

Future research can be conducted to explore more UX 
dimensions for online systems in order to get more 
understanding for evaluation. For future studies, further 
identification of general criteria and metrics for online systems 
will be conducted. Therefore, this paper provides a new 
conceptual UX evaluation model for online systems whereby it 
is significant to the system developers and designers because 
they can use the findings of this study in the system 
development phase and researchers can use it as a guide for 
future studies. Findings from this paper are also important for 
system developers and designers to gain an in-depth 
understanding of the important dimensions of online system 
measurement such as for e-commerce and it can be used as a 
basis or guide to redesign existing systems to enhance positive 
user experience. 
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Abstract—Design is a very important step in the product life 
cycle, because it is generally the key for the success or the failure 
of the product. The field of design theories and methodologies is 
fill with theories and methods that have been taught and 
developed throughout the years. Most of them relay on 
subdividing the design process into phases, where the transition 
between each two phases relay on using some design tools. One of 
the main challenges of nowadays is to find a way for the 
integration of artificial intelligence (AI) in the design process. 
This integration could be very benefic, due to the fact that AI can 
learn quickly the relationship between input and output of any 
phenomena, and it can also give us a prediction of the behavior, if 
the inputs parameters vary. In our previous work we shaded the 
light, on how we can improve the transition between design phase 
by storing and retrieving design solutions using morphological 
analysis and design tools like DFX. In this work, we present a 
deferent methodology to perform this transition which relay on 
using an artificial intelligence tool called Artificial Neural 
Networks (ANN) instead of morphological analysis to retrieve the 
right design solution. To illustrate this method, we will take the 
same example from our previous work and will show how we can 
use ANN to learn and predict the right design solution. 

Keywords—Artificial intelligence; ANN; design methodologies; 
DFX; morphological analysis 

I. INTRODUCTION 
The design phase is a very important step in the product life 

cycle [1], even if it is generally costing for approximately 5% 
of the global cost of the project. But the decisions made in this 
step influence 70% of the global cost of the project [2]. 
Nowadays, product design is becoming a very challenging task 
due to the fact that a design team need to have a deep 
understanding of a variety of fields of knowledge 
(technological, social, cultural...) to ensure the success of their 
products once it’s putted in the market [3]. In this scope the 
field of design theory and methodologies is rich of research 
and result that have been used and taught in industry and 
education [4], which are used as guidelines to help identifying 
right steps to take, for the purpose of identify the shape of the 
product that will succeed. Those facts lead to the growing 
complexity of products [5] which make the design process a 
very difficult step. This complexity is related to the fact that the 
number of parameters that we need to take in consideration in 
our product are increasing exponentially. 

The application of Artificial neural network (ANN) in the 
design phase of the product life cycle is still in the earlier stage 
of development [6] [7]. And it’s integration in the design 
process is systematically growing in many field of design [8]. 
This is due to the fact that ANN has a big potential to help 

reducing complexity in the design process, and leading the 
designers to converge quickly to the wright design solution [9]. 

The goal of this work is to present a new methodology that 
will help in the integration of artificial neural network (ANN) 
in the design process. To achieve this goal, we will start from 
our previous work which had as purpose, to store and retrieve 
design solution based on morphological analyses and design 
tools [10], in that work the idea was to improve the transition 
between design phases, by relaying on storing technical 
solution based on some criterions that are already predefined, 
and then retrieving the right one based on the selected 
criterions, using morphological analysis method. In this work, 
the main contribution relay on using artificial neural network 
for retrieving design solution instead of morphological 
analysis. This can be achieved based on a deferent 
modelization of the problem. To illustrate this new method, 
two type of modelization of the problem will be proposed and 
compered. 

In this scope our work is built up as bellows. In Section II, 
a short presentation of the main idea for the previous work, and 
the illustrative example that will be used. Section III, depicts 
the functioning and the sizing of the artificial neural network 
are presented. Section IV, is devoted to show the two types of 
possible modelization of the ANN that can be used to retrieve 
design solution works. Section V sums up our contributions 
and outlines some possible upcoming work. 

II. PREVIOUS WORK 
The main idea of the previous work was to show how we 

can identify a suitable design solution based on the desired 
values of set of inputs criterions (Fig .1). 

The illustrative example was the “mounting of spur gear in 
a shaft”, as a design problem where we have different possible 
solutions regarding the inputs criteria. For that example, eight 
design solutions were proposed as shown in Fig. 2 and each 
design solution has different characteristics: 

 
Fig. 1. Configuration of the Problem. 
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Fig. 2. Design Solutions for Mounting Spur Gear in a Shaft. 

• S1: the spur gear is directly mounted in the shaft. 

• S2, S4, S5, S6 and S7: A key is mounted between the 
shaft and the gear. The shaft and the spur gear hole have 
a cylindrical shape, with different axial blocking 
solutions. 

• S3: An interference fit is used between the gear inner 
hole and the shaft. 

• S8: A key is mounted between the shaft and the gear, 
and the shaft and the spur gear hole have a tapered 
shape. 

For this illustrative example the developed criteria are 
Manufacturability index [11] (MI), Number of commercial 
part, Total number of part, manual assembly time [12] and 
Reparation cost index. For each solution we calculate the 
possible value regarding each preselected criterion. The results 
of calculations are given in Table I. 

TABLE I. RESULT FOR EACH SOLUTION 

Solutions MI Commercia
l parts 

N° of 
parts 

(α+β)/ 
720 

Reparatio
n index 

S1 0.31 0 1 0 1.00 

S2 0.30 3 5 0.5 0.36 

S3 0.49 1 3 0.25 0.41 

S4 0.55 3 5 0.5 0.34 

S5 0.28 2 5 0.5 0.35 

S6 0.32 2 5 0.5 0.34 

S7 0.30 1 4 0.5 0.41 

S8 0.14 3 5 1 0.48 

III. ARTIFICIAL NEURAL NETWORK 
The artificial neural network is a mathematical tool that 

was developed based on the functioning model of the human 
brain. This mathematical tool is used in many fields of artificial 
intelligence, like image recognition, machine learning, 
prediction and classification. In this work ANN will be used as 
machine learning tool, where the aim is to learn the obtained 
values of each solution, in order to build a mathematical model 

which will give us for each set of criterions, the most suitable 
possible solutions. 

A. Functioning of the Neural Network 
An artificial neural network is a model that generally 

consists of three types of layers. An input layer, several hidden 
layers and an output layer (Fig. 3). For each neuron in the 
network (Fig. 4), the output value is calculated as follow (1):  

𝑥𝑥𝑗𝑗 = 𝜎𝜎�∑ 𝑤𝑤𝑖𝑖𝑗𝑗 ⋅ 𝑂𝑂𝑖𝑖𝑛𝑛
𝑖𝑖=1 �             (1) 

Where : 

xj  : The neuron output value. 

wij : Value of the weight which links two neurons. 

Oi: Neuron output value of the preceding layer with (On=1 
bias). 

σ : Transfer function. 

There are several type of transfer function that can be used 
in the neural network, like the Gaussian function (2), tangent 
hyperbolic (3), linear (4) or the sigmoid function (5). This last 
one is generally the mostly used transfer function [13]. 

𝜎𝜎(𝑡𝑡) = 𝑒𝑒𝑥𝑥𝑒𝑒(−𝑡𝑡2)             (2) 

𝜎𝜎(𝑡𝑡) = 𝑒𝑒𝑡𝑡−𝑒𝑒−𝑡𝑡

𝑒𝑒𝑡𝑡+𝑒𝑒−𝑡𝑡
              (3) 

𝜎𝜎(𝑡𝑡) = 𝑡𝑡               (4) 

𝜎𝜎(𝑡𝑡) = 1
1−𝑒𝑒(−𝑡𝑡)              (5) 

 
Fig. 3. Neural Network Model. 

 
Fig. 4. The Model of the Activation of each Neuron. 
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B. Sizing the Neural Network 
The purpose of sizing the neural network is to identify the 

most suitable neural network for our case of study. This 
operation begins by identifying the number of neurons in each 
layer and the number of hidden layers. in other words, the goal 
is to find the smallest size of the network that has an equation 
that generalizes the best the relationship between inputs and 
outputs (Fig.5 (a)) to do so two things must be avoided: 

• The overfitting: which means that the network used is 
too large, so that the equation obtained has integrated 
the errors in the training set of the model (Fig. 5(b)). 

• The underfitting: which means that the network used is 
too small, so that the equation obtained is not adequate 
with the actual model (Fig. 5(c)). 

Thus, to properly size the network, we will start with the 
smallest possible network. We will then calculate the error 
obtained. If this error is too large, we will continue to increase 
the size of the network until the error becomes too small. 

C. The used Neural Network Model 
The use of a neural network begins with the learning 

process. The learning process begins by a set of input and 
output data are given to the network for learning purpose. In 
our case we will give the network, for each set of output values 
Sk (solution S) a set of input values corresponding to it Im 
(criterion) where « m » is the number of inputs and « k » is the 
number output. The goal of this model is to identify from the 
training data the values of the wij of the mathematical equation 
which links the input values to output values. The learning of 
the network is done according to the following steps : 

1) The identification of the input values and the 
corresponding output values (training set). 

2) Initialization of the values of wij . 
3) Calculating the error E : which is the square of the 

difference between the results of the neuron values and real 
the output (6). 

4) Using the Gradient Descent Method (Several variants 
of the gradient decent are possible, in our example we will use 
the delta-bar-delta method [5] ) to modify the values of wij .  

5) Return to step 3 until the error becomes small. 

𝐸𝐸 = 1/2�∑ (𝑆𝑆𝑖𝑖 − 𝑥𝑥𝑖𝑖)2𝑘𝑘
𝑖𝑖 �             (6) 

With : 

k : is the number of outputs. 

Si : the value of the output of the training set. 

xi : the value of the output obtained by the neural network. 

 
Fig. 5. (a) Proper Result, (b) Overfitting, (c) Underfitting. 

IV. LEARNING MODEL 
In this section we present the two learning models for the 

studied problem “mounting a pinion in a shaft”. The first 
model consist of using a network of five inputs and three 
outputs, and the second one consist of using a network of five 
inputs and eight outputs. Then we will compare the obtained 
results of the two models. 

In our case we will refer to the output values of the network 
by Sk, which refer to one of the eight design solutions 
presented in Fig. 2. For the set of input values related to the Sk 
solution, we will refer to them by Ik, this set is composed of 5 
values which are corresponding to the values obtained by each 
of the Sk solution in regard to the five criterions Ik. For 
example, I1 related to the S1 solution is {0.3 ;1 ;0 ;1 ;0 ;1}. 

A. First Model 
For this first learning model, a neural network composed of 

5 inputs and 3 outputs will be used. In this case the five inputs 
are corresponding to the 5 values of the criterions. The input 
values for each criterion should be standardized (there values 
should be between -1 and 1) [5], this step is very important so 
the network can give us reliable results. For this, we will divide 
the values of the number of commercial parts and the total 
number of parts by 10, and for the other criterions they are 
already standardized. 

The output values are three neurons so each solution will be 
encoded as follow: 

S1 corresponds to the value (0,0,0). 

S2 = (0.0.1) 

S3 = (0.1.0) 

S4 = (0.1.1) 

 S5 = (1.0.0) 

 S6 = (1.0.1) 

S7 = (1.1.0) 

S8 = (1.1.1) 

The python programing language and Tcl as graphical user 
interface (Fig. 6) were used to do the learning with a developed 
backpropagation algorithm. The weights values of our network 
were calculated using the Delta-Bar-Delta method [5]. 

To size the network, two possible networks were evaluated. 
the first network “5.2.3” consists of two neuron in the hidden 
layer and the second one “5.3.3” is composed of three neuron 
in the Hidden layer ( Fig. 7). 

The details of the obtained results are for each network are: 

1) For neural network “5.2.3”: 

• Learning parameter: Learning rate: 0.1; Momentum: 
0.7; Delta-bar-delta parameter: ; κ=0.05; θ=0.3; φ=0.2 

• Global error = 0.073. 

• Weights: [array([[ -6.9558979, -10.7009645, 
17.15070722, 9.81960633, -12.31982889, -
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1.65349976],[ 1.7778629, -8.79354065, 17.27106976, -
3.2645242 , 16.7249306 , -13.02356945]]), array([[ 
35.5968495 , 34.0311664 , -37.00298035],[ -
5.08638478, -8.1145575 , 5.80673535],[5.01774992, -
49.84129666, 4.49115069]])]. 

• Results 

[S1 ] : [ 4.48e-02 9.21e-02 2.28e-20]≈ [0,0,0] 

[S2 ] : [ 1.69e-01 5.97e-01 9.71e-01] ≈ [ 0.0.1] 

[S3 ] : [ 2.67e-14 9.89e-01 8.41e-02] ≈ [ 0.1.0] 

[S4 ] : [ 5.08e-05 8.23e-01 8.54e-01] ≈ [ 0.1.1] 

[S5 ] : [ 9.83e-01 3.33e-01 4.27e-01] ≈ [ 1.0.0] 

[S6 ] : [ 9.67e-01 3.66e-01 6.00e-01] ≈ [ 1.0.1] 

[S7 ] : [ 8.39e-01 3.89e-01 8.63e-02] ≈ [1.1.0] 

[S8 ] : [ 9.27e-01 4.43e-01 9.74e-01] ≈ [ 1.1.1] 

2) For Neural network“5.3.3”: 

• Learning parameter: Learning rate: 0.1 ; Momentum: 
0.7 ; Delta-bar-delta parameter: κ=0.05; θ=0.3; φ=0.2. 

• Global error = 5.96 e-10. 

• Weights :[array([[ 21.28907954, 7.92106131, -
16.21637106, 9.40439058, 0.42501641, -
5.98126962],[-23.6018077, -14.94841144, -
9.47059949, -11.06965724, 29.07147555, 9.45002567], 
[ -7.3583812 , 22.28383593, -1.5479036 , -16.2858285, 
6.4895823, 3.67820648]]), array([[-22.88075349, 
4.32776792, -33.44627925, 25.59618602], [ 
37.39235073, 15.50577841, -22.68797391, -
17.65045261],[ 36.05731457, -54.60337139, -
8.63428378, 11.54696872]])]. 

• Results: 

[S1 ] : [ 8.05 e-06 1.13 e-05 1.51 e-17] 

[S2 ] : [ 3.18 e-05 1.87 e-09 9.99 e-01] 

[S3 ] : [ 4.68 e-06 9.99 e-01 2.34 e-05] 

[S4 ] : [ 2.55 e-05 9.99 e-01 1.00 e+00] 

[S5 ] : [ 9.99 e-01 1.81 e-06 4.69 e-05] 

[S6 ] : [ 9.99 e-01 4.71 e-05 9.99 e-01] 

[S7 ] : [ 9.99 e-01 9.99 e-01 8.74 e-13] 

[S8 ] : [ 9.99 e-01 9.99 e-01 9.99 e-01] 

From this study it is noted that the network "5.3.3" provides 
a global error around 5.96 E-10 (Fig. 8) while the network "5. 2 
.3" gives a global error (Fig. 9) of 0.073. So we can say that the 
network " 5.3.3 " is the most suitable for our example, because 
it is the smallest network that provides good results. 

 
Fig. 6. The Developed Program for the Learning. 

 
Fig. 7. The (5.3.3) Network used for the Learning of the Technical Solution. 

 
Fig. 8. The Evolution of the Error after each Iteration using a “5.3.3” 

Network. 

 
Fig. 9. The Evolution of the Error after each Iteration using a “5.2.3” 

Network. 

B. Second Model 
This second learning model is a neural network with 5 

inputs and 8 outputs. The five inputs correspond to the values 
of the chosen criteria and the eight neurons were chosen for the 
output values. In this case, each output neuron corresponds to a 
given solution, if an output neuron obtains the value of 1, then 
this solution is the most suitable in regards to the given values 
of the inputs criteria. 
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To size this network, two networks were evaluated the first 
one is with one neuron in the hidden layer, and the second one 
with two neurons in the hidden layer (Fig. 10). Details of the 
obtained results are: 

1) For Neural network“5.1.8”: 

• Learning parameter: Learning rate: 0.1 ; Momentum: 
0.7 ; Delta-bar-delta parameter: κ=0.05; θ=0.3; φ=0.2. 

• Global error: 0.06801684134122636. 

• Weights:[array([[ 3.66954535e-02, -1.02956629e+02, 
7.11856022e+01, -2.84464136e+01, 3.84737574e-01, 
2.04345583e+00]]), array([[ 3.05821270e+03, -
3.05509115e+03], [ -5.17925747e+00, -6.91778960e-
01], [ 5.05589009e+01, -5.12220784e+01], [ -
5.17697254e+00, -6.91783745e-01], [ 
1.76212801e+00, -3.19181346e+00], [ 
1.76002122e+00, -3.18999900e+00], [ 
5.05586156e+01, -5.12217948e+01], [ -
1.55159832e+04, 4.93991111e+00]])]. 

• Results: 

[S1 ] : [ 9.48e-01 2.81e-03 3.39e-01 2.81e-03 1.93e-01 
1.93e-01 3.39e-01 0.0] 

[S2 ]: [ 0.00 3.32e-01 5.87e-23 3.32e-01 3.95e-02 
3.95e-02 5.87e-23 5.05e-03] 

[S3 ] : [ 3.64e-02 2.84e-03 3.16e-01 2.84e-03 1.92e-01 
1.92e-01 3.16e-01 0.00] 

[S4 ] : [ 0.00 3.32e-01 5.87e-23 3.32e-01 3.950e-02 
3.95e-02 5.87e-23 4.98e-03] 

[S5 ] : [ 2.16e-64 3.62e-03 4.15e-02 3.62e-03 1.80e-01 
1.80e-01 4.15e-02 0.00] 

[S6 ] : [ 1.54e-64 3.62e-03 4.13e-02 3.63e-03 1.82e-01 
1.80e-01 4.13e-02 0.00] 

[S7 ]: [ 3.64e-02 2.84e-03 3.16e-01 2.84e-03 1.92e-01 
1.92e-01 3.16e-01 0.00] 

[S8 ]: [ 0.00 3.33e-01 5.68e-23 3.33e-01 3.94e-02 
3.95e-02 5.68e-23 9.92e-01] 

2) For Neural network“5.2.8”: 

• Learning parameter: Learning rate: 0.1 ; Momentum: 
0.7 ; Delta-bar-delta parameter: κ=0.05; θ=0.3; φ=0.2 

• Global error: 2.16e-08 

• weights: [array([[-11.72500802, -13.56629037, 
12.12204135, 20.69551574,7.94683641, -11.8472096 
],[-22.54860196, -49.77196842, 0.89553372, 
5.18327433, 17.64766934, 5.37958571]]), array([[ -
23.52660555, 23.42517761, -13.33842946], [ 
40.44144954, -435.47791596, -10.05392598], [-
525.18616036, -19.43990113, 11.30272584], [ -
43.84693704, -145.95717923, 10.66856872], [ 
244.01849652, -103.39034649, -169.71850489], [ 
153.29525942, -326.16577446, -78.25786574], [ 

23.84288311, 116.50855895, -125.77287833], [ 
106.3662878 , -6.67651725, -92.49732366]])] 

• Results: 

[S1]: [ 9.99e-1 3.46e-194 1.14e-004 1.62e-59 3.80e-
119 3.02e-176 9.88e-5 1.02e-43] 

[S2] : [ 3.37e-11 9.99e-1 1.74e-100 6.81e-5 7.50e-26 
2.64e-4 1.50e-50 1.05e-19] 

[S3] : [ 3.83e-5 7.49e-31 9.99e-1 9.42e-5 1.91e-80 
5.95e-54 1.92e-48 3.02e-41] 

[S4] : [ 6.72e-7 1.92e-4 2.73e-4 9.99e-1 1.69e-70 
3.05e-32 5.78e-55 3.50e-39] 

[S5] : [ 5.09e-13 4.66e-21 3.69e-178 3.15e-21 9.99e-1 
2.81e-4 3.93e-39 1.07e-4] 

[S6] : [5.91e-13 2.45e-4 1.30e-153 4.96e-13 4.74e-4 
9.99e-1 3.60e-45 3.23e-9] 

[S7] : [ 3.017e-5 3.01e-175 6.42e-198 2.61e-74 2.59e-
28 9.33e-117 9.99e-1 1.77e-4] 

[S8] : [1.37e-8 4.90e-139 1.14e-230 6.47e-66 1.98e-4 
1.29e-81 1.84e-4 9.99e-1] 

 
Fig. 10. A (5.2.8) Net used for the Learning of the Technical Solution. 

According to this study, we notice that the network “5.2.8” 
gives a total error of about 2.16E-08 (Fig. 11) while the 
network “5. 1. 8” (Fig. 12) gives a total error of 0.068. So we 
can say that the network “5. 2. 8” is the most suitable for our 
example. 

C. Synthesis 
As a summary, we can see that the first network “5.3.3” is a 

network that was able to record the relationship between the 
elements of input and outputs, with a network that contains 
fewer parameters (13 neurons). But the downside of this model 
is that we are unable to identify the nearest solution if we 
deviate the values of the inputs criteria. On the other hand, the 
network “5.2.8” is a network which contains more parameters. 
But in the other hand, it has the advantage of giving the nearest 
solution if we deviate the values of the inputs criteria. 
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Fig. 11. The Evolution of the Error after each Iteration using a “5.2.8” 

Network. 

 
Fig. 12. The Evolution of the Error after each Iteration using a “5.1.8” 

Network. 

V. DISCUSSION AND CONCLUSION 
The use of neural network method in the retrieval of the 

wright design solution has a great practical value to industry, 
because it has the potential of saving time and cost in the 
design processes [14]. 

In comparison to our previous work [6], where we used 
morphological analysis to retreive design solution, we can see 
that the use of ANN has the advantage of predecting possibles 
solutions if we change the values of the inputs criterions. 
Where in our previouse work, the values of the criterions were 
fixed and cannot be changed. In this case, if our design 
problem had different values for at least one of the criterions 
the method cannot be used, but in the other hand the use of 
ANN help us to overcome this issue. 

The purpose of this work is to present a method to improve 
the identification of technical solutions that will meet a set of 
design parameters that were pre-identified in the previous 
phase of the design. The proposed method is an idea that can 
be applied in several other problems like, selection of bearing 
type, Material selection or the choice of the machining process. 
The advantage of this method is that, it allows us to make a 
quick and visual choice of the suitable solution by using the 
power of ANN. But the drawback is that this method requires a 
huge work in advance to include all kinds of possible solutions 
in regards to the developed criteria. 
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Abstract—Amid the worldwide wave of pandemic lockdowns, 

there has been a remarkable growth in E-learning. Online 

learning has become a challenge for students. It has become 

difficult for students to find the content they need. The mounting 

accessibility of textual content has necessitated comprehensive 

study in the areas of automatic text summarization and question 

generation. Multiple Choice Questions is very smooth for 

evaluations, and its assessment is implemented through 

computerized applications in order that results may be declared 

within some hours, and the evaluation system is 100% pure. The 

system proposes an interactive reading platform where the user 

can upload an E-Book and get textual summary and generates 

questions like MCQs, fill in the blanks and one word. The user 

can also evaluate the questions answered. The proposed system is 

an all-in-one interactive reading platform. 

Keywords—Machine intelligence; natural language processing; 

neural networks; predictive models; text processing 

I. INTRODUCTION 

The “Live with Covid” era has notably modified the 
manner we live. The field of education can't isolate itself from 
the drastic adjustments, resulting in the near-total closures of 
schools, early childhood education and care (ECEC) services, 
colleges, and universities [1]. It has compelled us to follow the 
online mode of learning. As transferring to online learning has 
introduced us to flexibility and self-paced mastering. But there 
are few cons to this. The new format of classes for students has 
left them with a lack of motivation and creates a sense of 
isolation from the classrooms which may affect their academic 
performance throughout the term. Also, with the development 
of information technology, more and more information appears 
on the internet, retrieving the needed information and making 
sense out of huge data becomes difficult for users. Hence, there 
comes a need for a system which can provide us with 
summarization and question generation for easier and quicker 
retrieving of relevant information from huge chunks of data 
and to test the understanding of the subject through 
assessments. 

In Section II, Review and Planning of the paper is 
discussed. In Section III, various text processing algorithms 
like LSTMs, T5, BERT, WordNet, ConceptNet, Sense2Vec, 
etc. are discussed and the best suited ones are elaborated. In 

Section IV, Literature Survey was carried out wherein, 
technical research papers and some existing systems were 
studied. The gaps in the theory and applications are also 
addressed. In Section V, Inferences from the literature survey 
are mentioned. In Section VI, the Proposed System is described 
in detail along with its workflow and features. In Section VII, 
the implementation part of the system is discussed in detail. In 
Section VIII, the results are presented along with various 
comparisons between the findings. In Section IX, conclusions 
are stated and possible topics for future research are mentioned. 

II. REVIEW AND PLANNING 

Text Processing is one of the most common tasks in many 
ML applications. The review considered following queries. 

Q1- What are the different techniques for performing the 
NLP tasks like Text Summarization, Question Generation and 
Question Answering? 

Q2- What are the different distractor generator algorithms 
used to generate three distractor options in MCQs? 

Q3- What challenges were faced while using these 
algorithms? And which one was the best suited for the use 
case? 

For the survey, databases of IEEEXPlore, Google Scholar, 
and Articles were searched manually, by using various 
keywords like “Text Summarization”, “Question Generation”, 
“Question Answering”, “Distractor Generation”, etc. The 
search was narrowed down to research that only perform 
Abstractive Text Processing [2] which includes the tasks like 
text summarization, Question generation and question 
answering. The approaches to generate distractors for incorrect 
options of MCQs were also studied. Research papers of various 
Text Processing Approaches were studied from the mentioned 
repositories like Journals, Conferences and Articles. While 
trying to select the literature for the system, time duration was 
limited from 1997 to 2021. Along with Research Papers certain 
existing system were also reviewed. The research papers that 
satisfy the above conditions were studied and a few 
comparisons were made based on certain parameters. The 
notable points are highlighted in this paper. These remarks 
helped in identifying solutions to the review questions. 
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III. TEXT PROCESSING ALGORITHMS 

Text Processing is one of the most common tasks in many 
NLP applications [3]. These algorithms help the computers to 
analyze, understand and derive meaning from human language 
in a smart and useful way. For this system, out of all the Text 
Processing Algorithms, RNN based Sequence model like 
LSTM and Transformer based models like T5 and BERT were 
studied. The highlights from research papers are mentioned 
below. 

A. LSTM versus Transformers 

LSTM were one of the most popular choices for 
performing Natural Language processing tasks [4], but were 
replaced after the introduction of current state of the art 
transformer which surpass LSTM over the accuracy and 
convenience of performing the NLP tasks [5]. Limitations of 
LSTM are- it is difficult to train (takes very long time), transfer 
learning never really worked, and it must be computed in serial 
per token [6]. 

B. T5 Transformer 

The text-to-text framework introduced in the paper [7], 
allows NLP tasks, like document summarization, machine 
translation, question answering regression tasks to be trained to 
predict the string representation of a number instead of the 
number itself using the same model for loss function, and 
hyperparameters. The input and output of the T5 model is 
always purely text to text format i.e., text string as shown in 
Fig. 1. 

C. BERT Transformer 

The BERT model in [8], being inspired by the Cloze task 
(Taylor, 1953) alleviates the unidirectionality constraint by 
using a “Masked Language Model” (MLM) pre-training 
objective. Few of the input tokens are arbitrarily masked by the 
MLM and their original vocabulary id is predicted solely based 
on the context. It also makes use of “next sentence prediction” 
task in addition to mask language model to jointly pretrain text-
pair representations as shown in Fig. 2. 

D. BART Model 

BART is a denoising autoencoder used for pre-training 
sequence-to-sequence models. It is trained by corrupting text 
with random noise function thus, model learns to restructure 
the original text as shown in Fig. 3. A standard Transformer 
with simple neural machine translation architecture is used in 
BART. It evaluates several noising approaches. It finds the 
optimum performance by arbitrarily shuffling the sequence of 
original sentences and thereby uses a novel in-filling scheme, 
where a single mask token is placed in spans of text. 

E. Distractor Generator for Incorrect Options 

For distractor generation mainly WordNet, ConceptNet, 
Sense2Vec were studied. 

WordNet is a large lexical knowledgebase of English. 
Every word (i.e., Adjectives, nouns, verbs) is grouped into sets 
of logical synonyms (synsets), expressing a unique concept. 
Every Synset is interlinked to another by lexical relations and 
conceptual-semantic [10]. A hypernym is a higher-level 
category for a given word. Considering an example as shown 

in Fig. 4, color is hypernym for red. Hyponyms are the sub-
categories of an entity. A hyponym is a type-of relationship 
with its hypernyms [11]. A Co-Hyponym are words that shares 
the same hypernym as another word. To generate distractors 
the main goal is to extract co-hyponyms [12]. 

ConceptNet is a semantic network hat that is used to help 
computers understand the meaning of words that people use. It 
generates distractors for locations, items, etc. which have a 
“Part of” relationship [13]. ConceptNet Number batch is a set 
of semantic vectors, also known as word embeddings which 
can be used as direct representation of word definitions or an 
initial state for further machine learning [14]. Fig. 5 depicts an 
example of Generation of distractors using ConceptNet. 

 

Fig. 1. T5 Text-to-Text Framework. [7]. 

 

Fig. 2. BERT Fine-Tuning Procedure. [8]. 

 

Fig. 3. A Schematic Diagram of BART. [9]. 

 

Fig. 4. An Example of Relationship between Hyponyms and Hypernyms. 
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Fig. 5. An Example of Generating Distractors using ConceptNet. 

Sense2Vec automatically generates relations among words 
from a text corpus in contrast to being human-curated. To 
predict a focus word given other words or to predict 
surrounding words of a given focus word a neural network 
algorithm is trained with millions of sentences as its dataset. 
Thus, resulting word vectors which are fixed size vectors or 
array representation of every word. The associations between 
different kind of words are represented by these word vectors, 
thus preserving the relationship among various words. The 
system uses 2015 Reddit vectors instead of the 2019 as the 
output obtained was slightly better. 

IV. LITERATURE SURVEY 

For the system, literature survey was conducted into two 
parts. For the first part of literature survey, several research 
papers related to text summarization, question generation and 
question answering were studied. The inferences from paper 
reading are tabulated in Table III. Later, study of existing 
systems was carried out that aid in the process of interactive 
reading experience and self-assessment. The observations from 
existing systems’ review are tabulated in Table IV. 

V. SURVEY INFERENCE 

In the mentioned reviews, out of all the Text Processing 
Algorithms, RNN based Sequence model like LSTM and 
Transformer based models like T5 and BERT were studied. T5 
is an integrated text-to-text model with text strings as its input 
and output, whereas BERT-style models generate outputs as a 
class label or a span of the input. 

The issue of understanding each word based on the 
understanding of previous words couldn’t be handled by 
traditional neutral networks. Thus, Recurrent Neural Networks 
were introduced to handle the same. These networks have 
loops in them, allowing information to persist. The limitations 
of traditional RNN are that computation is slow because of the 
concurrent nature. If relu or tanh are used as activation 
functions, it becomes very difficult to process longer 
sequences. It is vulnerable to issues such as exploding and 
gradient vanishing. Further LSTMs came into picture. LSTMs 
are a special kind of RNN, capable of learning long-term 
dependencies and work well on a large variety of problems. 
Transformer became a huge achievement over the RNN based 
seq2seq models. Using transformer All to All comparison can 
be done fully parallel, it has multi-headed attention and 

positional encoding and Transfer Learning worked well on it. 
But its limitations include attention can solely deal with text 
sequences whose size is pre-defined. The sequence must be 
split into fixed-sized segments or chunks before being given as 
input into the system. Fig. 7 depicts evolution of text 
processing algorithms. 

Hence, due to its advantages in terms of speed and 
compatibility to the task, the different transformer models like 
T5, Distil BERT, Distil BART were decided to be used in the 
system for performing text summarization, question answering 
and question generation tasks as shown in Fig. 6. 

 

Fig. 6. Categories of Text Processing Tasks. 

 

Fig. 7. Evolution of Text Processing Algorithms. 
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VI. PROPOSED SYSTEM 

Firstly, the user needs to sign up to the system and using 
credentials, log in to the home page. They can reset their 
passwords and edit their profiles as per their wish. The users 
will be categorized into guests and authors. 

When a user (guest) authenticates into the system, an 
application tutorial will be displayed to make them familiar on 
how to use various features of the system. The user will either 
choose an E-Book (pdf) from the system library or upload one 
of their own. Then, the user will be able to read the E-Book in 
an E-reader, also have access to page wise summary and a self-
assessment of the E-Book. The assessment will have three 
categories of questions – MCQ’s, Fill in the blanks and One-
word type questions. Additionally, the user can generate 
summarization from series of pages and get solution to a 
question they ask in context to a specific page. The system will 
display a collection of top-rated E-Books scraped from an E-
Book rating and cataloguing website. 

When authenticated authors logs into the system, they will 
be allowed to publish their E-Book (pdf), auto-generated page 
wise summary and a self-assessment of the E-Book to the 
library. The author will be able to search for their published E-
Book from the library and get a preview of the generated 
summary and self-assessment. Furthermore, if they wish they 
can modify the same. Fig. 12 depicts proposed system. 

VII. IMPLEMENTATION 

The systems’ frontend designing is done using React.JS 
and in the backend, node.js express is used to host the web 
server and mongo DB Atlas is used for the database [15]. 

In the Mongo DB Atlas, a FLIP database is created in 
which there are three collections. 

 User’s E-Books: It stores all the data of the E-Book 
uploaded by the user. 

 FLIP library: It stores all the data of the E-Books 
available in system’s library. 

 Authorized Authors: It stores the user’s IDs of all the 
users that are categorized as authors. 

MongoDB was chosen for its flexibility, scalability and 
cloud storage services. Also, it eases the restriction of a schema 
for of DB. 

In the node server, APIs are available for uploading the E-
Book to the server, performing CURD operations on the 
Mongo DB. It also runs three Python Scripts to perform mainly 
three tasks which are- 

A. Summary Generation and Self-Assesment Script 

Firstly, for summary generation, T5 for Conditional 
Generation and T5Tokenizer from T5 base is used. This model 
was chosen over its other competitors like BERT, because it’s 
pretrained on the much large and cleaner C4 dataset and in 
comparison, (base version), it contains nearly twice the number 
of parameters as BERT (T5: 220M & BERT: 110M) [7]. 
Additionally, it was also pre-trained specific for the text 
summarization task so no further fine tuning was required [8]. 

The content is then Pre-processed for removing all white 
spaces and is passed through the T5Tokenizer to get it 
tokenized. Its limitation is that there is a maximum limit of 509 
tokens (excluding special tokens) for generation of summary. It 
was overcome by extracting the first chunk of 509 tokens from 
the tokenized content and then special tokens were added to 
them. Further, they are passed to the 
T5ForConditionalGeneration model to generate the summary 
whose length must be between 100 to 508 tokens. This 
generated summary is then added back to the front of the 
tokenized content. Now, the above process is repeated till 
tokenized content has less than 509 tokens. What this 
essentially does is retains the context of the previously 
generated summary with addition to the context provided by 
the additional tokens added in current iteration. Repeating this 
process will shorten down the size of the tokenized content to 
509 tokens or less so that they can be fed to the T5 model at 
once without losing much context of the previous iteration. 

An alternative approach to this, would be using the pre-
trained DistilBART model. The process would majorly remain 
unchanged except for the limit for the length of the token 
chunk would be increased from 509 to 1022. 

Next, Extraction of keywords is done using NER (Name 
Entity Recognition). Basic advantage of this method over other 
keyword extraction algorithms like Multipartite Rank, TfIdf, 
TextRank, etc is that it is able to identify Named Entities (NEs) 
which are real-life objects that are proper names and quantities 
of interest. And heuristically, when selecting answers for MCQ 
or other type of question in non-language related subjects these 
Named Entities have shown to provide more relevant and 
correct questions. 

The name entities are extracted using SpaCy library from 
the content to get a list of keywords to be used as answers to 
the questions generated [16]. Using Maximal Marginal 
Relevance (MMR), the top five most relevant name entities can 
be procured out of the extracted ones. In MMR, the keywords 
that are most analogous to the text are selected. Then, 
iteratively new candidates are selected such that they both are 
analogous to the text and not analogous to the previously 
selected keywords. The similarities are measures based on 
Cosine similarity [17]. 

An alternative to MMR is Max Sum Similarity (MSS), The 
maximum sum distance of a pairs of data is calculated as the 
maximized distance which exists in between the two data 
points. In this case, candidate similarity was expected to be 
maximum to the document while minimizing the similarity 
between candidates. But a drawback in this is that, to get more 
diverse options there is a need to provide larger number of 
keywords to filter from, which is not possible for this system 
every time. 

Then, for Generation of the question pre-trained 
T5ForConditionalGeneration base model is taken and it is fine-
tuned on the question generation task using the SQuAD-The 
Stanford Question Answering Dataset [18]. The construction of 
fine-tuning dataset is done in the form of 3 columns the 
context, the answer and the question. The input is provided in 
the format of 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 1, 2022 

449 | P a g e  

www.ijacsa.thesai.org 

 
and provide the target in the following format- 

 
In this way, nearly 80,000 rows are trained as a part of 

training dataset and 10,000 rows are used for validation of the 
trained model. For training the model batch size of 4 is used 
and for 1 epoch (which nearly takes about 4 hours to complete 
on the google collab notebook). Now, iteration over the 
keyword list is carried out and this fine-tuned model is used to 
generate questions for each keyword as output given the input 
as “context: (--summary--) answer: (--keyword--) </s>”. 

To generate the distractors for the keywords the Sense2Vec 
Reddit 2015 is used. As Sense2Vec performs better with 
Named Entities compared to other algorithms like Wordnet, 
ConceptNet, etc. 

The list of keywords is iterated and then- the best sense for 
selected keyword is generated and then the top thirty most 
similar words to it are found based on the best sense it gets. 
Then, the list of these words is filtered using Normalized 
Levenshtein Distance with a threshold of 0.7. Further, to select 
the top three distractors the MMR is used, by comparing the 
selected keywords and the distractors that are found. If any 
distractors for the keywords are not found, then those question-
Keywords pair are used for one-word type questions. 

Now, for generating fill in the blank’s questions, the top 
three keywords to be used as answers to the questions are 
found using the Multipartite Rank algorithm in the Python 
keyword extraction library as it seems to work best for these 
types of tasks [19]. Using the keyword processor in the 
FlashText library, the keywords are mapped with the sentences 
of which they’re a part of and then this Sentence-Keyword pair 
are used as Fill in the Blanks questions. 

B. Summary Generation for Collection of Pages Script 

This script takes concatenated content of series of pages as 
input and then summarizes them using procedure same as that 
of the Summary Generation part mentioned in the Summary 
generation and self-assessment script. 

C. Question Answering for a Question asked in Context of a 

Specific Page Script 

In this, pre-trained T5ForConditionalGeneration base 
model is taken and fine-tuned on the question answering task 
using the SQuAD- The Stanford Question Answering 
Dataset.[18] The fine-tuning dataset is constructed in the form 
of 3 columns- the context, the answer and the question. The 
input is provided in the format of “context: (--context--) 
question: (--question--) </s>” and provide the target in the 
following format of “answer: (--answer--) </s>” In this way 
nearly 80,000 rows are trained as the part of training dataset 
and 10,000 rows are used for validation of the trained model. 
For training the model batch size of 4 is used and for 1 epoch 
(which nearly takes about 4 hours to complete on the Google 
collab notebook). Now, this fine-tuned model is used to 
generate answers for the input questions, context which are fed 
to the model in the following format of “context: (--
page_content--) question (--input_question--) </s>”. 

An alternative approach to this would be using the pre-
trained DistilBERT model. The process of fine tuning would 
majorly remain unchanged except for the input format would 
become “CLS (--question--) SEP (--context--) SEP” and for 
target is “CLS (--answer--) SEP”. 

In the frontend, for sign up and sign in, Google Firebase 
Authentication Services are used. Thus, enabling the users to 
register using an email ID, password. And then signing in 
using the credentials provided to them. Further they are also 
provided with user support like resetting the password and 
updating the profile [20]. 

To upload an E-Book to the server, an upload API is used 
which in turn uses the node.js express- fileupload package and 
triggers the Summary generation and self-assessment Script 
where the summary and self-assessment for each page of the E-
Book is generated and then the Inserting API of the CURD 
APIs is used to upload the generated content to the Mongo 
DB’s user’s E-Book collection. To retrieve the generated 
content of the E-Book uploaded by the user, the Retrieving API 
of the CURD APIs is used which uses E-Book name and user 
ID as a query in the Mongo DB user E-Book collection. To 
generate the summary for series of pages, the Summary 
Generation API is used which requires the content 
(concatenation of the content of series of pages) as request 
parameters. The API triggers Summary generation for 
Collection of pages Script and gives the script received content 
as an input. To generate answers to the questions in context to 
a specific page, the Question Answering API is used which 
requires the content (content of the specific page), question as 
request parameters. The API triggers Question Answering 
Script and provides the script with received content and 
question as input. For authors to upload an E-Book to the FLIP 
library, the library upload API is used which is same as upload 
API but the difference being that it uploads the E-Book to the 
FLIP library collection instead of the user’s E-Book collection. 
For authors to modify the content of the selected E-Book, the 
Modification API is used which uses the update API of the 
CURD APIs to update the data of the E-Book in the FLIP 

library collection. 

VIII. RESULTS 

A. Text Summarization 

This task was performed using two approaches namely Pre-
trained T5 model and Pre-trained DistilBART model. The 
performance of the two was evaluated based on the evaluation 
benchmarks like CNN/DM-ROUGE-1, CNN/DM-ROUGE-2 
and CNN/DM-ROUGE-L which are recorded in the Table I. 

1) WMT 2016: It is a group of datasets which can be used 

in the shared tasks - IT domain translation, an automatic post-

editing, news translation, biomedical translation, etc. [21]. The 

score for WMT English to Romanian and Romanian to 

English are referred to as En-Ro and RO-EN [22]. 

2) CNN/ daily mail: It is a text summarization dataset. 

From CNN and Daily Mail Websites news stories, human 

generated abstractive summary bullets were generated as 

questions (with one of the entities hidden), and news stories as 

the corresponding passages which are used by the system to 
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answer the fill in the blank question as expected. The websites 

were crawled, using scripts released by authors and these 

scripts also extracted and generated pairs of passages and 

questions [23]. 

3) ROUGE: Recall-Oriented Understudy for Gisting 

Evaluation (ROUGE) is a collection of metrics used for 

evaluating natural language processing tasks like text 

summarization, machine translation software. An auto-

produced summary or translation is compared against a 

reference or set of references (human-produced) summary or 

translation by the metrics. 

 Rouge-N: Overlying of N-grams among the reference 
summaries and the system. 

 Rouge-L: Longest Common Subsequence primarily 
totally based statistics. It takes into consideration 
sentence level structure similarity clearly and identifies 
longest co-occurring in collection N-grams 
automatically [24]. 

B. Question Answering 

This task was performed using two approaches namely Pre-
trained T5 model and Pre-trained DistilBERT model. The 
performance of the two was evaluated based on the evaluation 
benchmarks like GLUE and SQuAD which are recorded in the 
Table II. 

1) GLUE: The General Language Understanding 

Evaluation (GLUE) benchmark is a set of resources used to 

train, evaluate, and analyze Natural Language Understanding 

systems. It is of the model-agonistic format and hence, any 

system that is capable to process sentence and sentence pairs 

or outputting corresponding predictions is eligible to 

participate. Its’ final goal is to drive analysis within the 

development of general and robust NLU systems [25]. 

2) SQuAD: The Question Answering Datasets use two 

major metrices called SQuAD Exact Match (EM) and SQuAD 

F1 Scores. SQuAD EM is a simple yet strict all-or-nothing 

metric wherein every question-answer pair, if the characters of 

the model's prediction exactly match the characters of (one of) 

the True Answer(s), EM = 1, otherwise EM = 0. SQuAD F1 

score is metric used for classification problems, and QA. It is 

ideally used when precision and recall are of equal importance 

It is calculated over individual words within the prediction 

against those in the True Answer. The premise of F1 score is 

that the number of shared words between the truth and 

prediction: precision is the ratio of the quantity of shared 

words to the overall number of words in the prediction, and 

recall is the ratio of the count of shared words to the total 

count of words in ground truth [26]. 

    
 

                      
    

                 

                  
          (1) 

C. Question Generation 

For gaining knowledge about the accuracy of the system 
trials were carried out on 5, 10, 15 and 20 samples of E-Books 
each five pages long. The results of this approach on the 
system are recorded in the Table V and Table VI. 

TABLE I. PERFORMANCE BASED ON EVALUATION BENCHMARKS FOR 

TEXT SUMMARIZATION 

 
WMT EnRo 

/ RO-EN 

CNN/DM-

ROUGE-1 

CNN/DM-

ROUGE-2 

CNN/DM-

ROUGE-L 

T5 28.0 42.05 20.34 39.40 

DistilBART 37.96 44.16 21.28 40.90 

TABLE II. PERFORMANCE BASED ON EVALUATION BENCHMARKS FOR 

QUESTION ANSWERING 

 GLUE SQuAD-EM SQuAD-F1 

T5 82.7 85.44 92.08 

DistilBERT 77.0 77.7 85.8  

TABLE III. STUDY OF RESEARCH PAPERS 

Paper Title Key Points Drawbacks 

Sepp Hochreiter, 

et al. [4] 

 LSTM being local in time and space having a complexity of O(1) per time 
weight and step. 

 LSTM performs higher number of successful runs, learns faster 

 It is efficient in solving complex, artificial tasks with long time lags 

 It is difficult to train (takes very long time).  

 Transfer learning never really worked, and it 
must be computed in serial per token. 

Colin Raffel, et 

al. [7] 

 Explore transfer learning to introduce a unified text-to-text framework. 

 Comparison between various aspects on masses of NLU tasks. 

 Inference from C4 exploration and scale, advanced results on NLP tasks were 
recorded. 

 Size of T5 model is 30 times more than the 
general NLP models 

 It is expensive to use on commodity GPU 
hardware. 

Jacob Devlin, et 

al. [8] 

 BERT a pre-trained deep bidirectional representation transformer model 

 Performs pre-training on unlabeled text by jointly conditioning on right 
direction and left direction of context in all layers. 

 Presents a MLM technique, for carrying out bidirectional training of models 

 The fine-tuning and pre-training are 
inconsistent.  

 The model file is too large, and the training 
time is too long.  

Mike Lewis, et 

al. [9] 

 Proposes pre-training objective for sequence-to-sequence models as denoising 

autoencoder and uses Transformer architecture. 

 Training done by corrupting textual content along with arbitrary noise function 

and the Language Model denoises it. 

 Outputs are highly abstractive with few copied 

phrases. 

 Model has tendency to hallucinate unsupported 

information. 
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TABLE IV. STUDY OF EXISTING SYSTEM 

Product Key Points Drawbacks 

Text Summarization 

[27] 

 Based on advanced NLP and ML technologies.  

 Summarizes text from the URL or provided document 

 Can be easily used in any environment 

 Capable of making HTTP requests 

 The system does not allow to 

upload whole E-Book. 

 It does not have question 

generation functionality. 

Automatic Text 

Summarizer [28] 

 A multilanguage Text Summarizing and Paraphrasing AI Tool 

 Uses specific algorithm for extracting key points and uses extraction-based summarization 

 Accessible by an API and is still in its development phase 

 Upload of whole E-Book is not 

possible 

 No option of question 

generation 

Quillionz [29] 

 AI-powered platform for creating questions, quizzes and notes, allows to edit those 
questions and notes. 

 Highlights important parts, summarized points, reinforce key concepts using notes 

features. 

 It has access to only limited 
number of E-Books. 

 Impossible to upload whole E-

Book. 

Lumos Comprehend 

[30] 

 An automated solution that helps to build quality questions and answers for textual 

content powered by advanced AI and ML algorithms. 

 User can use this application to convert long articles into meaningful questions and 

answers. 

 Once the questions and answers are generated, can view them on the screen or export 
them in CSV file format. 

 The system does not have text 

summarization functionality. 

TABLE V. PERFORMANCE OF SYSTEM FOR QUESTION GENERATION 

No. of E-

Books 

Total 

Questions 

Ideal Total 

Questions 

Time required 

(minutes) 

Relevant 

Questions 

Irrelevant 

Questions 

Percentage of Correct 

Questions 

Percentage of Incorrect 

Questions 

5 159 200 37.5 126 33 79.25 20.75 

10 332 400 77.5 261 71 78.61 21.397 

15 469 600 119 372 97 79.32 20.68 

20 637 800 160.5 506 131 79.43 20.57 

TABLE VI. PERFORMANCE OF SYSTEM FOR DISTRACTOR GENERATION 

Num. of 

E-Books 

Total MCQ Options 

Generated 

Correct Options for 

MCQs 

Incorrect Options for 

MCQs 
Percentage of Relevant 

Options 
Percentage of 

Irrelevant Options 

5 111 82 21 73.87 26.13 

10 246 187 39 76.02 23.98 

15 408 319 65 78.19 21.81 

20 537 436 77 81.20 18.81 

A collection of 20 sample E-Books were tested on the basis 
of above-mentioned sampling procedure on the system. The 
algorithms were trained to generate 8 questions per page. The 
Fig. 8 compares number of E-Books with time required to 
generate total questions. Questions generated by the system 
were considered to be relevant or irrelevant in accordance to 
grammatical and logical correctness in English language. For 
evaluation of the questions generated, it was found out that 
when 20 samples were tested, maximum accuracy of 79.435% 
is achieved. Otherwise for 5, 10 and 15 samples, accuracy of 
79.245%, 78.614% and 79.317% is recorded respectively. The 
Fig. 9 compares ideal number of questions to be generated with 
the actual number of questions generated. The Fig. 10 depicts 
percentage relevancy of questions generated. For evaluation of 
the MCQs’ options generated, it was observed that when 20 
samples were tested, maximum accuracy of 81.199% is 
achieved. Otherwise for 5, 10 and 15 samples, accuracy of 
73.873%, 76.016% and 78.186% is recorded, respectively. The 
Fig. 11 shows percentage relevancy of accurate options 
generated. 

From the above data it can be summarized that with 
increased number of pages and question the accuracy of the 

system went on increasing slightly. Also, the lower bound of 
the accuracy for relevant question generation was 78.614% and 
the same for relevant MCQ’s option generation was 73.873%. 
Hence, we can conclude that the performance of the T5 
transformer for question generation and question answering 
task, Distil BART for text summarization task and Sense2Vec 
for the distractor generation task was optimal and much better 
than the realm of mere guessing (50%). 

 

Fig. 8. Comparison of Number of E-Books and Time Required to generate 

Total Questions. 

0

200

[5  10  15  20]

Number of E-Book s v/s Time required 

to generate questions (in minutes) 

 No. of Books
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Fig. 9. Comparison of Ideal Number of Questions to be generated to Actual 

Number of Questions Generated. 

 

Fig. 10. Distribution of Questions Generated. 

 

Fig. 11. Distribution of Multiple-Choice Questions. 

 

Fig. 12. Proposed System. 

IX. CONCLUSION 

The boost in the amount of text data generated with time 
and development of technology has demanded research in 
automatic text summarization and question generation. 
Because of lockdown, E-reading and online examinations have 
turn out to be very popular, which includes many important 
examinations. No all-in-one system existed which provided 
both text summarization, question generation and question 
answering all at once. Hence, using NLP Transformers models 
like T5, Distil BERT, Distil BART this project creates such 
system resulting in reduced reading time and providing concise 
summary along with a questionnaire by implementing the 
existing algorithms with optimal accuracy. On implementing 
the fine-tuned transformers, efficient results are found out. 
Thus, the objectives for creating a system that provides a one 
stop destination solution to text summarization and question 
generation tasks were achieved. 

For future work, the system can be elevated by scoring the 
readers on the basis of number of correct questions answered. 
This system can be used to evaluate the student’s capability 
and skills efficiently. Also, for upgradation of the system, focus 
will be on creating challenging questions for better learning 

process. The system can be integrated with educational 
platforms like Moodle. A subscription model can also be 
created along with basic one. The paid version will have a 
feature that will enable users to communicate with the authors 
to solve queries. And authors will be updating the auto 
generated questions that they feel are semantically incorrect. 
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Abstract—Key Performance Indicators (KPIs) are essential 
factors for the success of an organization. KPIs measure the 
current performance and identify the ongoing progress for 
specified business objectives. The Ministry of Higher Education 
(MoHE) in Palestine used established formulas to predict the 
KPI. These KPIs are vital for charting the organization aims. 
This study applies regression models for student enrollment data 
sets to predict accurate KPIs that can be used and adapted for 
any higher education system. The predictive engine will 
determine the KPI based on linear regression techniques such as 
Lasso, Elastic Net, and non-linear regression such as Support 
Vector Regression (SVR), and K-Nearest Neighbor (KNN). The 
Ministry of Higher Education (MoHE) in Palestine provided the 
datasets related to enrollments and graduations data for different 
Higher Education Institutions (HEIs). The regression algorithms 
were evaluated by mean absolute error, mean square error 
(MSE), root mean square error (RMSE) and the R Squared. The 
experiment demonstrates that the 40% training with 60% testing 
splitting using linear regression shows the best result. 

Keywords—Data mining; KPI; regression; higher education; 
prediction model 

I. INTRODUCTION 
Key Performance Indicators (KPIs) are the critical signs of 

development in the direction of a meant result. KPIs afford a 
focal point for strategic and operational improvement, create 
an analytical foundation for decision-making, and assist 
awareness interest on most topics. KPI performs a critical 
element given that it is given fast and specific data through 
evaluating present-day overall performance in opposition to a 
goal required to fulfil commercial enterprise desires and 
objectives [1]. 

Businesses adopted frameworks such as the balanced 
scorecard (BSC) [2] as a strategic performance metric to 
improve internal business functions and their outcomes. 
Correspondingly, education centers, knowledge creation and 
worker centers such as ministries or learning institutions also 
benefited from utilizing BSC to chart the KPIs for Higher 
Education Institutions [3]. On a global scale, the United 
Nations Educational, Scientific, and Cultural Organization 
(UNESCO) published a practical guide for educational 
planners who wish to construct an indicator system [4]. The 
author in [4] included examples of HEIs, notably the 
University of Edinburgh and University Technology Malaysia, 
that planned their strategic development plans alongside a 
monitoring system, such as BSC. 

The structure and content of education systems around the 
world vary greatly. As a result, they compare national 
education systems with other countries or benchmark progress 
toward national and international goals. Hence, UNESCO 
designed the International Standard Classification of 
Education (ISCED) to serve as a framework to classify 
educational activities as defined in programs and the resulting 
qualifications into internationally agreed categories. The basic 
concepts and definitions of ISCED are internationally valid 
and comprehensive of the full range of education systems [5]. 

However, there is no solid data mining framework and 
model to predict the higher education (HE) KPI across the 
world and at MoHE Palestine in particular. For instance, the 
current MoHE practice to extract and predict KPI is manual. 
The staff collect the data from different resources by phone 
and emails, then record it into an excel sheet, as shown in 
Fig. 1. The formula miscalculated will lead to a wrong 
decision. 

 
Fig. 1. Example of KPIs Formulation. 

II. PROBLEM STATEMENT 
Although the MoHE has computerized most of its services 

and automated most operations, the ministry is still facing 
some issues in the reporting system and predication, which 
affects the strategic plan for the upcoming years, for instance, 
predicting wrong enrollment students’ number for the 
forthcoming academic year in government Tertiary Education 
Institutes (TEIs) can cause in improper budget allocation 
which means wasting of resources. Also, extracting 
knowledge from complex data sets takes a long time and a 
human effort to drill deeply into the big data sets. Therefore, 
the main worthwhile problem that needs to be addressed is to 
discover a new fast, efficient, and incredibly accurate 
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computerized approach or data mining algorithm to resolve 
the KPI extraction and prediction problem primarily for our 
case study (MoHE) based on the database for the benefit of 
the higher education management. 

Data availability, especially for the education sector, has 
spurred interest in data-driven decision making [6]. The 
process of making organizational decisions based on actual 
data rather than intuition or observation alone is known as 
data-driven decision making (or DDDM). Therefore, DDDM 
offers the opportunity to discover a new fast, efficient, and 
incredibly accurate computerized approach or data mining 
algorithm to resolve KPI extraction and prediction for the 
MoHE case study. 

III. RELATED WORK 
Data mining includes many techniques from other domains 

such as statistics, machine learning, pattern recognition, 
database, data warehouse systems and visualization [7]. Most 
organizations monitor their operation performance and 
achievement through dashboards and Business Intelligence 
(BI) [8]. However, in many institutes, this is limited to 
standard reports which cannot measure the unknown KPIs and 
in most cases, it is difficult to predict future performance. 
Most top managers rely on their intuition in order to select 
their potential KPIs that will lead to redundant KPIs. 
Managers also focus on the results rather than on the actual 
indicators that can be used [1]. 

The author in [1] built a model to predict key performance 
indicators for Massive Online Open Courses (MOOC) that is 
very similar to the Cross-Industry Standard Process for Data 
Mining (CRISP-DM). The model consisted of six stages from 
defining the business strategy model, definition of KPIs and 
the multidimensional model. The multidimensional model is 
composed of two analysis cubes: Enrollment and Activity. 
The enrollment analyzes the students’ features such as 
country, interests and expectations and whether these features 
represent specific patterns. Data mining techniques are used to 
extract and predict KPIs. These techniques analyze the KPIs to 
mine the relationships identified during the business strategy 
modelling. The author in [1] used different algorithms such as 
Support Vector Machines (SVM), a Random Forest of 
Decision Trees (DT) and Neural Networks. 

In 2015, [9] proposed a framework for predicting students' 
academic performance. The primary purpose is to discover 
hidden information and knowledge from the students' data so 
that the model can predict the student grades in a specific 
subject based on independent parameters such as GPA, race, 
gender, family income, university entry mode. The model 
proposed in [9] used three different classifications algorithms: 
Decision Tree (DT), Naïve Bayes (NB), and Rule-Based (RB) 
through the WEKA software tool. The model allows users to 
categorize the students under two or three categories; good, 
poor, and average. If this framework and model can be 
modified to use a regression algorithm, the output can be 
numbers or percentages, which is more accurate. 

The author in [10] built a model to classify attrition among 
B40 students in bachelor's degree programs in Malaysia's 
public universities. The machine learning model indicates that 

the Random Forest algorithm is the best model in predicting 
student attrition compared to Neural Network and Decision 
Tree. 

The author in [11] applied different machine learning 
techniques to qualitatively predict the whole project KPIs in 
critical construction project stages. Artificial neural network 
(ANN) and the neuro-fuzzy method using fuzzy C-means 
(FCM) and subtractive clustering to predict project KPIs. The 
models map the KPIs of three critical project stages to the 
whole project KPIs. Validation used the data of actual projects 
to confirm models' effectiveness and compare the results of 
the employed machine learning techniques. 

The author in [12] created a model to predict and identify 
factors that influence graduates' employability. Seven years of 
data (from 2011 to 2017) from Malaysia's Ministry of 
Education were used to test and evaluate the model. They 
applied three different algorithms; Decision Tree, Support 
Vector Machines and Artificial Neural Networks. The results 
show the decision tree (J48) produces higher accuracy 
compared to other techniques. Also, according to this study, 
three factors, attribute age, industrial internship, and faculty, 
contain the most information and affect the final class, which 
is employability. 

TABLE I. SUMMARY OF RELATED WORK 

Reference Theme (concept)  Findings/Conclusions 

[1] 

Data mining 
framework and 
KPI Predictive 
model 

It is a good model but without a clear 
framework that can cover the whole 
KPIs prediction process. 

[9] 

Data mining 
framework and 
KPI Predictive 
model 

The model can predict the student grades 
(dependent parameter) in a specific 
subject based on independent parameters 
such as GPA, race, gender, family 
income, university entry mode.  
The study focused on being more 
comparative between three algorithms. 
The result is a lack of graphs and charts 
that clearly show the output and the 
output discrete, not a continuous 
number.  

[11] KPI Predicative 
model  

All KPIs were measured qualitatively by 
designing a questionnaire, and there is 
no database containing accurate records. 
Also, The research measures project 
performance from the owner's point of 
view. 

[12] Predictive model 
Created a model to predict and identify 
factors that influence graduates' 
employability. 

[10] Predictive model 

Built a model to classify attrition among 
B40 students in bachelor's degree 
programs in Malaysia's public 
universities. 

IV. MATERIALS AND METHODS 
The Cross-Industry Standard Process for Data Mining 

(CRISP-DM) is a methodology model with six stages 
describing the information technology existence cycle. It will 
help plan, organize, and enforce data science (or machine 
learning) tasks Fig. 2. It standardizes data mining techniques 
throughout industries, analytics, and data science projects. 
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Fig. 2. CRISP-DM Diagram. 

The six CRISP-DM Phases are Business Understanding, 
Data Understanding, Data Preparation, Modeling, Evaluation 
and Deployment. 

The research experiment will apply the six CRISP-DM 
Phases on the Ministry of Higher Education and Scientific 
Research (MoHE) in Palestine [13] focus on the KPIs related 
to students' enrollments according to INTERNATIONAL 
STANDARD CLASSIFICATION OF EDUCATION 
(ISCED) [14] such as enrolled students in post-secondary 
educational institutions, distributed according to each field of 
study: 

1) According to Education Program. 
2) Arts and Humanities. 
3) Social Science, Journalism and information. 
4) Business, Administration and law. 
5) Natural Science, Math and Science. 
6) Information and communication technology. 
7) Engineering Manufacturing and Constructions. 
8) Agriculture, Forestry, Fisheries and Veterinary. 
9) Health and Welfare. 
10) Services. 

UNESCO designs ISCED to serve as a framework to 
classify educational activities as defined in programs and the 
resulting qualifications into internationally agreed categories. 
Therefore, the basic concepts and definitions of ISCED are 
intended to be internationally valid and comprehensive of the 
full range of education systems [14]. 

The details of the methodology followed in this study is 
explained below. 

Phase 1: Business Understanding  

This phase concerns determining the business goals which 
is to predict a set of KPIs that has been defined in higher 
education and the best practice to measure those KPIs. 

Phase 2: Data Understanding and Data Resources Analysis 

At this phase, the data resources have been prepared for 
modelling, including several activities such as data selection, 
data cleaning, data construction, data integration, combining 
data from multiple sources, and re-formatting data as 
necessary. Data Source identification (databases, schema 
names, tables, view, spreadsheets), SQL scripts performed to 
create specific views in the staging database, combine data 
from multiple sources to one repository pre-processing data 
stage, including data selection, cleaning and integration. 

The enrollment and graduation data form the core sources 
[13] for our data mining experiments. For instance, the 
original enrollment table consists of 50 attributes and 
3,895,158 instances as it contains the historical data since the 
MoHE establishment. The enrollment attributes (fields) were 
identified to contain 34 features and 3862763 instances as 
some fields duplicated for both English and Arabic values. 
The graduation data sets have 461,598 instances and 24 
attributes. 

Building Database Repository using SQL server: 

The database repository is built based on main tables such 
as enrollment, graduations, ISCED levels, programs, and 
degrees, in addition to many lookup tables such as high 
schools' lists, districts, nationalities, universities lists. Data 
views were created to focus on the data from 2014 to 2018, 
including 25 attributes and other attributes from other tables 
containing the ISCED data, which is essential for data mining. 
Some repeated features (fields) such as the Arabic values have 
been eliminated because it's considered duplicate values, other 
values replaced with null values excluded. 

Data Cleaning and Transformation: 

Any noisy and inconsistent data were removed to handle 
the missing data fields, transform data into forms appropriate 
for the mining task, for instance, the area code to numbers 
from 1 to 16, the high school types coded from 1 to 5 and the 
high school stream coded to numbers as well (Tables II, III 
and IV) The data is split into 60% training and 40% testing 
sets. 

TABLE II. AREA CODE DATA TRANSFORMATION 

CODE Area  
1 Quds  
2 Hebron  
3 Ramallah  
4 Bethlehem  
5 Nablus 
6 Tukaram 
7 Qalqilya  
8 Sal fit  
9 Jenin  
10 Jericho  
11 Gaza  
12 Middle Gaza 
13 Khan Younis 
14 DerAlbalah 
15 Rafah 
16 Tubas  

TABLE III. HIGH SCHOOL TYPE DATA TRANSFORMATION 

CODE HS_Type 
1 Gov. High School 
2 Bajrout 
3 GCE 
4 IB 
5 SAT 
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TABLE IV. HIGH SCHOOL STREAM DATA TRANSFORMATION 

CODE HS-Stream  
1 Humanities  
2 Literature  
3 Science  
4 Industry  
5 Economic  
6 Agriculture  
7 Nursing  
8 Hospitality  
9 Islamic Study  
13 Applied Industry  
14 Applied Agriculture  
15 Vocational  
19 IT  
20 Entrepreneurship  
21 Technology  

Phase 3: Modeling 

Regression predicts a range of numeric values or 
continuous values. For example, a regression model that 
predicts KPI values could be developed based on observed 
data for many other factors such as enrolled students, specific 
programs, number of graduates throughout history. 

Numerous models were constructed and assessed primarily 
based on numerous techniques. In this study employed Linear 
Algorithms: Linear Regression (LR), Lasso Regression 
(LASSO) and Elastic Net. The study also applied nonlinear 
algorithms such as Support Vector Regression (SVR), and K-
Nearest Neighbors (KNN) using Python. In terms of 
parametrization, the variable "ISCED_Level1_Id" is assigned 
as a target to be predicted. To generate the training, the 
random_state variable is assigned to 1 to replicate results with 
frac=0.6. Then select any data, not in the training set and 
include it in the testing set based on the index, test = df.loc 
[~df. index. isin(train.index). 

Predicting ISCED KPIs: 

In this study, the first experiment is to predict the KPIs for 
enrolled students in post-secondary educational institutions, 
distributed according to every ten fields of study based on the 
first level of (ISCED) and the general studies. So, the model 
will predict KPIs according to the 10 identified field of study. 
The second experiment is to predicts find the ratio between 
enrollment and graduation based on the graduates data sets. 

Phase 4: Evaluation 

There are three metrics for evaluating predictions in 
regression; Mean Absolute Error, Mean Squared Error, and 
R2. The Mean Absolute Error (or MAE) is the sum of the 
absolute differences between predictions and actual values. It 
gives an idea of how wrong the predictions were. The measure 
provides a picture of the magnitude of the error but no idea of 
the direction (e.g., over or under predicting). A value of 0 
indicates no error or perfect predictions. 

The Mean Squared Error (or MSE) is just like the implied 
absolute mistakes in that it affords a gross concept of the 
significance of the mistakes. Taking the rectangular root of the 
implied squared mistakes converts the units lower back to the 
unique units of the output variable and may be significant for 
description and presentation. This is referred to as the Root 
Mean Squared Error (or RMSE). So, for instance, if MSE= -
34.705 and SD =45.574, this metric is inverted to increase the 
outcomes. 

The R2 (or R Squared) metric illustrates the goodness in 
the shape of a fixed of predictions to the actual values. In 
statistical literature, this degree is referred to as the coefficient 
of determination. This is a value among zero and 1 for no-
match and best match, respectively. For example, if R2 = 0.2, 
the predictions have a negative match to the real values with a 
value toward 0 and much less than 0.5. The last stage is the 
deployment with the task of plan deployment and tracking, 
produce the final report, and review tasks by conducting an 
assignment retrospective approximately what went well, what 
might have been better, and a way to enhance it [1]. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 
Before applying different algorithms for different datasets 

based on the academic years, the three linear regression 
algorithms were tested with varying percentages of splitting of 
training and testing data (10% to 90%) (Table V). 

According to [15] (scikit-learn, 2021), Linear Regression 
fits a linear model with coefficients 𝑤 = (𝑤1, . . . ,𝑤𝑝)to 
minimize the residual sum of squares between the observed 
targets in the dataset and the targets predicted by the linear 
approximation. Mathematically it solves a problem of the 
form; 

𝑚𝑖𝑛
𝑤

||𝑋𝑤 − 𝑦||22 

TABLE V. SHOWS LINEAR REGRESSION RESULTS FOR DIFFERENT SPLIT 

Algorithm 
Linear 
Regression 

Time 
(S) MAE MSE RMSE R 

Squared 

10% to 
90% 9.6 0.000000062

10088990 
0.00000
099729 

0.00099864
4080 

0.987710
90 

20% to 
80% 9.95 0.000000062

20099000 
0.00000
500290 

0.00223671
6340 

0.978710
90 

30% to 
70% 9.95 0.000000050

18788899 
0.00000
149280 

0.00122180
1959 

0.968098
0 

40% to 
60% 9.87 0.000000042

18000023 
0.00000
098129 

0.00099060
0837 

0.998719
90 

50% to 
50% 9.9 0.000000076

57778899 
0.00000
145280 

0.00120532
1530 

0.977714
40 

60% to 
40% 

10.4
9 

0.000000046
56890001 

0.00000
0997522 

0.00099876
1990 

0.988710
90 

70% to 
30% 9.95 0.000000058

65412345 
0.00000
090020 

0.00094878
8709 

0.977087
155 

80% to 
20% 

11.2
1 

0.000000066
43210008 

0.00000
172280 

0.00131255
4765 

0.955718
70 

90% to 
10% 

10.1
5 

0.000000080
90087799 

0.00000
242280 

0.00155653
4613 

0.908710
90 
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Lasso Regression: 

The Lasso is a linear model that estimates sparse 
coefficients. It is helpful to prefer solutions with fewer non-
zero coefficients, effectively reducing the number of features 
the given answer depends on. For this reason, Lasso and its 
variants are fundamental to the field of compressed sensing. 
Under certain conditions, it can recover the exact set of non-
zero coefficients. 

𝑚𝑖𝑛
𝑤

1
2𝑛samples

||𝑋𝑤 − 𝑦||22 + 𝛼||𝑤||1 

The Lasso estimate thus solves the minimization of the 
least-squares penalty with 𝛼||𝑤||1 is the 𝑙1The 
implementation in the class Lasso uses coordinate descent as 
the algorithm to fit the coefficients [15] (scikit-learn, 2021). 
Table VI shows the experimental results for lasso regression 
when applying different splitting. 

Elastic Net is a linear regression model trained with both 
𝑙1 and 𝑙2-norm regularization of the coefficients. This 
combination allows for learning a sparse model where few of 
the weights are non-zero, like Lasso Elastic-net, which is 
beneficial for multiple features correlated with each other, 
such as high school average and high school stream. Lasso is 
likely to pick one of these at random, while elastic-net is likely 
to determine both [15] (scikit-learn, 2021). 

𝑚𝑖𝑛
𝑤

1
2𝑛samples

||𝑋𝑤 − 𝑦||22 + 𝛼𝜌||𝑤||1 +
𝛼(1 − 𝜌)

2
||𝑤||22 

Table VII shows the experimental results for Elastic Net 
regression when applying different splitting. 

When comparing the three linear algorithms (Fig. 3), the 
Linear algorithm score the lowest error compared to the Lasso 
and Elastic Net. 

TABLE VI. LASSO REGRESSION FOR DIFFERENT SPLITTING 

Algorithm 
(Lasso 
Regression) 

Time 
(S) MAE MSE RMSE R Squared 

10% to 
90% 9.65 0.227520

37948 
0.12489
1937503 

0.3534005
341 

0.98283669
9366 

20% to 
80%  9.73 0.228279

447022 
0.12759
1253438 

0.3571991
789 

0.98248180
2987 

30% to 
70%  9.47 0.227984

559434 
0.12576
3102058 

0.3546309
378 

0.98273225
6546 

40% to 
60%  9.65 0.220175

387930 
0.12621
0860621 

0.3552616
790 

0.98964821
3930 

50% to 
50%  9.2 0.228149

889028 
0.12697
3529679 

0.3563334
529 

0.98252568
0214 

60% to 
40%  9.72 0.227763

064940 
0.12623
2959929 

0.3552927
805 

0.98265989
2778 

70% to 
30%  9.43 0.226355

016909 
0.12572
7079609 

0.3545801
455 

0.98268306
3141 

20% to 
80%  9.8 0.229283

720738 
0.12832
0218693 

0.3582181
160 

0.98230214
3850 

90% to 
10%  9.7 0.229283

720738 
0.12832
0218693 

0.3582181
160 

0.98230214
3850 

TABLE VII. ELASTIC NET REGRESSION FOR DIFFERENT SPLITTING 

Algorithm 
(Elastic 
Net Reg.) 

Time 
(S) MAE MSE RMSE R Squared 

10% to 
90% 11 

0.228353
9916884
26 

0.12451944
8633917 

0.352873
1339078
07 

0.98311322
1419126 

20% to 
80% 10 

0.228482
1395454
30 

0.12488748
5646334 

0.353394
2354458
18 

0.98312134
3318927 

30% to 
70% 12 

0.228194
4875470
74 

0.12531987
7380630 

0.354005
4764839
52 

0.98310014
7069539 

40% to 
60% 9.43 

0.221302
6070346
49 

0.12498577
6002300 

0.353533
2742505
30 

0.98900381
4519843 

50% to 
50% 

11.3
5 

0.228598
5855036
90 

0.12486465
0076610 

0.353361
9250522
20 

0.98305375
8064118 

60% to 
40% 12 

0.228957
8469231
30 

0.12494810
5589363 

0.353479
9931953
19 

0.98318187
2293709 

70% to 
30% 

11.7
7 

0.228222
9513866
59 

0.12347448
4082960 

0.351389
3625068
35 

0.98337124
158077 

80% to 
20% 9.45 

0.229529
0235438
00 

0.12821437
0176883 

0.358070
3424983
46 

0.98272818
4185912 

90% to 
10% 9.65 

0.228076
2294707
95 

0.12005582
5721761 

0.346490
7296332
19 

0.98359149
0829027 

 
Fig. 3. Comparison between the three different Linear Algorithms. 

Moreover, the slightest error margin was 40% training and 
60% testing data sets (Fig. 4). Therefore, the rest of the 
algorithms tested for the exact sampling percentages (40% 
training and 60% testing) for the same academic year. Then, 
we look at the different iterations for three algorithms with 
varying percentages of data sampling (training and testing). 
There is no significant difference using the same algorithm for 
further selection, but there is a difference when it comes to the 
non-linear algorithms. 

The experiment conducted for the same academic year, the 
enrollment KPI was based on ISCED level one for five 
different algorithms, as shown in Table  VIII. 

The ISCED KPIs predicted values for enrolled students in 
post-secondary educational institutions, distributed according 
to the 10 fields of study. Fig.  5 shows that the values are very 
close to the actual values. 
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Fig. 4. Margin Error based on % Splitting Sampling. 

TABLE VIII. KPI PREDICTION ERROR 

Algorithm Time(M.
S.MS)  MAE MSE RMSE R2 

Linear 
Regression 9.87 0.000000

04 
0.000000
981 

0.000990
454 

0.998710
90 

Lasso 
Regression 9.65 0.227520

37 

0.123148
55571987
3 

0.350925
2850 

0.983157
7460 

Elastic Net 
Regression 9.43 0.228877

46 

0.125000
07610205
6 

0.353553
4982 

0.983098
1775 

Support 
Vector 
Regression 
(SVR) 

47.71 0.665920
15 

6.968257
047 

2.639745
6407 -16.320 

K-Nearest 
Neighbors 
(KNN) 

3.29.50 0.665371
28 

1.406274
302 

1.185864
3694 

0.745373
4924 

 
Fig. 5. Comparison between the Actual and Predicted ISCED KPIs. 

The second Experiment was to find predicted ratio 
between enrollment and graduation. Fig. 6 shows the ratio 
between the predicted enrollment and graduation KPIs based 
on ISCED level 1. 

The ISCED numbers in Fig. 6 can be translated as per 
Table IX. 

 
Fig. 6. Enrollment to Graduates Ratio. 

TABLE IX. ISCED LEVEL 1 DESCRIPTION 

ISCED_Level1_Description  ISCED_Level1_Id 

Education 1 

Arts and Humanities 2 

Social Sciences, Journalism and Information 3 

Business, Administration and Law 4 

Natural Sciences, Mathematics and Statistics 5 

Information and Communication Technologies 6 

Engineering, Manufacturing and Construction  7 

Agriculture, forestry, Fisheries and Veterinary 8 

Health and Welfare 9 

Services 10 

VI. CONCLUSION 
In conclusion, with clear and coherent strategies, figuring 

out the present-day situations, operation sector, unique 
varieties of competencies that generate, performance will lead 
to success. To create this kind of situation calls for the 
provision of strategic records to confirm the current situations, 
to outline the strategy [16]. Also, applying Cross-Industry 
Standard Process for Data Mining (CRISP-DM) process 
model as a research methodology to develop a data mining 
model that could help be adapted by individuals and HEIs, 
using machine learning algorithms can lead to good results 
and accuracy [17]. However, without clear KPIs, it's 
challenging to have a clear strategy for the upcoming years. It 
is crucial to create an analytical model to act as the basis for 
decision making and help focus attention on HE enrollment. 
This study provides a practical solution for such a problem by 
proposing a KPIs predicting model from available data at 
MoHE and integrating the data from different resources into a 
database repository from which KPIs will be predicted. This 
model tested different regression algorithms such as linear 
regression, Lasso, Elastic Net; non-linear Support Vector 
Regression (SVR) and K-Nearest Neighbors (KNN. However, 
the most successful predictive model and particularly in 
performance indicators used was Linear regression. The 
training and splitting data were tested from 10% to 90%, the 
targets values were compared from the historical data in the 
last few years. The regression algorithms were evaluated by 
mean absolute error, mean square error (MSE), root mean 
square error (RMSE) and the R Squared. The 40% training 
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with 60% testing splitting using linear regression shows the 
best result. In the future, this model can be part of a complete 
HE Framework to predict the KPIs and act as the main engine 
for that Framework. 
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Abstract—While the world is suffering from coronavirus 
pandemic (COVID-19), a parallel battle with Infodemic, the 
proliferation of fake news online is also taking place. The spread 
of fake news during this global pandemic COVID-19 has 
dangerous consequences. This is the driving force behind this 
study. Relying on incorrect information obtained from the 
internet or social media can be fatal. According to a World 
Health Organization survey, at least 800 people have lost their 
lives because of COVID-19 misinformation during this time, 
highlighting the accurate automated classification of fake news. 
However, the data at disposal for classification is imbalanced. 
The Internet has a vast repository of authentic healthcare news, 
whereas Fake News on COVID-19 healthcare is not abundant. 
This imbalance leads to incorrect classification. The paper 
studies alternative approaches to text sampling. In this paper, we 
propose a stance based sampling method for balancing news 
data. The disparity between the title and content of news items is 
utilized to sample data points selectively and rectify the 
imbalance. The key findings are that the proposed stance-based 
sampling strategies enhance categorisation task performance 
consistently for varying degrees of imbalance. The proposed 
techniques can better detect misleading news in the health care 
sector. 

Keywords—Fake news; healthcare; sampling; stance; COVID-
19; imbalance 

I. INTRODUCTION 
More than half of the global population now owns a 

smartphone, has internet access, and uses social media. There 
has been a 13.2 per cent rise in social media users by 2020. 
During the COVID19 outbreak, there was a tremendous 
spread of fake news and misinformation on a multitude of 

health-related topics. The World Health Organization (WHO) 
coined the term "Infodemic" to characterize the spread of false 
information. This information apocalypse has deadly 
implications, which is why a system to identify misleading 
news is urgently needed. JS Brennen et al. identified the types 
of misinformation on COVID-19 [1]. 

Real news articles about health issues outweighed those 
that had been validated and labeled as fake, causing an 
imbalance in the news dataset. The most common solution to 
this problem is sampling to restore data balance. The two-class 
sampling problem for non-textual numeric data was explored 
and summarized by Japkowicz and Stephen in 2002 [2]. 
However, not much contribution has been made to textual 
data. This research uses stance to present a novel data 
sampling strategy for rebalancing the classes of news content 
in the healthcare sector (Fig. 1). In contrast to standard 
sampling strategies used to improve classification 
performance, the implications of stance-based classification 
for false news detection are examined. 

The study begins by reviewing the necessary theoretical 
foundation and academic work in text preprocessing, feature 
extraction, stance identification, and textual sampling (Section 
II). Section III introduces a curated dataset for assessing the 
performance of the proposed algorithms. The training of a 
stance classifier, which is required for stance-based 
algorithms, is described in Section IV. The stance-based 
approaches are discussed in detail in Sections V and VI. The 
results of the algorithms are presented in Section VII, along 
with a comparative study of traditional approaches. Finally, a 
brief conclusion of the paper, along with the future scope of 
research, is laid out in the concluding section. 

 
Fig. 1. Block Diagram for Sampling using Stance. 
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II. BACKGROUND AND RELATED WORK 
During the COVID-19 epidemic, various traditional and 

deep learning techniques for fake news detection are being 
studied. For training the textual data, important features need 
to be extracted, and thus, the textual data needs to be first 
preprocessed, followed by feature extraction. 

A. Textual Data Preprocessing 
Within various studies and research, apart from 

tokenisation and stopword removal, authors have performed 
removal of HTTP URLs special characters [3][4][5]. In the 
study [6], the authors, in addition to the traditional 
preprocessing techniques, data augmentation using the back 
translation technique to increase the existing data is 
performed. The back-translation technique is the process in 
which the text is translated to its original language by 
converting it first into an intermediate language. 

B. Feature Extraction 
Along with preprocessing, the main task involves feature 

extraction, after which the model is trained using traditional or 
deep learning classifiers. Within feature extraction, various 
methods have been used, to name the popularly used include 
TF-IDF, GLoVe, and Pre-trained BERT. For TF-IDF, 
different kinds of features are tested, including uni-gram, bi-
gram, character level, etc. The studies [7][8] used these 
different TF-IDF representations at word-level, n-grams, etc., 
before feeding them to the classifier and obtained excellent 
results. Various studies [6][9][10][11][12] applied TF-IDF to 
convert the textual data into vector space and extract the 
important features. These studies showed a significant 
detection of fake news with an accuracy of 80-95%. 

The limitation associated with TF-IDF is that it takes into 
account the occurrence of a particular word and not its 
grammatical meaning. This is where word-representation such 
as GLoVE and BERT shine. Stanford developed a global 
vector for word representation, termed GLoVE [13]. Each 
word is represented in a meaningful vector space where the 
cosine distance between two words depicts their similarity. In 
the studies [14][15], the authors applied an embedding layer 
using 300-dimensional pre-trained glove vectors. This layer 
could convert the tweet texts into a meaningful vector space. 
Dharawat et al. [11] utilised a 100-dimensional pre-trained 
glove vector along with various classifiers, and similarly, 
other studies [16][4] employ the same dimension vector for 
the feature extraction process. 

Google developed a pre-training NLP technique, termed 
BERT [17]. It is based on an understanding of the context and 
relationship by learning text representation in both directions. 
There are two main models of BERT - BERT Base and BERT 
Large and mBERT is the BERT representation for 
multilingual representation. In the study [18], pre-trained 
BERT embeddings and mBERT have been utilized to extract 
features from tweets. Hossain et al. [19] have utilized pre-
trained BERT embedding for understanding the similarity 
between misconceptions and tweets. Cheng et al. [20] used the 
BERT embedding for converting rumor texts into vector form. 
After BERT, the LSTM-based variational autoencoder [21] is 

utilized to extract the important features. With this approach, a 
sufficient performance score was obtained. Various methods 
are utilized. However, these three embeddings are commonly 
used and help with providing efficient performance. 

C. Stance Detection 
Stance detection is the process of identifying the stance 

(related, unrelated, etc.) from the textual data. It is identified 
through understanding the similarity of the headline and body 
of news content or article [22]. Common approaches involve 
training a labeled dataset with their stances, but a challenging 
task in this area includes stance detection without having the 
target values or no training data. 

Lillie et al. investigated the topic of false news 
identification and stance classification and published their 
findings [23]. Echo chambers and model organism issues are 
two examples of difficulties that make collecting high-quality 
data challenging. Several methods for stance classification and 
fake news detection have been explored, but it has been 
difficult to compare their results because of different data and 
measures. One specific approach is very appropriate and 
interesting for the thesis project, which is the use of a Hidden 
Markov Model (HMM) in analysing rumours in microblog 
data, achieving very promising results. Augenstein et al. 
experiment with conditional LSTM encoding to build a 
representation of tweet dependent on target [24]. An 
additional change includes augmenting the conditional 
encoding along with bidirectional encoding for stance 
detection. 

D. Sampling Textual Data 
Japkowicz et al. studied and unified all the previous 

approaches for solving the class imbalance problem using 
sampling and explained the nature of the problem by 
comparing the per-formance of the learning concept on 
parameters like complexity, training set size, and degree of 
imbalance [2]. A critical insight from the study was that class 
imbalance is not a problem because of the relative size of the 
small and large class, but it is only a problem when the size of 
its small class is too little for the complexity of the concept, 
i.e. when it contains minimal examples per subcluster. When 
each subcluster of the minority class contains many examples, 
accuracy remains high no matter the amount of imbalance or 
complexity of the concept. Textual data is a complex concept 
to learn, and the data distribution is sparse. 

An active learning heuristic and representative sampling 
strategy is to read through the clustering structure of 
"uncertain" documents, reducing human effort in text 
classification tasks [25]. It also provides typical samples from 
which users can be polled to speed up SVM classifier 
convergence. This random sample includes more than one 
unlabelled document. Representative sampling was also 
compared to SVM active learning and random sampling by 
Zhao Xu et al. [25]. 

III. DATASET 
For training the model, a curated dataset for fake news in 

the healthcare domain is required. Within this paper, the FNH 
dataset has been used. It consists of the following features - 
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Title, Content, URL, and Publishing Date. This hand-curated 
dataset has been created using web scraping techniques from 
various fake/satire and true labeled websites. The statistics for 
the dataset are presented in the table (Table I), where true 
news instances supersede the fake news instances, thus 
creating a high imbalance in the news ecosystem. 

TABLE I. FNH DATASET DISTRIBUTION 

 Fake True 

Count 2424 7069 

IV. TRAINING THE STANCE CLASSIFIER 
For correcting the imbalance existing in the dataset, the 

stance approach has been chosen. Stance takes into account 
the textual similarity between the title and body content. 
Based on the similarity, we can gather its stance value and 
decide which instances of the particular class need to undergo 
sampling. This approach provides better insights on choosing 
instances to undergo sampling than the random traditional 
approach. 

However, the FNH dataset has no stance labelled attribute. 
Introduction of the stance and its confidence for each instance 
of the dataset, a stance-labelled dataset is trained. In this 
paper, the FNC-1 dataset is used as the stance-labelled dataset. 
The training set is the entire FNC-1 dataset, and the testing set 
is the FNH dataset. A classifier works with the numerical data, 
and thus the textual data is represented in vector form. 
Algorithm 1: Training Stance Classifier on FNC-1 

Input: An annotated list of documents from FNC-1 dataset 
Output: Classifier trained to identify stance between title and content of news 
article 
Begin: 

1. Create a vocabulary of words V from all text data 
2. X := {} 
3. N = size(FNC-1) 
4. For every document di in FNC-1, i := [1,2,3,...,N]: 

a. ti := di.title, ci := di.content 
b. Vti := TF-IDF(V, ti), Vci  := TF-IDF(V, ci) 
c. P_i := co_occurance(ti, ci) 
d. Q_i := n_grams(ti, ci, n) 
e. R_i := char_grams(ti, ci, n) 
f. S_i := word_overlap(ti, ci) 
g. w_ti := word_embedding(ti), w_ci := 

word_embedding(ci) 
h.  T_i := cosine_similarity(w_ti, w_ci) 
i. X_i := [V_ti, V_ci, P_i, Q_i, R_i, S_i, T_i] 
j. append(X, X_i) 

5. Y := FNC1.stance_labels 
6. Create Instance of Multinomial Naive Bayes Classifier: MNB 
7. MNB.train(X, y) 
8. Return MNB 

End 

Along with using TF-IDF (or word vectorization method), 
a hand-crafted vector space is created to emphasize the 
correlation between the headline and body of each document 
in a vectorized format. The hand-crafted vector space is a 28-
dimensional vector space, and the distribution is explained in 
the table (Table II). 

TABLE II. DISTRIBUTION OF VECTOR SPACE IN HAND-CRAFTED 
FEATURES 

Feature No. of vectors 

Binary co-occurrence 2 

Binary co-occurrence (stopwords removal) 2 

N-grams 3 

Char-grams 3 

Count-grams 22 

Word-overlap 1 

Word-embedding 1 

The TF-IDF vectors of the headline and the body, each 
100 size vector are concatenated along with the handcrafted 
vectors is concatenated to give a 228 vector space for each 
document. 

Within the FNC-1 dataset, there are five classes, and thus, 
Multinomial Naive Bayes takes into account of Bayes 
Theorem and provides the probability for the different classes 
for a single instance. Thus, the 228 vector space is subjected 
to a Multinomial Naive Bayes classifier to create the final 
trained model. The final trained model is then used for 
predicting the stance and confidence for the FNH dataset. 
Algorithm 2: Generating Stance Values for FNH 

Input: List of documents from FNH Dataset and an instance of MNB 
classifier from Algorithm 2 
Output: Stance values for each document in the dataset 
Begin: 

1. X := {} 
2. N := size(FNH) 
3. For every document di in FNH, i := [1,2,3,...,N]: 

a. ti := di.title, ci := di.content 
b. V_ti := TF-IDF(V, ti), V_ci := TF-IDF(V, ci) 
c. P_i := co_occurance(ti, ci) 
d. Q_i := n_grams(ti, ci, n) 
e. R_i := char_grams(ti, ci, n) 
f. S_i := word_overlap(ti, ci) 
g. w_ti := word_embedding(ti), w_ci = 

word_embedding(ci) 
h.  T_i := cosine_similarity(w_ti, w_ci) 
i. X_i := [V_ti, V_ci, P_i, Q_i, R_i, S_i, T_i] 
j. append(X,X_i) 

4. Stance_Labels := MNB.predict(X) 
5. return Stance_Labels 

End 

V. UNDERSAMPLING USING STANCE 
For balancing the classes in undersampling, the instances 

of the majority classes are deleted till it is equal to the 
instances of minority classes. The deletion of the instances can 
be random, which is a traditional yet inefficient approach. 
Deleting the instances based on a systematic algorithm is an 
efficient approach. 

In the previous section, the algorithm to acquire the stance 
label and confidence for each document is presented. The 
principle followed for undersampling is that the documents 
associated with low confidence should be subjected to 
deletion, which further resolves the imbalance. 
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In algorithm 3, the majority (true) class is sorted in 
descending order based on the confidence attribute, and the 
first N attributes are taken into consideration where N is equal 
to the number of instances belonging to the minority (fake) 
class. 
Algorithm 3: Undersampling based on Confidence 

Input: List of documents from FNH Dataset labeled with stance 
Output: Undersampled data for classification task 
Begin 

1. D := {FNH, Stance_Labels} 
2. True_News := D.filter(d where d.label = “True”) 
3. Fake_News :=D.filter(d where d.label =“Fake”) 
4. True_News :=sort(True_News, True_News.stance.confidence, 

reverse=true)  
5. N := size(Fake_News) 
6. Sampled_True_News := pick_n(True_News, N) 
7. Sampled_Data := {Sampled_True_News, Fake_News} 
8. return Sampled_Data 

End 

Along with the confidence attribute, the stance attribute 
has also been introduced within the FNH dataset. As the 
undersampling has been performed on the majority (true) 
class, the removal of stance attributes that are labeled as 
“disagree” or “unrelated” needs to be performed. The reason 
being that if a particular document is labeled true, then the 
headline and body needs to belong to the “agree” or “discuss” 
stance. 

In Algorithm 4, after the deletion based on the stance 
values, sorting has been performed on the majority (true) class 
based on the confidence in the descending order. The first N 
instances are chosen where N is equal to the number of 
instances of the minority (fake) class. 
Algorithm 4: Undersampling based on Stance and Confidence 

Input: List of documents from Fake News Dataset labeled with stance 
Output: Undersampled data for classification task 
Begin 
 

1. D := {FNH, Stance_Labels} 
2. True_News := FNH.filter(d where d.label = “True” and 

d.stance.label != (“Disagree” or “Unrelated”)) 
3. Fake_News := FNH.filter(d where d.label = “Fake”) 
4. True_News := sort(True_News, True_News.stance.confidence, 

reverse=true) 
5. N := size(Fake_News) 
6. Sampled_True_News := pick_n(True_News, N) 
7. Sampled_Data := {Sampled_True_News, Fake_News} 
8. return Sampled_Data 

End 

The accuracy of the minority class is heavily weighted in 
evaluating performance since, in an unbalanced dataset, the 
minority class accuracy must improve. Thus, undersampling 
with stance variations is compared to the baseline, which was 
the original imbalance data, as well as the traditional 
undersampling approach. 

From the graph (Fig. 2), it can be concluded that both 
approaches utilizing undersampling using stance supersede the 
traditional undersampling method and the baseline in 
performance as seen. Undersampling using stance and 
confidence performs the best as the imbalance ratio increases. 
This showcases that randomly choosing instances to undergo 
undersampling is an inefficient approach compared to utilizing 
the stance and confidence associated with each document. 

 
Fig. 2. Evaluation of Undersampling using Stance. 

VI. OVERSAMPLING USING STANCE 
To balance the classes in oversampling, the minority class 

instances are oversampled until they are equal to the majority 
class instances. The oversampling method involves selecting a 
subset of minority class instances. These subsets are 
duplicated in a method that when these oversampled instances 
are added to the original minority instances, they equal 
instances of the majority class. The direct duplication could 
lead to overfitting, and hence it is important to choose an 
optimal number of subsets that undergo duplication to avoid 
overfitting. 

Oversampling using stance uses the same base principle 
utilized in undersampling using stance. In Algorithm 5, first, 
sorting the minority (fake) class instances in descending order 
based on the confidence is performed. 

The k integer which decides the subsets which will 
undergo oversampling is chosen in a way to avoid overfitting. 
In the case of the FNH dataset, the k chosen is 100 to keep the 
direct duplication of the subjects under 100. Choosing k 
within the range of [10, 50] requires the direct duplication of 
the subset to be done more than 150 times to resolve the 
imbalance. This leads to the overfitting of the data. However, 
choosing the k value to be greater than 100 will increase the 
time taken as larger subsets are chosen to undergo 
oversampling. 

Once the top k instances are chosen from the minority 
class, they are subjected to oversampling such that the number 
of instances of both majority and minority classes is equal. 
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Algorithm 5: Oversampling based on Confidence 

Input: List of documents from FNH Dataset labelled with stance and integer 
k 
Output: Oversampled data for classification task 
Begin 

1. D := {FNH, Stance_Labels} 
2. True_News := D.filter(d where d.label = “True”) 
3. Fake_News :=D.filter(d where d.label = “Fake”) 
4. Fake_News := sort(Fake_News, True_News.stance.confidence, 

reverse=true) 
5. Sampling_Examples := pick_n(Fake_News, k) 
6. Sampled_Fake_News := Fake_News + 

oversample(Sampling_Examples) 
7. Sample_data := {True_News, Sampled_Fake_News } 
8. return Sample_data 

End 

For oversampling using stance and confidence, the same 
principle utilized for undersampling using stance and 
confidence has been used. After rejecting based on the stance 
value and sorting the minority class instances in the 
descending order based on their confidence, the first k subsets 
are chosen, which undergo oversampling (Algorithm 6). The 
method to choose the value of k has been explained in 
oversampling using stance. 
Algorithm 6: Oversampling based on Stance and Confidence 

Input: List of documents from FNH Dataset labeled with stance and integer k 
Output: Oversampled data for classification task 
Begin 

1. D := {FNH, Stance_Labels} 
2. True_News := D.filter(d where d.label = “True”) 
3. True_News := FNH.filter(d where d.label = “Fake” and 

d.stance.label != (“Disagree” or “Unrelated”)) 
4. Fake_News := sort(Fake_News, True_News.stance.confidence, 

reverse=true) 
5. Sampling_Examples := pick_n(Fake_News, k) 
6. Sampled_Fake_News := Fake_News + 

oversample(Sampling_Examples) 
7. Sample_data := {True_News, Sampled_Fake_News }  
8. return Sample_data 

End 

Oversampling with stance variations is compared to the 
baseline, which was the original imbalance data, as well as the 
traditional oversampling approach, and the priority is provided 
to the accuracy of the minority class. The reason is that within 
imbalanced data, the model tends to overfit, and the 
performance of the minority class is low. 

Oversampling using stance supersedes the traditional 
oversampling method and the baseline in performance, as seen 
in Fig. 3. Oversampling using stance and confidence increases 
its performance and has a steady increase in the accuracy of 
the minority class across all imbalance ratios, while the 
traditional oversampling method scores reduce as it reaches a 
high imbalance ratio. 

 
Fig. 3. Evaluation of Oversampling using Stance. 

VII. RESULTS 
For the evaluation purpose, the MCC score is taken into 

account. MCC is the only evaluation metric that considers all 
four quadrants of a confusion matrix, whereas Accuracy and 
Precision skew toward the positive class. To understand 
whether the model is overfitting by having high accuracy for 
the majority and low accuracy for the minority class or the 
model is balanced effectively, the accuracy of majority and 
minority class is both taken into account. 

The evaluation metric is based on the confusion matrix and 
the MCC score. This has been done by averaging five trials for 
each method. The tables (Tables III to V) provide the 
performance of sampling using stances against the traditional 
sampling methods for the imbalance ratios 4:1, 7:1, 10:1. 

For 4:1 imbalance ratio, it can be observed that 
oversampling methods supersede the undersampling methods 
in performance. Within the undersampling methods, the stance 
methods exceed in performance compared to the traditional 
method by a huge margin. 

TABLE III. SIMULATION OF RESULT FOR RATIO 4:1 

Stance Accuracy 
Majority Class 

Accuracy 
Minority Class MCC 

Baseline 0.949 0.677 0.659 

Traditional Random 
Undersampling 0.884 0.801 0.685 

Traditional Random 
Oversampling 0.908 0.932 0.841 

Undersampling: 
Confidence 0.785 0.876 0.665 

Undersampling: 
Stance & Confidence 0.872 0.889 0.76 

Oversampling: 
Confidence 0.921 0.919 0.84 

Oversampling: Stance 
& Confidence 0.925 0.918 0.843 

465 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Within the oversampling methods, the traditional 
oversampling method shows a minor improvement in 
performance compared to the oversampling using stance 
methods. 

TABLE IV. SIMULATION OF RESULT FOR RATIO 7:1 

Stance Accuracy Majority 
Class 

Accuracy 
Minority Class MCC 

Baseline 0.978 0.495 0.569 

Traditional Random 
Undersampling 0.842 0.814 0.655 

Traditional Random 
Oversampling 0.935 0.953 0.889 

Undersampling: 
Confidence 0.835 0.817 0.653 

Undersampling: 
Stance & Confidence 0.883 0.894 0.777 

Oversampling: 
Confidence 0.947 0.959 0.907 

Oversampling: 
Stance & Confidence 0.948 0.955 0.905 

For 7:1 ratio, it follows the similar pattern as 4:1 ratio 
where oversampling methods supersede the undersampling 
methods in performance. Within undersampling methods, the 
undersampling using confidence showed a significant drop 
while undersampling using stance and confidence supersede in 
performance by a huge margin. 

Within oversampling methods, the difference in 
performance for oversampling using stance and traditional 
method is very less. This showcases that with an increase in 
imbalance ratio, the oversampling using stance shows 
improvement in their performance. 

For 10:1 ratio, both of the oversampling using stance 
variants supersedes in performance while the performance of 
traditional oversampling method reduces significantly. Within 
the undersampling methods, the undersampling using stance 
and confidence showcases steady improvement in 
performance with an increase in the imbalance ratio. 

TABLE V. SIMULATION OF RESULT FOR RATIO 10:1 

Stance Accuracy 
Majority Class 

Accuracy 
Minority Class MCC 

Baseline 0.983 0.466 0.558 

Traditional Random 
Undersampling 0.833 0.793 0.625 

Traditional Random 
Oversampling 0.955 0.863 0.840 

Undersampling: 
Confidence 0.798 0.818 0.616 

Undersampling: Stance & 
Confidence 0.872 0.886 0.758 

Oversampling: 
Confidence 0.949 0.958 0.908 

Oversampling: Stance & 
Confidence 0.953 0.959 0.914 

VIII. CONCLUSION AND FUTURE WORK 
People are led to believe false facts about various health 

advice and medical treatments as a result of fake news. This 
creates a pressing need for accurate detection of fake news in 
healthcare. The proposed framework focuses on improving the 
performance of fake news detection in order to address these 
issues. Because the number of true articles in this work 
outnumbers the number of fake articles, stance has been used 
for the text sampling method, both undersampling and 
oversampling. 

Understanding the relationship between the headline and 
the article's content is essential in stance classification. The 
FNH dataset has been trained to obtain their respective stance 
labels and confidence. Two approaches have been proposed. 
Stance-based undersampling and stance-based oversampling 
were carried out using these variations. These proposed 
approaches demonstrated a significant improvement in overall 
detection performance when implemented with various 
imbalance ratios compared to traditional methods. 

Apart from increasing the performance using stance by 
resolving balance, the broader implications of the paper also 
highlight the unique method of converting the textual data into 
vector space highlighting the similarity between the title and 
body content of the document which further was utilized 
grabbing the stance and confidence attribute for each 
document. 

Future work can be extended by training different 
classifiers for stance detection. Experiments can also be 
further carried out considering the tuning of configuration 
parameters for the rate of sampling, etc. 
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Abstract—In current years, there has been an increasing 
attention in Underwater wireless sensor networks (UWSNs). 
Underwater sensor networks (USNs) can be applied for many 
various purposes. To address the routing issue, the Cuckoo 
Search Optimization Algorithm with Energy Efficient and QOS 
Aware (CSOA-EQ) based routing methods have been proposed 
in this chapter. Every application is important in its own right, 
but some of them can help improve sea investigation to meet a 
variety of underwater applications, such as a catastrophic event 
alert system (such as torrent and seismic monitoring), supported 
navigation, oceanographic data collection, and underwater 
surveillance, ecological applications (such as the nature of 
organic water and contamination monitoring), modern 
applications (such as marine investigation), and so on. For 
example, sensors can assess specific metrics, such as base 
intensity and securing pressure, to monitor the auxiliary nature 
of the securing environment in offshore engineering applications. 
UASNs have also improved our understanding of underwater 
environments, such as climate change, underwater creature life, 
and the number of inhabitants in coral reefs. 

Keywords—Underwater wireless sensor networks (UWSNs); 
QOS aware (CSOA-EQ); underwater environments 

I. INTRODUCTION 
Sensor Networks have emerged as a potential examination 

topic this year. In these types of networks, the routing issue is 
a critical component that must be handled in order to extend 
the life of the organisation. Because of the number of sensor 
nodes in the organisation, routing becomes increasingly 
unpredictable as the size of the organisation grows [1]. Sensor 
nodes in Wireless Sensor Networks are highly reliant on 
memory, processing power, and battery life. 

Surface buoys operational with GPS can acquire their 
regions, as seen in Fig. 1. The numeral of beacon nodes be far 
lower than the amount of obscure nodes. Because beacon 
nodes have more energy and a communication range of 
roughly 200 metres, they can legitimately communicate with 
buoys and have more neighbours. Furthermore, compared to 
hidden nodes, beacon nodes have more equipment assets and 
superior figuring capacity, allowing them to do more. The 
obscure nodes are slightly less expensive, and they aren't 
required to waste energy [2]. An obscure hub's communication 
radius is roughly 100 metres, and it is unable to officially 
communicate with the buoys. It can normally only associate 
with its immediate (usually one-jump) neighbors [3]. The 
obscure nodes can achieve nearby positioning to successfully 
participate in the organization exercises thanks to local data 
exchange among themselves and nearby beacon nodes. 

Optimization is everywhere, so there are many 
applications for this paradigm [4]. In practically all technical 
and industrial applications, we are continually looking for 
ways to improve anything, whether it is to minimize cost and 
energy consumption or to boost benefit, yield, execution, and 
effectiveness [5]. Because resources, time, and money are all 
limited in practice, optimization is undoubtedly more 
important. Because most real-world applications have clearly 
more complex variables and parameters influencing how the 
framework functions, making the greatest use of any given 
assets needs a paradigm shift in logical reasoning. The 
essential components of the optimization cycle for each 
optimization challenge are the optimization algorithm, an 
effective numerical test system, and a realistic-portrayal of the 
physical cycles we want to illustrate and optimize [6]. After 
we have a good model, the general computation costs are 
dictated by the optimization strategies used for search and the 
numerical solver utilized for simulation. To address the 
routing issue, Cuckoo Search Optimization Algorithm with 
Energy Efficient and QOS Aware (CSOA-EQ) based routing 
methods have been proposed [7]. A wireless sensor network 
(WSN) is made up of self-contained sensor nodes. These 
sensors are extremely small. They are widely disseminated in 
large numbers [8]. These sensor nodes are intelligent and 
successful, providing a very wonderful and adaptive network 
where regular wired and wireless networks are unable to 
deliver. WSN is used in a variety of engineering applications, 
including monitoring unfenced far margins, terrorist 
development in high-altitude backwoods territories, and LPG 
pipe lines put in deep water. The sensor node detects or 
monitors movement or functions in a network region or area 
and delivers information to the base station. 

A QoS aware routing provides optimality when sensor 
nodes are transmitted in underwater sensing applications, such 
as monitoring LPG pipelines [9]. As a result, this research also 
focuses on QoS-aware routing. The compromise between 
network QoS assurance and network lifetime is a fundamental 
issue in QoS aware routing, i.e., the presentation of QoS aware 
routing and the implementation of Energy efficient routing are 
diametrically opposed. The main goal is to maintain the 
energy-efficient and QoS-aware routing running smoothly. 
This chapter describes WSN execution and compares it to 
ACO and PSO's suggested CSOA-EQ execution in terms of 
normal number of ways, energy consumption, and normal 
parcel delay [10]. The proposed CSOA-execution EQ's is 
considerably enhanced when compared to ACO and PSO. 
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Fig. 1. Schematic Diagram of UWSN. 

II. LITERATURE REVIEW 
Sudip Misra, Anudipa Mondal, and Ayan Mondal (2019) 

introduced DATUM, a game theory-based dynamic topology 
control approach for enhancing throughput and network 
lifetime in UWMSNs within the sight of interactive media 
sensor nodes with the least network latency [1]. This author 
uses a cooperation game theoretic approach to select the best 
combination of methods for limiting postponement and 
amplifying throughput, as well as the best transmission power 
for extending network lifetime. Luis M. Pessoa, Cândido 
Duarte, Henrique M. Salgado, Vasco Correia, Bruno Ferreira, 
Nuno A. Cruz, and Anibal Matos (2019) evaluate the long-
term deployment feasibility of a large-scale network of 
abandoned underwater sensors, with power provided by 
autonomous underwater vehicles (AUVs) in periodic visits 
[2]. They conduct a versatile analysis to determine the size of 
network that can be supported by a single AUV, both in terms 
of total number of sensors and partition separation between 
sensors. 

III. EXISTING METHODOLOGIES 

A. Ant Colony Optimization Algorithm 
The field of "Ant Algorithm" investigates how models 

derived from observations of real ants' behavior stimulate the 
development of novel algorithms for solving distributed 
control problems via optimization [11]. The basic idea is that 
self-organizing standards, which take into account the 
profoundly co-ordinate behavior of actual ants, may be 
utilized to co-ordinate populations of artificial agents working 
together to solve computing problems. Various forms of ant 
algorithms, including as seeking, division of labour, brood 
arranging, and co-employable vehicle, have been enlivened by 
a few distinct aspects of ant province behavior. “One of the 
better examples of ant algorithms is "Ant Colony 
Optimization (ACO)"[12]. Because the forward ants in the 
ACO strategy are sent to no specific destination node in the 
essential algorithm, sensor nodes must communicate with one 
another and every node's routing tables must contain the IDs 
of all sensor nodes in the neighbourhood as well as the 
journalist levels of the pheromone trail, making the ACO 

strategy more energy efficient. In big networks, this can be an 
issue because nodes would require a lot of memory to save all 
of the data about the neighbourhood. 

B. Particle Swarm Optimization 
Molecule Swarm Optimization (PSO) was developed by 

Kennedy and Eberhart in 1995, based on a range of natural 
behaviours such as fish and flying creature learning. PSO has 
since sparked a plethora of new interests and structures an 
exhilarating, ever-expanding study topic known as swarm 
insight. This method searches the spaces of a target work by 
changing the trajectories of individual agents, termed 
particles, in a quasi-stochastic manner as piecewise ways 
determined by positional vectors [13].Particle swarm 
optimization (PSO) mathematical expression is followed[14]. 
Assuming a Dimensional search space, m particles form a 
group. The position of the particle I in the search space is 𝑥𝑖 
and Vector is 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2, 𝐿 𝑥𝑖𝐷)𝑇  and the flying speed 
is 𝑉𝑖 = (𝑣𝑖1,𝑣𝑖2, 𝐿 𝑣𝑖𝐷)𝑇. The individual extremum of particle 
I is 𝑃𝑖 = (𝑃𝑔1,𝑃𝑔2, 𝐿,𝑃𝑔𝐷)𝑇. In the formula g is the number of 
fitness optimum in the group [13]. The particles are iterative 
operation according to the following formula (3) and (4) and 
schematic diagram is shown in Fig. 4. 

vidk+1 = wvidk + c1. r1. �pidk − xidk � + c2. r2. �gidk − xidk �  

 xidk+1 = xidk + vidk+1  

ⱷ is non-unconstructive number, called the interia weight 
(intertia weight), Its role is not to adjust the algorithm of 
global and local search ability of balance. I=1, 2,…, m 
d=1,2,…,D. Acceleration constant 𝑐1 and 𝑐2 (acceleration 
constant) is a non negative; 𝑟1 and 𝑟2  is a random number 
between. 𝑣𝑖𝑑 Є [-𝑣𝑚𝑎𝑥 , 𝑣𝑚𝑎𝑥 ]; 𝑣𝑚𝑎𝑥  is a constant, setting by 
the user; k=1,2,…is the number of iterations [15]. 

IV. PROPOSED METHOD 

A. Network Architecture 
First, we'll go through the network architecture employed 

in this chapter. The sensor network in this scenario is a Big 
Network (BN), with the water's surface as the top surface and 
the seabed as the bottom surface. This underwater sensor 
network is organized into miniature crow nests, as seen in 
Fig. 2 (CNs). Fig. 1 shows the network architecture of the 
suggested model. 

 
Fig. 2. Network Architecture of the Proposed Model. 
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A source node should be at the lower left corner of the BN, 
whereas a sink node should be in the upper right corner. Allow 
Na sensor nodes equipped with audio modems to 
communicate with sonobuoys positioned at arbitrary depths. 
These nodes are all stagnant and do not have any water 
flowing through them. Each node in the network has the same 
main energy, transmission power, and range, as well as 
symmetric interactions between nodes. The sink node is 
assumed to also be equipped with an offshore level sonobuoy, 
and that each node is aware of both its own and the sink node's 
location. Furthermore, as seen in Fig. 2, there are several 
nodes within a CN. Furthermore, as seen in Fig. 2, there are 
many nodes within a CN that store the CN that they have a 
place with. The length of the CN is commonly referred to as d, 
and it is entirely dependent on r, which is the sensor node 
exchange radius. Similarly, the duty cycle technique assumes 
that each nodes condition varies independently of the state of 
the others. Because each node is awake for a short period of 
time before going to sleep for the remainder of the time, this is 
the simplest type of obligation cycle. There is no need for 
global synchronization because each sensor node can maintain 
track of its own and the sink node's locations. 

B. CSOA-EQ Algorithm 
Similarly, because the routing database does not exist, no 

RAM is utilized to save the path. Additionally, the multiple-
routing method will be combined with geo-routing to improve 
the reliability of packets being received efficiently, and 
packets will be dispatched from many routes at the same time. 
Furthermore, the duty cycle instrument allows the nodes to 
rest occasionally to conserve energy while no data is being 
transmitted. The network is said to be a Big Network 
separated into little crow homes. In the proposed technique; 
each sensor node can communicate directly with all of its 
vertex, edge, and surface adjacent nodes. A CN within a BN, 
as seen in Fig. 3, node u, is an outstanding illustration of this 
type of CN. 

In Fig. 4, a flowchart of the proposed method is exposed. 

 
Fig. 3. Relation between r and d in the Network. 

C. Proposed CSOA-EQ Algorithm 
Similarly, the routing database does not exist, so no 

memory is used in the process of storing the path. 
Furthermore, the multiple-routing process will be used with 
geo-routing to increase the reliability of packets being 
received effectively, and packets will be dispatched off the 
destination at the same time from numerous routes. In 
addition, the duty cycle instrument allows the nodes to 
occasionally rest in order to save energy while no data is being 
delivered. It's thought that the network is a Big Network 
divided into small crow homes. To prevent packet flooding, 
each node's diffusion radius is defined, and every node can 
only transfer data within this radius. Furthermore, in the 
suggested algorithm, node selection is settled in a later step 
depending on the node's reasonableness. 

Every sensor node in the proposed algorithm can 
communicate directly with all of its vertex-adjacent, edge-
adjacent, and surface-adjacent nodes. It should be noted that a 
CN within the BN, as shown in Fig. 2, is an excellent example 
of such a CN. Similarly, node m is the farthest node with 
whom u can have a direct conversation. As a result, the Base 
Exchange radius of node u is determined by the Euclidean 
distance between u and m. 

As a result, the following equation determines the 
relationship between the length of the CN edge (d) and the 
transfer radius of the sensor nodes (r) 

(2𝑑)2 + (2𝑑)2 + (2𝑑)2 =  𝑟2 𝑑 = 𝑟
√12

            (1) 

• First, as shown in Fig. 1, Na nodes are haphazardly 
spread at various depths of H in BN space to depict the 
suggested technique. Based on the measure of d, the 
BN is then partitioned into various CNs. Using range-
based or without range localization techniques; each 
node should also know its own location and the 
location of the sink node. Fig. 5 illustrates this. 
Furthermore, each node must be aware of which CN it 
belongs to. The fact that each of these nodes has the 
same fundamental energy is crucial. The routing cycle 
begins in two steps after the fundamental design of the 
nodes: 

• Stage 1: The initial phase of the routing for the source 
node u is discovering all of the node's nearby Crow 
Nest (CN) subunits. A CN can have vertex-adjacent, 
edge-adjacent, and surface-adjacent neighbours, as 
previously stated. We select CNs that are closer to the 
sink than the current Crow Nest (CN) and have at least 
one awake node from all nearby CNs. This is to 
prevent the course from being bypassed in vain and the 
sink way from being escaped. The nodes in these CNs 
are then recorded and assessed as possibilities for the 
next stage. Following the shaping of a large number of 
applicant nodes, the second routing stage begins with 
the CSOA-EQ algorithm, as shown below. 
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Fig. 4. Flowchart of the Proposed Method. 

 

 
Fig. 5. Relation between r and d in the Network. 
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• Stage 2: First, mother cuckoos are horizontally 
distributed across the search field using the Cuckoo 
Search Optimization Algorithm. The following 
advancements are then carried out in order to achieve 
the optimal precision in optimization. 

• Step 1: A random number of eggs is allotted to each 
mother cuckoo. The equation then determines the Egg 
Laying Radius (ELR) of each bird in relation to this 
number. 

ELR= β× 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑐𝑢𝑐𝑘𝑜𝑜′𝑠𝑒𝑔𝑔𝑠
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑔𝑔𝑠

× (𝑣𝑎𝑟ℎ𝑖 − 𝑣𝑎𝑟𝑙𝑜𝑤)    (2) 

Where is a positive integer that represents the maximum 
ELR value. It’s that each bird can only lay eggs within a 
certain radius. 

• Step 2: Mother cuckoos lay their eggs in this area. 
After the laying process, the profit value of all mother 
cuckoos and egg is calculated using the cost function 
(described below). Then, in order to keep the cuckoo 
population under control, we destroy eggs with a lower 
yield. The laying process is completed at this point, 
and the eggs are grown and matured over time. 

• Stage 2: This is where mother cuckoos lay their eggs. 
The benefit estimation of all mother cuckoos and eggs 
is calculated after the laying cycle using the cost work 
given below. To regulate the most extreme population 
of cuckoos, we kill eggs with a lower yield at that time. 
Near the end of this stage, the laying cycle is 
completed and the eggs are formed and developed. 

• Stage 3: The presence of young cuckoos creates a new 
population of cuckoos. The algorithm's current mothers 
are young cuckoos. The cuckoos' dwelling areas are 
then grouped using the K-mean grouping technique. 
Because the search field and number of optimization 
are not large in this chapter, K is assumed to be 1. 

• Stage 4: Following bunching, the benefit of each group 
is calculated, and the bunch with the highest benefit is 
presented as the best place for cuckoo relocation. In the 
same way, the cuckoo with the highest profit in this 
group is chosen as the worldwide ideal. 

• Stage 5: If the algorithm arrives at the ideal 
combination, it stops; in any case, these means are 
rehashed. The issue in the CSOA-EQ algorithm is the 
closeness of the cuckoo’s populace to one another. In 
the event that the cuckoo populace is near the greatness 
of the intermingling coefficient indicated in the 
algorithm, the algorithm has arrived at its assembly.  

It ought to be noticed that CSOA-EQ yield is the global 
optimal arrangement which is accomplished by adjusting it to 
the neighboring node with the most elevated net revenue. The 
above advances proceed until there are no different nodes or 
CNs that gives routing conditions. 

The following bounce node is best picked by the CSOA-
EQ algorithm in this chapter based on the node with the 
maximum energy() in the objective CN. The distance between 
the current node and the chosen node, the method misfortune 

based on the propagation delay, and the measure of the current 
node’s residual energy are all factors that influence this 
decision. Regardless of the standards, the energy required to 
send, rest of the node’s energy when data is shipped off this 
node, and the node's underlying energy are all taken into 
account in this cost calculation Similarly, because 
exponential-sine capabilities are ones in which minor changes 
in parameters can result in dramatic changes in the capacity's 
implications, the cost work for selecting the next bounce node 
is as follows: 

ὺij = μ
D

+ Κ
L

+ τCij + ζ Eresi              (3) 

In Eq. (3), μ, κ, τ, ζ, they're constant coefficients with a 
sum of 1 that's utilized to manage the weight in the cost 
function. Cij is also defined by. 

C = Eijremexp[1/sin(π −
π
2Eij

rem

E0
)]              (4) 

In the above relation Eijrem is the remaining energy of node 
I if sent to node j, Eijrem is the current remaining energy of 
node i and E0 is the initial energy of node i. Accordingly, 
based on the relation, the optimal selection of the next step for 
node I through CSOA-EQ algorithm based on the node with 
the highest energy in the crow nest is in the crow nest is made 
by. 

J = Arg maxj∈{SC,Nd}(ωij)             (5) 

Here, 𝑁𝑑 = 𝛼𝑁𝑎 is a set of all awake nodes in the network 
according to the duty-cycle mechanism, Where nodes and 0 < 
𝛼 ≤1 is the duty-cycle parameter. It is worth nothing that the 
larger 𝛼  becomes, the more paths there are for the next 
selection, and so the network can route information from the 
source to the sink through different paths. 

D. Time Complexity 
As shown in Algorithm 2, CSOA-EQ for temporal 

complexity is made up of five key phases. Here's a quick 
rundown of each stage and its associated time complexity: 

• Step 1: The first stage, according to Equation, is to 
calculate the dependability constraint score (6). The 
temporal complexity of this step can be estimated as 
follows: O (|T||AC|). 

∑ 𝑌𝑖,𝑗∀𝑐𝑗 ∈𝐴𝐶 𝑋𝑗 ≥ 𝐾;∀ʋ𝑖 ∈ 𝑇             (6) 

• Step 2: The second step is to calculate the time 
constraint score using Equation (7).This step takes a 
long time: O (|T||AC|).  

∑ 𝑌𝑖,𝑗𝑋𝑗∀𝑐𝑗∈𝑇
𝜔𝑖

∑ 𝑌𝑖,𝑡∀𝑐𝑗∈𝐴𝐶 𝑋𝑡 
≤ 𝑤

(𝑘−1)
;∀𝑐𝑗 ∈ 𝐴𝐶           (7) 

• Step 3: The third step is to calculate the maximum 
distance between sensors and controllers using 
Equation (8).the time complexity of this step is: O 
(|T||AC|). 

𝐿ʋ𝑖
∗ = 𝑚𝑎𝑥∀𝑐𝑗∈𝐴𝐶{𝑌𝑖,𝑗𝑋𝑗𝑙∗�ʋ𝑖,𝐶𝑗�}             (8) 
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• Step 4: The fourth phase entails sorting all of the eggs 
into fitness categories. The temporal complexity of this 
phase can be represented as O (no of eggs) × Npop log 
Npop. 

• Step 5: The fifth stage entails sorting mature cuckoos 
based on their fitness values, which is a lengthy 
process: O Npop log Npo. 

Hence,the time complexity can be written as O Npop log 
Npop + |T||AC|. Furthermore, while increasing network size 
does not result in a significant change in Npop, it can be 
concluded that |T||AC| has upper hand on Npop log Npop. As 
a result, Cuckoo-overall PC's time complexity is: O (|T||AC). 

V. EXPERIMENTAL RESULTS 

A. Number of Sensor Nodes on Average Number of Paths 
Found 
Table I compares the number of sensor nodes to the 

average number of pathways discovered, which explains the 
ACO, PSO, and CSOA-EQ results. When the existing 
approaches and the new CSOA-EQ are compared, the 
proposed method produces better results (Fig. 6). 

TABLE I. NUMBER OF SENSOR NODES ON AVERAGE NUMBER OF PATHS 
FOUND 

Number of sensor 
nodes ACO PSO Proposed 

CSOA-EQ 

200 1.255 1.468 1.861 

400 2.216 2.365 2.632 

600 2.945 3.014 3.265 

800 3.465 3.984 4.147 

1000 4.875 4.971 5.852 

 
Fig. 6. Sensor Nodes on Average Number of Paths Found. 

The evaluation table of Number of sensor nodes on 
average number of paths detected explains the ACO, PSO, and 
recommended CSOA-EQ values. When the results of existing 
approaches and the proposed method are compared, the 

suggested CSOA-EQ method comes out on top. We can also 
observe that as the number of nodes grows, so does the 
number of paths detected, resulting in enhanced network 
dependability and speed in identifying the path within the 
network. 

B. Number of Sensor Nodes on Energy Consumption  
Table II shows a comparison table of the number of sensor 

nodes on the average number of pathways identified, which 
explains the ACO, PSO, and CSOA-EQ results. When 
comparing existing approaches to the proposed CSOA-EQ, 
Fig. 7 shows that the proposed CSOA-EQ uses less energy. 

The comparison table of number of sensor nodes on 
average number of paths detected explains the ACO, PSO, and 
proposed CSOA-EQ values. When comparing the existing and 
suggested approaches, the proposed CSOA uses the least 
amount of energy. 

C. Average Packet Delay 
Table III provides the Average Packet Delay Comparison 

Table, which illustrates the differences in ACO, PSO, and 
CSOA-EQ values. Fig. 8 shows that when existing approaches 
are compared to the proposed CSOA-EQ, the suggested 
method produces better results. 

The ACO, PSO, and suggested CSOA-EQ values are 
explained in the Comparison chart of Number of sensor nodes 
on average packet latency. When comparing the outcomes of 
the existing approaches and the proposed method, the 
suggested CSOA-EQ provides better results. 

TABLE II. NUMBER OF SENSOR NODES ON ENERGY CONSUMPTION 

Number of sensor 
nodes ACO PSO Proposed 

CSOA-EQ 

200 9.024 8.802 6.789 

400 8.632 7.744 5.065 

600 8.125 7.062 4.732 

800 7.851 6.745 4.487 

1000 6.974 6.196 2.954 

 
Fig. 7. Sensor Nodes on Average Number of Paths Found. 
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TABLE III. AVERAGE PACKET DELAY 

Number of sensor 
nodes ACO PSO Proposed 

CSOA-EQ 

200 1.999 1.821 0.189 

400 2.654 2.544 1.225 

600 2.891 2.892 1.732 

800 3.684 3.456 2.487 

1000 4.258 3.996 2.454 

 
Fig. 8. Sensor Nodes on Average Packet Delay. 

VI. CONCLUSION 
Cuckoo Search Optimization Algorithm with Energy 

Efficient and QOS Aware (CSOA-EQ) based routing methods 
have been proposed in this research to address the routing 
issue while attempting to handle these constraints. The 
proposed approach is also utilized to boost the likelihood of 
items being delivered successfully. By using duty cycle 
approach, nodes are also placed to sleep on a regular basis to 
save energy while no data is delivered. By introducing a 
differential equation in the CSOA-EQ algorithm, path 
selecting in the proposed technique is performed based on 
energy utilization and residual energy of the current node. 
When designing a network path for a WSN, fuel efficiency is 
a crucial consideration. The effectiveness of CSOA-EQ is 
appropriate in many application areas, as evidenced by its use 
in WSN routing issues. In this paper, we present a routing 
technique just on Cuckoo Search Optimization Algorithm with 
Energy Efficient and QOS Aware (CSOA-EQ), and also a 
probability of route selection based on pheromone and 
residual energy. We established that the proposed strategy is 
more energy efficient through simulated results. As part of 
future research, the CSOA-EQ algorithm will be used to 
increase network longevity, energy usage, and average packet 
latency. 
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Abstract—The paper is a comprehensive study of existing 
research trends in the sector of Arabic language, with a focus on 
state-of-the-art methods to illustrate the existing condition of 
various theory in that sector, with the goal of facilitating the 
adaptation and extension of prior ones into new systems and 
applications. In the Arabic alphabet, there are 28 letters. 
Depending on its place in the word, every Arabic letter has over 
one shape; a single character may have from one to four shapes. 
The Touching between character and the Overlapping occurred 
in the handwritten. Historical documents contained a massive 
knowledge and culture. There are many old books that need to be 
converted into readable format. Which would take a long time if 
humans converted it. However, the main problem is the lack of 
research in Arabic Handwritten especially for segmentation of 
touching characters. Thus, current trends of the segmentation 
techniques are investigated to identify the current state-of-the art 
of segmenting touching characters in other domains for 
constructing enhance techniques for Arabic touching characters. 
In this paper, it reviewed approaches for the segmentation of the 
touching characters. This paper presents the trend of approaches 
for the recognition process and segmentation of Arabic 
handwritten touching characters. In this paper, it highlighted the 
strength of each technique, the method used, and the drawback 
of the techniques. Based on the outcome, this will provide a good 
foundation for constructing a better technique for segmentation 
of Arabic touching characters, especially from the degraded 
documents. 

Keywords—Component; character segmentation; Arabic 
handwritten; character touching; recognition 

I. INTRODUCTION 
Arabic is now the official language of nearly 26 nations, 

with a population of 280 million people globally. It is among 
the six official languages of the United Nations (UN) (Chinese, 
Arabic, English, French, Russian, and Spanish). Furthermore, 
several of its vocabulary and forms are used in Persian (Farsi), 
Jawi, Kurdish, Urdu, and Pashto. 

Some individuals here nowadays mostly use pen and paper 
to write notes (for instance). That strategy has a number of 
flaws. Handwritten text is difficult to retain and access in an 
efficient and appropriate manner. Searching through them and 
sharing them with others is a time-consuming process. A lot of 
critical knowledge may be lost and not utilized efficiently if 
that content was not available in electronic form. 

The segmentation might confront various difficulties. In 
addition, character should not be too tinny and neatly 
segmented to better identify the recognition process [1]. The 
Arabic word is often a line that draws this intricacy of 
segmentation [2]. Because it used computers in almost every 
aspect of life, it also known the modern era as the information 
technology era. The computer is a necessary component of 
human life. Although, compared to humans, computers do not 
have nearly as much intelligence. Humans can recognize any 
sort of text picture from old and deteriorated texts in libraries, 
but computers cannot comprehend these text images directly 
[3] Offline handwritten touching Arabic characters 
segmentation is a popular topic in study, however it's fraught 
with difficulties because to differences in writing, overlapping, 
and touching letters. The segmentation becomes tough when 
two characters are related to each other [4]. Mostly, all libraries 
and national archives throughout the world hold large volumes 
of historical and deteriorating documentation as a book. To 
convert these important resources to a machine-readable file, 
special care must be taken [5]. The Arabic language comprises 
28 letters, each of which has a distinct form. Because letters in 
writings are combined to create words, these connections affect 
the appearance of the letters, thus the shape of an isolated 
character differs from the shape of a character in the middle 
and end of the word [6]. Segmentation is closely connected to 
recognition since it is a highly significant and key phase that 
splits a picture into sub-units such as lines, words, and letters 
[7]. 

OCR (Optical Character Recognition) is a technique that 
converts scanned or other kinds of pictures into editable format 
[8]. But even though picture segmentation is not strongly 
associated with image recognition, the two are inextricably 
linked. Segmentation process is a critical foundation for image 
recognition [4]. Picture segmentation, a critical process, splits 
the picture into tiny pieces. 

Even though handwriting is common and varies from 
person to person, segmentation, which is used to break the text 
into lines, words, and characters of handwritten text, is still a 
difficult task. As a result, many observers are going to 
investigate answers to solve the problem, and some of them 
have made notable achievements; however, more research is 
needed to improve the performance of already developed 
systems. Although it is impossible to explain all the established 
approaches in this work, the study conducted by addressing the 
difficulties of touching Arabic handwritten letters [9]. 
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However, this paper aims to show the results and 
specifications of each segmentation method to assist 
researchers in determining the best technique for their work. 

The rest of the paper is arranged as follows. Section II 
explains the fundamentals of the Arabic language's 
characteristics Section III describes the works that are related. 
Results and discussion details are in Section IV. Section V 
discusses the conclusion and next work for further study. 

II. RELATED WORK 
According to a review of the published literature on the 

segmentation of touching characters, there is a lack of research 
effort for handwritten and typed Arabic characters when 
compared to the number of techniques proposed for other 
languages such as Chinese and English. 

In [13], for printed Arabic text, propose a segmentation 
based on Omni typeface and open-vocabulary OCR. The 
APTID-MF dataset was chosen as the basis for the suggested 
approach. This method does not need an explicit font type 
identification stage. The method used in this work requires 
cautious management, since picture samples produced by 
conventional image augmentation algorithms might lose 
important features and can be linked. 

According to [14], to segment Arabic handwritten text, a 
region-based approach is used to extract the diacritic. After 
grayscale the picture, they binarize it, then use the region-based 
method, and finally extract the diacritic from the image. The 
researcher utilized the Al Quran as a dataset and added 10 
handwritten Arabic pictures. This study also addresses 
diacritics, which are crucial to the syntax and semantics of a 
word. While it is part of the alphabet, the points and hamza "ء" 
are considered as diacritics. 

Meanwhile [15] the researcher identifies fork points on 
handwritten Chinese character skeletons. The primary goal of 
this study is to increase the proportion of segmentation and 
recognition. The method identifies the feature point in the 
binary picture, then thins and smooths the character image to 
identify the fork and endpoints. Following that, they make 
some changes to eliminate the erroneous branches. They make 
use of the DHCCCRL database. The rectification of form 
distortion and the selection of 6,000 handwritten Chinese 
character pictures are two of the work's highlights. 

In addition, [16] method for developing a junction detecting 
algorithm the researcher omitted a database in this study. This 
study is just for the Printed Uppercase Alphabet and only 
between two characters. In this study, just one segmentation 
instance was investigated. The case presented in this study is 
neither trustworthy nor practical. In fact, the touching in the 
writing is more difficult.  

Fig. 1 illustrates an instance in which they tested the two 
characters created by the researcher and placed a straight line 
between them; normally, it is not touched in this manner during 
natural handwriting compared to the case shown in the figure 
below, which is quite significant. 

 
Fig. 1. Example Two Touched Characters [16]. 

Moreover [17] a technique based on junctions was used to 
create a handwritten Devanagari character by using a 
combination of feature to extract the character. Beginning with 
Handwritten Character Transformation to Bit-mapped Binary 
Images, the binary image was scaled, and then The Extraction 
was performed. They get the data from the CVPR Unit, ISI, 
and Kolkata. One benefit of this research is the collection of 
4900 handwritten Devanagari characters. There are five 
options in this research. On the other side, it might be claimed 
that there is an advantage to having a lot of options. If, for 
example, two characters cannot be effectively segmented, the 
other option can be used. 

Furthermore, in [18] Inam Ullah used the junction method 
while handling Arabic handwritten text. The picture is 
transformed to binary, and just one point of thickness is kept, 
making it easier to discern endpoints. However, the 
intersection set theory is then applied to determine the junction 
point and broken character. The major goal of this research is 
to use the algorithm to convert a handwritten, unreadable old 
Arabic book into a readable one. One advantage of this study is 
that identifying the endpoints aids in the discovery of the 
broken character. The researcher chooses the contact point by 
hand from one of four datasets: IFN/ENIT, CEDAR, and 
IFN/ENIT, Arabic Dataset, AHDB, and Arabic Handwritten 
1.0. 

In [19], segmentation of Arabic handwritten text has been 
performed using contour analysis. In this research, the page is 
divided into lines initially. Second, the line is divided into sub-
words, and last, the sub-words are divided into characters. This 
method makes use of the database IFN/ENIT. Instead of 
identifying the baseline or intersecting points, this study 
replicates the human analogue in Arabic text writing. 

Likewise, in Inam Ullah [9], the touching Arabic 
handwritten characters were segmented using contour tracing. 
Remove unnecessary noise from a binary picture. Identifying 
the End, Touching, and Neighboring Points Direction should 
be written. In the end, they are divided into characters. Many 
databases were considered, including AHDB, IFN/ENIT, 
Arabic handwritten 1.0, IBN SINA, IAM, and NIST. Because 
of proper segmentation, this study could achieve 97.27 percent. 

Referring to [20] Corner detection in pictures is a 
fundamental computer vision problem. 

In Lamia Berriche (2020) [24] the technique used is Seam 
carving-based and Datasets are IESK-ArDB and IFN/ENIT 
this method leads to Result of 95.67% clear remark for this 
research is that small characters could be considered secondary 
components. 
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Finally, according to [5], the researcher ran one set of 100 
words without overlapping and another set of 100 words with 
overlapping from the benchmark database. And next apply the 
Method on the handwritten words and report the results for 
only the second batch. As it stated, it is a simple method that is 
straightforward to use and quick. Slant correction approaches 
do not give good results when writing characters with severely 
slanted and horizontally overlapping characters. Few letters, 
such as u, v, w, m, and n, are over-segmented or skipped 
segmented. In Core-zone detection, the researcher advised to 
count the white pixel until the first major change happens. But 
how can determine if this one is significant or not? This is a 
fluid word, and anyone may argue for or against it. Because 
science only speaks the language of numbers. Their method is 
straightforward; however, they cannot provide the results of 
segmentation before and after using the Core-zone detection. 
As a result, it can be determined if it is essential or not. The 
researcher simply stated that the first set of words is excellent, 
with no percentage showing how much is good, so that may 
compare the overlapping and non-overlapping sets. Also, make 
it more dependable. 

III. ARABIC LANGUAGE CHARACTERISTICS 

A. Location/Direction in Writing  
In both handwritten papers and machine printed materials, 

Arabic text is written from right to left, but numerals are 
written in the same way as numbers in other languages, for 
example, from left to right [10], [11]. 

Fig. 2 shows one example. 

 
Fig. 2. Direction for Arabic Writing. 

Fig. 3 shows an Arabic numeral example. 

 
Fig. 3. Arabic Number Direction. 

B. Shape of Arabic Characters 
Because Arabic writing letters are interconnected with each 

other, virtually every character in the Arabic language changes 
its shape in writing in word according to its placement in the 
word. 

Fig. 4 depicts Arabic letters that change shape depending 
on their location in an Arabic word, as well as instances of how 
these characters are linked to form words. The picture 
illustrates four Arabic letters as an example. However, not 
much different in the rest of the Arabic language letters 
regarding the shape forms of the letters compared to the 
selected four alphabets [12]. 

 
Fig. 4. Example of Shape Alphabet [12]. 

IV. CHALLENGES AND LIMITATIONS 
There are several obstacles for academics to address in this 

field, and there is a desire for new ways to develop as computer 
technology improves and resource constraints diminish [26]. 

Based on Ouwayed and Belaid's study [23], Kang [22], 
Aouadi [21], and Saber et al. developed a method for 
segmenting touching Arabic letters in the same word or other 
words on the same line or other lines. These existing 
approaches are template-based segmentation techniques, in 
which a glossary file is created for all potential touching 
graphics, that is not only time-consuming due to the variation 
in Arabic writing and similarities in Arabic characters, but it 
also fails to address the issue of touching Arabic handwritten 
characters. Whereas these approaches employed self-defined 
criteria to govern segmentation accuracy, the segmentation 
process of touching character pictures suffered as a result. 

Over or under segmentation happens because of datasets 
utilized, languages type (since Arabic has more issues than 
other languages), type of data (printed or written by hand), and 
suggested segmentation technique. 

By referring to [25] there were some of the challenges such 
as: Datasets of Arabic handwritten characters, preprocessing 
noise, Techniques that are cutting-edge, Documents of low 
resolution and quality, Segmentation, Systems that operate in 
real time. 

The factor that considered as the main factor which is the 
segmentation. Certain earlier efforts relied on manually dataset 
segmentation, while others relied on segmented databases. A 
few of the accessible datasets are not segmented, while others 
relied on segmented datasets. It's crucial to find a scalable 
approach to automatically divide documents into lines and 
subsequently into words (or characters), particularly for big 
and ancient datasets. Another difficulty in segmentation is 
dealing with ligatures and the large quantity of Arabic 
characters. 

The multiple sub-words could affect the segmentation 
process some of the words with single sub-word such as: “محمد” 
and it could reach to five sub-words for example: “أوروبا” 
which could increase the difficulties to recognize it as one 
word during the segmentation process. 

Fig. 5 illustrates the challenges of the existing approaches 
for Arabic Handwritten touched characters segmentation. 
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Fig. 5. Challenges of the Exisiting Approches. 

V. RESULT AND DISCUSSION 
After the research method is to find the most successful 

approach for Arabic handwritten touching character 
segmentation, but because of the many factors that need to be 
considered, such as paper quality, number of touching 
characters that have been tested, database selected, methods 
used, algorithm applied, and time taken to segment character. 
Because of all of that, it is difficult to give certain results, 
especially if some of these factors are not mentioned in the 
study. However, the author has reviewed ten of the approaches. 
Table I shows the sample of comparison for each method with 
its database selected and the result. Author has found a serious 
need for a specific database which could improve the future 
research and ease the way for the research to become more 
reliable, which has a logical result to be compared among the 
other studies. 

TABLE I. METHOD COMPARISON 

Method 
Methods Comparison 

Dataset Result 

Seam carving-based IESK-ArDB and IFN/ENIT 95.66% 

segmentation-based on 
Omni font APTID-MF 95% 

region-based technique Al Quran 80% 

Fork Points on the 
Skeletons DHCCCRL 99.41% 

junction detection 
algorithm - 100% 

Junction based 
approach CVPR Unit, ISI, and Kolkata 92.8% 

junction approach in 
Arabic 

IFN/ENIT, CEDAR, AHDB, 
Arabic Handwritten 1.0. 93.3% 

contour analysis 
segmentation IFN/ENIT 89.4% 

Contour Tracing 
AHDB, IFN/ENIT, Arabic 
handwritten 1.0, IBN SINA, IAM, 
NIST 

97.27% 

Core-Zone CEDAR 92.6% 

The author discovered that the junction algorithm 
developed by InamUllah yields the highest percentage of 
segmentation accuracy while being a simple process consisting 
of three main steps: binary process, thinning process that 
allows tracing the boundary of the character and if there are 
more than two binary points, it means there is a junction point 
to be segmented, and segmentation. However, this study has 
limitations for future work, such as: during the thinning 
process, some of the elements may be missing or counted as 
secondary objects; additionally, the alphabet may be triggered 
due to its tail. Furthermore, the method could not segment 
more than one junction point at the same time. 

VI. CONCLUSION 
The results of this study revealed current research trends in 

the field of Arabic. It emphasized the present state of several 
research elements in that field. This can encourage and make it 
easier to adapt and extend existing systems to new applications 
and systems. Arabic has a vast and undiscovered reach; 
nevertheless, little research has been done in that field 
previously. 

We exhibited some of their prior work that was similar to 
contemporary state-of-the-art methodologies, with fewer 
mistakes and a high degree of abstraction. As demonstrated in 
the difficulties section, this identification is meant to give 
recommendations for future advancements in the field. 

Because of the quality of screening, touching handwritten 
characters is present in old manuscripts. The Author therefore 
found that touching characters occurs widely in English, 
Chinese, Devnagari, Numbers and Arabic handwritten 
historical materials by exploring the literature for the review. 
This paper is scanning several approaches to help the 
researchers in this field to find the advantage and disadvantage 
of these approaches. For future research, the researcher 
encourages develop a database for touching characters in 
Arabic language to give more attention to multiple 
overlapping. 
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Abstract—Customer trust has been recognized as an essential 
part of the rising trend of social commerce. Lack of trust 
facilitates the hesitation of customers to shop online or to avoid 
them completely. Therefore, it is essential to implement and 
analyze a way of buyer-seller relationship establishment that will 
improve customers' trust. This paper aims to develop a trust 
model of Social Network Sites (SNSs) sellers, and to assess the 
dimensions and criteria that affects customer's trust on Online 
Social Network Sites (SNSs) sellers by using Analytic Hierarchy 
Process (AHP) approach. The study was carried out among those 
who have transactions with Malaysian online SNSs sellers at least 
every three months. The findings have indicated the top three 
influencing criteria: recommendation, transaction safety, and 
rating. This study provides insight into the customers' thoughts 
about placing trust on online SNSs sellers for selling and 
purchasing activities. 

Keywords—Online commerce; trust; social commerce; multi-
criteria decision–making 

I. INTRODUCTION 
The emergence of social commerce on Social Network 

Sites (SNSs) has changed the near-constant connectivity that 
enables online sellers to connect with customers. Its 24/7 
connectivity allows online SNSs sellers to produce their 
content and exchange products or services with other users. On 
the other side, the customer may connect with other online 
SNSs sellers for current information on products or services 
[1]. Various platforms are used to share information about 
products and services to increase sales volume [2] to build 
customer's trust in buying and purchasing activities. 

Although social commerce has become widespread, certain 
challenges lead to the lack of trust among customers on online 
SNSs sellers. In social commerce, trust is referred to a 
customer's belief to trust a seller's ability, generosity, integrity, 
and predictableness [3]. The uncertainty of the level of content 
provided by users and the lack of face-to-face interactions 
make trust a crucial component of social commerce [4]. Social 
interactions between customers are believed to increase 
customer trust in sellers [5]. Many customers avoid making 
online purchases due to a lack of trust in online platforms [6]. 
For example, customers' concerns regarding the quality of the 
information provided by online SNSs sellers make them trust 
the information provided by other customers more than they 
trust the online SNSs sellers. This demonstrates the 
significance of trust in motivating people to purchase online. 

Various studies were carried out to identify different 
criteria that influence customer's trust on purchase intention in 
social commerce. In [3], various characteristics influencing 
customers' trust in social commerce include reputation, size, 
information quality, transaction safety, communication, 
economic feasibility, and electronic word-of-mouth (E-WoM) 
referrals. Another study adopted some constructs from the 
technology acceptance model (TAM) to describe social 
commerce constructs [4], and show trust positively affects the 
purchase intention, consistent with many other TAM 
researches. 

Trust and informativeness are suggested in [7] as social 
network characteristics that affect trust in social commerce. 
Analysis among Indonesia backpackers discovered that attitude 
and compatibility are significantly influenced purchase 
intention [8]. According to the research findings of young 
people's trust in tourism sites, trust and satisfaction are more 
important than site design and E-WoM [9]. A recent study in 
[10] indicates that trust and satisfaction influence repurchase 
and E-WoM intentions. 

Several studies also examine the influencing criteria by 
concentrating on particular SNSs as the medium of social 
commerce. A study in [11] discovered that propensity to trust 
and testimonial were two factors that influence trust in the 
online purchase through SNSs. Results from a study conducted 
in Thailand, users of social commerce are more likely to trust 
social commerce if it provides adequate online environments 
that include recommendation and referrals, rating and reviews, 
communication, security issues and E-WoM [12]. 

An empirical study on Instagram users discovered that 
perceived benevolence, perceived integrity of online store and 
key opinion leader endorsement are significant factors 
explaining customer trust and later influencing purchase 
intention [13]. In a recent study examining the relationship 
between social presence and customer relationship quality as 
measured by customer commitment and loyalty, it was found 
that in social commerce, social commerce trust mediates the 
effect of social presence on both commitment and loyalty of 
customers [14]. A survey among individuals using social 
commerce services in Korea revealed four factors that 
influence purchase intention related to social commerce: 
economy, necessity, reliability and sales promotion [15]. A 
quantitative method depending upon the sample size is 
employed in most of the existing studies. On the other hand, 
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one study finds the criteria through statistical methods and uses 
BP Neural Network approach to construct a social commerce 
trust evaluation model [16]. 

The trust element in purchasing-related decision-making 
can be seen as a multi-criteria decision–making (MCDM) 
problem. Problems are formulated and solved in MCDM with 
the criteria taken into consideration to assess an alternative's 
performance [17]. Analytic Hierarchy Process (AHP) is an 
MCDM approach that integrates quantitative and qualitative 
techniques [18] for handling measurable and intangible criteria. 
AHP enables subjective evaluation by using experts' judgement 
to decide the importance of criteria. Based on its importance, 
AHP determines the criteria that dominate the decision-making 
process and prioritize them. In decision-making, AHP reflects 
the analytical thinking of humans, where the assessment is 
performed in a hierarchical structure. In addition, all criteria to 
be taken into account will not be viewed as equal but by 
relative weight in the decision-making process. AHP decreases 
bias in the decision-making process by consistently reviewing 
the experts' evaluations. 

This paper presents a study that aims to capture additional 
aspects of social commerce that supplement customers’ insight 
and also encourage them to evaluate online SNSs sellers 
relatively. The rationale behind this study is to explore in-depth 
the factors that influence customers’ trust. A sample of 
customers who have transactions with the identified Malaysian 
online SNSs sellers at least every three months is selected for 
experimental evaluation. This study also examined the 
potential of applying the AHP technique achieve two 
objectives: 

1) to rank the criteria based on expert evaluation under 
multiple criteria relevant to this field. 

2) to obtain the criteria weights by performing pairwise 
comparisons of importance between the criteria that influence 
customers' trust on online SNSs sellers and prioritize the 
influencing criteria prior to purchasing. 

II. DATA AND METHODOLOGY 
We proposed a research model for analyzing customers’ 

trust focused on Malaysian society to evaluate online SNSs 
prior to buying-selling activities. The model is designed to 
analyze the relevant factors that influence Malaysian 
customers’ trust in order to validate the buyer-seller 
relationships, especially in the field of SNSs. The primary goal 
of this empirical research was to determine whether and how 
customers’ trust on online SNSs sellers is obtained before 
deciding to purchase. The AHP method used in this study is 
illustrated in Fig. 1 to investigate the criteria that affect the 
customers' trust in online SNSs sellers. 

In this first step, the decision problem should be defined 
since it drives the whole process on why AHP has to be used. 
As the traditional rating method is unable to filter out the 
responses’ inconsistency, the AHP methodology employs the 
consistency test that screen out inconsistent responses. This 
study identified criteria based on the previous literature, as 
shown in Table I [19]. These criteria would be expected to 
collect the necessary information regarding their buying 
decision for evaluations and comparisons. 

 
Fig. 1. Overview of AHP Methodology. 
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TABLE I. PROBLEM IDENTIFICATION 

Dimension Criteria References 

E-WoM 

- Positive Valence 
[3], [4], [20]–[25] 

- Negative Valence 

- E-WoM Content [24], [26]–[29] 

Information Quality 

- Accuracy [3], [30]–[33] 

- Relevance [30], [32], [33] 

- Completeness [3], [30]–[34] 

- Currency [3], [30]–[33] 

- Understandability [3], [30] 

- Format [30]–[33] 

Social Commerce Constructs 
- Recommendation [4], [11], [34] 

- Rating [4], [34] 

People 

- Transaction Safety [3], [22], [34] 

- Reputation [3], [34] 

- Propensity to Trust [22], [34] 

III. RESULTS 
A schematic representation in a hierarchical structure was 

formed to structure the problem, as illustrated in Fig. 2. The 
hierarchy consists of two levels and starts from Level 1 
represents the goal, i.e. prioritizing the criteria to evaluate trust 
on online SNSs sellers. It is then broken up into four 
dimensions relevant to the goal are represented in Level 2: E-
WoM, information quality, social commerce constructs, and 
people. The sub-criteria associated with each of the dimensions 
form Level 3. 

Once the hierarchical structure has been developed, the 
relative contribution of each criterion must be obtained through 
a paired comparison from each expert. In the AHP procedure, 
the selection of expertise is crucial in establishing the 
significance of factors in pair comparisons. It is thus vital to 
identify before a decision has been reached which criteria an 
expert has to satisfy [35]. Wrong expert selection may lead to a 
discrepancy in judgement. Furthermore, the qualities required 
by an expert are varied according to the field of study. 

 
Fig. 2. Hierarchical Structure. 
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The experts’ input plays a significant role in getting the 
comparison pairwise. In the AHP technique, a single expert is 
usually assumed to be appropriate to offer a decision. 
However, a single expert can provide an uncertain judgment. 
To reduce the uncertain judgment, group decision-making can 
be employed. The judgment of each member is combined to 
reach a consensus in group decision-making. 

According to Forman and Peniwati [36], two common 
approaches to aggregate the individual judgments are 
Aggregation of Individual Judgments (AIJ) and Aggregation of 
Individual Priorities (AIP). The AIJ combines all individual 
judgements to act as a ‘new’ decision by employing geometric 
mean. The AIP judgment, meanwhile, is based on a number of 
consensus groups, which may use either arithmetic or 
geometric mean. All other group decisions are added to the 
calculated group decisions. 

In this study, experts are categorized as people who shop at 
least once every three months. The definition of experts is 
based on previously completed similar studies [3], [37]–[42]. 
15 respondents took part in making a paired comparison based 
on the definition of experts, and this can be an excellent 
contribution to producing a less biased decision. 

In order to identify the ranking among factors according to 
their importance, the information acquired from the 
questionnaire has been evaluated. The judgement was then 
consolidated to determine the weight of each criterion by each 
expert. Criterion ranking was based on the weight determined 
using the normalized principal Eigen criteria. 

The results of this study were based on the evaluations 
made by the 15 respondents, which were then aggregated using 
the geometric mean as the AIJ approach was employed. 
Table II shows a sample of individual evaluations in the form 
of a pairwise comparison matrix. 

The aggregate comparison matrix for criteria for the 
hierarchical structure level 2 is shown in Table III. An 
aggregate comparison matrix for sub-criteria in Level 3 to 
show the relative priorities of the sub-criteria with respect to 
the Criteria in Level 2 is shown in Table IV (sub-criteria E-
WoM), Table V (sub-criteria People), Table VI (sub-criteria 
Information Quality), and Table VII (sub-criteria Social 
Commerce Constructs). 

TABLE II. SAMPLE INDIVIDUAL JUDGMENT IN THE PAIR-WISE 
COMPARISON MATRIX 
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Accuracy 1 1 2 1/2 1 3 

Relevance 1 1 1 1 2 5 

Completeness 1/2 1 1 1/3 2 3 

Currency 2 1 3 1 4 6 

Understandability 1 1/2 1/2 1/4 1 1 
Format 1/3 1/5 1/3 1/6 1 1 

TABLE III. AGGREGATED COMPARISON MATRIX FOR CRITERIA 

  E-WoM Social 
Commerce 

Information 
Quality People 

E-WoM 1 0.89 1.07 0.94 

Social 
Commerce 1.12 1 1.25 0.94 

Information 
Quality 0.93 0.8 1 0.74 

People  1.06 1.06 1.35 1 

TABLE IV. AGGREGATED COMPARISON MATRIX FOR SUB-CRITERIA E-
WOM 

 Positive 
Valence 

Negative 
Valence 

E-WoM 
Content 

Positive Valence 1 0.90 1.10 

Negative 
Valence 1.11 1 1.31 

E-WoM Content 0.91 0.76 1 

TABLE V. AGGREGATED COMPARISON MATRIX FOR SUB-CRITERIA 
PEOPLE 

 Transaction 
Safety Reputation Propensity to 

Trust 

Transaction 
Safety 1 1.33 1.33 

Reputation 0.75 1 0.99 

Propensity to 
Trust 0.75 1.01 1 

TABLE VI. AGGREGATED COMPARISON MATRIX FOR SUB-CRITERIA 
INFORMATION QUALITY 
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Accuracy 1 1.68 1.48 1.02 0.89 1.13 

Relevance 0.60 1 0.72 0.95 0.89 1.03 

Completeness 0.68 1.39 1 0.97 0.95 1.20 

Currency 0.98 1.05 1.03 1 1.03 1.37 

Understandability 1.13 1.13 1.05 0.97 1 1.28 

Format 0.88 0.97 0.83 0.73 0.78 1 

TABLE VII. AGGREGATED COMPARISON MATRIX FOR SUB-CRITERIA 
SOCIAL COMMERCE CONSTRUCTS 

 Recommendation Rating 

Recommendation  1 1.79 

Rating 0.56 1 

The pairwise comparisons were established for the criteria 
based on the judgements provided by each expert. The 
assessment will identify the importance of criteria and sub-
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criteria based on the hierarchy structure from step 2. The 
comparisons are made using a scale of absolute judgements 
that represents how much one element dominates another with 
respect to a given attribute. 

In determining weights for criteria and sub-criteria, the 
following procedures are applied to each of the aggregated 
comparison matrices: 

1) Calculate the sum values in each matrix column. 
2) Divide each value in each column by the column sum to 

normalize the matrix. 
3) Determine the weight by calculating the average value 

of each row of the normalized matrix. 

The data is analyzed at this point in order to calculate the 
consistency ratio. If the consistency ratio is not acceptable, the 
pairwise comparison assessment will be reviewed by experts. 

When it comes to making decisions, humans are 
notoriously inconsistent. The Consistency Ratio (CR) measures 
the consistency of judgments in order to validate the results. 
The acceptable CR values (Table VIII) depend on the size of 
matrices as proposed in [43]. The judgments are consistent and 
valid if the value is within the range. In this scenario, the 
experts will be requested to review their judgement. Because of 
the equation’s constraint, the CR value is not relevant to 2X2 
matrices [42]. In addition, the two-element matrix has a perfect 
consistency. 

The following four steps are used to compute the CR: 

1) Multiply each column total by its respective weight for 
each criteria. 

2) Get the λmax value by adding values calculated in 
Step 1. 

3) Get the Consistency Index (CI) value using Equation 
(1). 

CI = (λmax  -n)/ (n-1)             (1) 

where n is the number of the criteria being compared in the 
matrix. 

4) Get the CR value using Equation (2). 

CR= CI/RI              (2) 

where RI is the Random Index. RI value is determined 
from a lookup table (Table IX) depends on the n value. 

TABLE VIII. ACCEPTABLE CR VALUE 

Size of matrices Acceptable CR values  
2x2 Not applicable 

3x3 ≤5% 
4x4 ≤8% 

Larger ≤10% 

TABLE IX. RANDOM INDEX 

n 1 2 3 4 5 6 7 8 9 10 
R
I 

0.0
0 

0.0
0 

0.5
8 

0.9
0 

1.1
2 

1.2
4 

1.3
2 

1.4
1 

1.4
5 

1.4
9 

IV. DISCUSSION 
This section discusses the data analysis for the criteria and 

each sub-criteria, as well as the determination of weight to 
obtain local and global priority. 

A. Criteria 
People are the most significant criteria, as demonstrated in 

Table X, with a weight of 28%. Individuals, small or large 
groups of people, or communities who play a key role in social 
commerce are referred to as individual consumers and sellers 
[44]. 

With a weight of 27%, Social Commerce Constructs is 
ranked second. Customers can create their own content and 
share their experiences with online SNSs vendors, products, or 
services using features offered on social platforms. At the same 
time, they are permitted to exchange information with others 
and to offer online social support to other customers. 
According to [45], social commerce constructs have an impact 
on customers' trust as well as purchase intention. 

In the ranking, E-WoM comes in third. Customers rely on 
information offered by others to assist them in making 
purchasing decisions in a virtual world of social commerce. 
Customers must share any information written by them in order 
to build confidence with online SNSs sellers. 

The Information Quality is ranked last. The customer's 
absence of direct product experience necessitates adequate, 
reliable, and high-quality information offered by online SNSs 
sellers. In addition, the transaction takes place in a non-face-to-
face setting. 

B. Sub-Criteria for E-WoM 
The ranking of sub-criteria under E-WoM criteria is shown 

in Table XI. With a weight of 38%, negative valence takes first 
rank. This is reinforced by a study conducted by [46] which 
found that negative valence e-WoM had a greater impact on 
client decision-making than positive valence e-WoM. Positive 
valence, on the other hand, comes in second rank with a weight 
of 33%. With a weight of 29 percent, e-WoM material is 
ranked last. Customers who are heavily involved in online 
purchases are influenced by the quality of e-WoM, whereas 
those who are less involved are influenced by the volume of e-
WoM [47]. 

C. Sub-Criteria for People 
The ranking of sub-criteria evaluated under the People 

criteria is shown in Table XII. With a weight of 40%, 
Transaction Safety is at the top of the list. Account transfers or 
bank deposits are the most prevalent payment methods used by 
customers and online SNSs sellers in social commerce. It is 
critical for a customer to believe that the seller is protecting 
their personal and transaction information through this process. 

With weights of 30%, Reputation is ranked second. 
Customers assume that the seller of online SNSs is skilled and 
trustworthy based on their reputation. Customers will trust 
online SNSs sellers that have a strong reputation in their 
buying and selling activities. 
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TABLE X. NORMALIZED MATRIX AND RANKING WEIGHTS OF CRITERIA 

Criteria E-WoM Social Commerce 
Constructs 

Information 
Quality People Weights max, CI,RI CR Ranking 

E-WoM 0.243 0.237 0.229 0.260 0.242 

max =4.0028 
CI= 0.0009 
RI=0.9 

0.0010 

3 
Social 
Commerce 
Constructs 

0.273 0.266 0.268 0.260 0.267 2 

Information 
Quality 0.227 0.213 0.214 0.204 0.215 4 

People 0.258 0.283 0.289 0.276 0.277 1 

TABLE XI. NORMALIZED MATRIX AND RANKING WEIGHTS OF SUB-CRITERIA E-WOM 

Sub-criteria Positive Valence Negative Valence E-WoM Content Weights λmax, CI,RI CR Ranking 

Positive Valence 0.331 0.338 0.323 0.331 
λmax =3.000 
CI = 0.0002 
RI=0.58 

0.0004 

2 

Negative Valence 0.368 0.375 0.384 0.376 1 

E-WoM Content 0.301 0.287 0.293 0.294 3 

TABLE XII. NORMALIZED MATRIX AND RANKING WEIGHTS OF SUB-CRITERIA PEOPLE 

Sub-criteria Transaction Safety Reputation Propensity to Trust Weights λmax, CI,RI CR Ranking 

Transaction Safety 0.399 0.398 0.401 0.399 
λmax =3.000 
CI = 5.72E-06 
RI=0.58 

9.86E-06 

1 

Reputation 0.300 0.299 0.298 0.299 3 

Propensity to Trust 0.300 0.302 0.301 0.301 2 

TABLE XIII. NORMALIZED MATRIX AND RANKING WEIGHTS OF SUB-CRITERIA INFORMATION QUALITY 

Sub-criteria Accuracy Relevance Completeness Currency Understandability Format Weights λmax, 
CI,RI CR Ranking 

Accuracy 0.190 0.233 0.242 0.181 0.161 0.161 0.195 

λmax 
=6.0444 
CI = 
0.0088 
RI=1.24 

0.0071 

1 

Relevance 0.113 0.139 0.118 0.168 0.161 0.147 0.141 5 

Completeness 0.128 0.192 0.163 0.172 0.171 0.171 0.167 4 

Currency 0.186 0.146 0.169 0.177 0.186 0.195 0.177 2 

Understandability 0.214 0.156 0.172 0.172 0.180 0.183 0.179 3 

Format 0.168 0.135 0.136 0.129 0.141 0.143 0.142 6 

TABLE XIV. NORMALIZED MATRIX AND RANKING WEIGHTS OF SUB-CRITERIA SOCIAL COMMERCE CONSTRUCTS 

 Recommendation Rating Weights λmax, CI,RI CR Ranking 

Recommendation  0.642 0.642 0.642 
λ = 2 
CI=0 
RI=0 NA 

1 

Rating 0.358 0.358 0.358 0.168 2 

Propensity is ranked last, with a weight value of the same 
as Reputation. Since customers and sellers may or may not 
know each other, trust plays a vital part in social commerce. As 
a result, each person’s level of trust may vary depending on the 
information available. 

D. Sub-Criteria for Information Quality 
In social commerce, information quality has been identified 

as a significant criterion in influencing customers’ online 
purchase decisions [48]. The ranking of sub-criteria evaluated 
under the Information Quality criteria is shown in Table XIII. 
With a weight of 19 percent, Accuracy is ranked top. 
Customers may be forced to rely on the information provided 

by the seller if they are unable to test the product or services 
prior to making a purchase. As a result, sellers must be able to 
deliver information that is accurate, unambiguous, meaningful, 
believable, and consistent. 

With the same weight of 18 percent, Currency and 
Understandability are ranked second and third. Sellers must 
present up-to-date information that customers can grasp in 
order to gain their trust. With a weight of 17 percent, 
Completeness is ranked fourth. Relevance and Format, 
meanwhile, are ranked fifth and sixth, respectively, with a 14 
percent weighting. The seller’s information should represent all 
conceivable states that are relevant and required by the user 
when making a purchase choice. 
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E. Sub-Criteria for Social Commerce Constructs 
The ranking of sub-criteria studied under Social Commerce 

Constructs criteria is shown in Table XIV. Recommendation is 
ranked first, with a 64 percent weighting. With a weight of 
36%, a Rating that represents a measurement scale on a 
product, service, or seller is ranked second. Customers must 
rely on other customers' experiences represented through 
ratings and recommendations because they cannot personally 
experience the product or services. 

F. Determination of Local and Global Weights 
The weights for each primary criteria are multiplied by the 

weights of each relevant sub-criteria to arrive at the global 
weights. Local weights are the weights assigned to each main 
and sub-criteria. Table XV reveals that the sub-criteria Social 
Commerce Constructs’ (0.1728) is the most important, 
followed by Transaction Safety (0.1120) under sub-criteria 
People. The least important sub-criteria, Relevance and Format 
of Information Quality, are both weighted at 0.0294. 

This study identified new criteria and sub-criteria for 
evaluating the trustworthiness of online SNSs sellers from a 
theoretical standpoint. To depict the priority of characteristics 
that influence customers' trust in those sellers, a hierarchy 
structural model is built as illustrated in Fig. 3. 

Online SNSs sellers can use the identified influencing 
criteria to improve their business activity in the real world. One 

of the most important findings is that online SNSs sellers 
should pay more attention to customer recommendations, 
which could lead to increased client trust. Existing customers’ 
positive recommendations may entice new consumers to 
engage in buying-selling activities. Furthermore, if a known 
friend recommends an online SNSs sellers, potential clients 
will have more confidence in the business. 

Second, throughout the selling-buying activities, online 
SNSs sellers must verify that the transaction and its linked 
information are secure. For transaction payment, the majority 
of online SNSs sellers employ bank transfers. As a result, it is 
critical to ensure that the personal information of associated 
customers is kept secure and not shared with third parties. 
Customers should also be constantly updated about transaction 
status and payment confirmation because the transaction does 
not take place face-to-face. 

Finally, customers can use ratings to help them decide 
whether or not to purchase something. Existing customers rate 
online SNSs sellers based on their transaction experience. 
Because a positive rating will help potential clients trust online 
SNSs sellers, online SNSs sellers must maintain a positive 
rating in order to expand their business. In addition, customers’ 
trust in online SNS sellers should be based on the People 
dimension and Social Commerce Constructs as discussed in the 
analysis results. 

TABLE XV. FINAL WEIGHTS AND OVERALL RANKING - GRAPH 

Criteria Local Weights Sub-criteria Local Weights Global Weights Overall Ranks 

E-WoM 0.240 

Positive Valence 33% 7.92% 7 

Negative Valence 38% 9.12% 4 

E-WoM Content 29% 6.96% 8 

Social Commerce Constructs 27% 
Recommendation 64% 17.28% 1 

Rating 36% 9.72% 3 

Information Quality 21% 

Accuracy 19% 3.99% 9 

Relevance 14% 2.94% 13 

Completeness 17% 3.57% 12 

Currency 18% 3.78% 10 

Understandability 18% 3.78% 11 

Format 14% 2.94% 14 

People 28% 

Transaction Safety 40% 11.20% 2 

Reputation 30% 8.40% 6 

Propensity to Trust 30% 8.40% 5 
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Fig. 3. Hierarchy Structure Model 

V. CONCLUSION 
Customers lack direct product experience in social 

commerce since activities take place in a non-face-to-face 
environment. A lot of research has been undertaken to 
investigate the factors that influence customers' trust in online 
commerce. However, there are few studies that look at the 
criteria and their significance in the context of online sellers 
who utilize social media sites as their marketing platforms. 
This study addresses the gap by examining the factors for 
boosting customers’ trust in online SNSs sellers from many 
angles. 

This study has successfully achieved the objective by using 
the AHP technique to discover and rank the criteria that 
influence a customer’s trust in online SNSs sellers prior to 
making a purchase intention. The following criteria are 
prioritized based on the ranking: (1) Recommendation, (2) 
Transaction Safety, (3) Rating, (4) Negative Valence, and (5) 
Propensity to Trust, according to this study. To highlight the 
priority as well as the interaction between criteria and sub-
criteria, a hierarchy structural model is created. 

The findings of this study show which criteria the 
customers should consider according to its importance when 

evaluating the reliability of online SNSs sellers prior to making 
a purchase. The identified criteria, on the other hand, will serve 
as a guideline for online SNSs sellers to establish customer 
trust in their buying and selling activities. 

The identified criteria and sub-criteria can be investigated 
further in future research to quantitatively assess the 
trustworthiness of online SNSs sellers. There may be 
interrelationships between some of the specified criteria and 
sub-criteria. In that instance, Analytical Network Process 
(ANP) might be used to do more research because it ignores 
interaction between criteria and sub-criteria. The results of this 
study can be integrated or compared with those from other 
multi-criteria approaches like TOPSIS, ELECTRE, and 
SWOT. 
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Abstract—Using textual passwords suffer from the balance 
between security and usability. Password policies are usually 
adopted by system administrators to force users to choose strong 
passwords. However, users often use a simple password to make 
it easy to remember, which reduces the password strength and 
make it vulnerable to information security threats. When users 
enter their passwords in public places like airports or cafes, they 
become exposed to shoulder surfing attacks which are considered 
as a kind of social engineering. With a little effort, an attacker 
can capture a password by recording the individual’s 
authentication session or by direct observation. To overcome this 
vulnerability, we propose a new textual-password approach that 
uses camouflage characters and a virtual keyboard which leads 
to generating strong and easy to remember passwords. The 
perspective of usability and security was evaluated by 
experimental studies conducted with 65 users and then compared 
with recent studies. The results showed that the proposed 
technique has the lowest shoulder surfing success rate with just 
3.63% with reasonable usability. 

Keywords—Shoulder surfing; caesar cipher; virtual keyboard; 
graphical password; social engineering 

I. INTRODUCTION 
Current authentication systems have a lot of weaknesses 

even if the system is secured, an individual’s behaviour may 
cause a security breach. Users usually pick a short or easy 
password to remember, which makes their accounts vulnerable 
to attack and easily guessable. On the other hand, longer 
passwords are harder to memorise and to type correctly [1][2]. 
To consider a password as strong it must have eight characters 
or more, contain numbers, special characters mixed with small 
and capitalize alphabets [3]. 

By adding the human factor to the equation of security and 
how easily social engineering can manipulate the user, textual 
passwords become vulnerable to spyware attacks, keyloggers, 
dictionary attacks, and shoulder surfing attacks [4]. Most 
individuals are aware of security threats but they insist to avoid 
them. A survey reported that 90% of 152 computer users 
leaked their passwords. In this situation, forcing the user to 
create a password according to strict policies will not solve this 
issue [5]. To overcome the limitations of text-based passwords, 
many techniques such as two-factor authentication and 
graphical passwords are used [6]. Moreover, using input 
devices such as the mouse and touch-screen makes graphical 
authentication techniques possible. Unfortunately, they are 
unsecured to many attacks such as shoulder-surfing, spyware, 
Social Engineering and Dictionary attacks. 

Shoulder surfing attack is a type of identity theft, it occurs 
when the attacker looks over someone's shoulder to get 
passwords, login PINs or other sensitive personal data. This 
attack can also be done by a small wireless camera that is easy 
to install. To overcome this problem, a wide range of research 
efforts have been done on eye-tracking algorithms. Systems 
login that is based on gazing to select a character from an on-
screen keyboard is one of the solutions for shoulder-surfing but 
it may take a long entry time and lack of input accuracy [7]. 
Another approach to solve this problem is using a graphical 
password or integrating both graphical and textual passwords 
[8][9]. 

Graphical password has been widely used, especially on 
smartphones. An Individual can unlock his smartphone after 
the correct pattern is mapped out on a three-by-three rectangle, 
as in Fig. 1. As shown in Fig. 2 all the authentication Graphical 
methods can be grouped into three categories: 

1) Recognition-based system: in this method users can 
login by choosing the correct photo from a list at the signup 
time [10]. 

2) Hybrid system: this method combines more than one 
schema to eliminate their issues and produces a more stable 
and useful system [11]. 

3) Recall-Based system: this method asks the user to draw 
or write something to use it as the Authentication code. There 
are two types of Recall base systems: 

a) The Pure Recall method is relayed on the user to give 
the right authentication code at the login time [12]. 

b) Cued Recall method is based on helping the users to 
login by giving them a hint to remember their passwords [12]. 

However, most login graphical techniques may suffer from 
a complicated algorithm or need a special device, which 
increases the need to develop a new secure login method. 

In this paper, we first discuss the shoulder surfing attack as 
a part of social engineering, then propose a defensive model 
that can resist shoulder surfing attacks. The defensive model is 
designed on the concept that the user can enter random 
camouflage characters by using a virtual keyboard. The 
character of the virtual keyboard is shifted by using Caesar 
cipher which is used to encrypt and decrypt the user input. 
After applying an experimental study to test the defensive 
model with 65 participants and analyzing the data, the 
conclusion is presented to summarize the primary outcomes 
and to determine model usability and efficiency against 
shoulder surfing attacks. 
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Fig. 1. Touchpoints Pattern to Unlock Smartphone. 

 
Fig. 2. Categorization of Authentication Methods for the Graphical 

Password. 

II. RELATED WORK 
Graphical password authentication systems that depend on 

recognition based and recall based schema has been adopted in 
many research to fight against shoulder surfing attacks. In [13], 
Jiya Gloria Kaka et al. compared 10 graphical authentication 
methods based on three common attacks and the usability 
features. Although, most of the authentication systems have 
acceptable usability only three methods were effective against 
shoulder surfing attacks. 

In [14], Jianwei Lai et al. introduce a unique authentication 
scheme that resists shoulder-surfing attacks. The scheme is 
based on textual passwords, so to login, the user will enter part 
of the password and skip the password character that is marked 
with ‘x’. 

Aakansha S. Gokhale et al. developed a new graphical 
password authentication technique that resists shoulder surfing, 
brute force and guessing attacks [15]. The authentication 
technique is based on three questions related to 25 pictures. In 
the login phase, the user must click on the correct location in 
the image for every question. The system has a very large 
password space equal to 8.367939e+34 which can provide a 
strong secure password. 

In [16], Dongmin Choi et al. discussed five model’s 
authentication schemes against shoulder surfing and social 
engineering attacks. The paper compared defensive types; 
QWERTY based Secure Keypad, ABC based Secure Keypad, 

Touch and Slide Secure Keypad, colour-based Secure Keypad 
and Random Secure Keypad. As a result, the five techniques 
were weak against shoulder surfing attacks. 

Aravinda Thejas Chandra et al. developed an authentication 
system based on eye-tracking and a smart camera [17]. The 
gaze-based PIN identification application was tested on a nine-
digits keypad by using real-time eye-tracking to login. 
Although it can be used as a defensive mechanism against 
shoulder surfing, the paper did not study the medical effect of 
the system on the user’s eyes for a long period of using special 
if the password is more than 6 characters. 

In [18], Anindya Maiti et al. proposed a defensive model 
based on a random alignment keyboard with twenty-six 
alphabets created by an augmented reality wearable device. 
The model involves three different randomization strategies, 
each one of them can shift the 26 characters to produce a new 
virtual keyboard. Although the system is effective as a 
defensive mechanism against side-channel and shoulder 
surfing attacks, it requires a secured wireless channel and 
special hardware. 

Eiji Hayashi et al. designed a novel secure mechanism for 
user authentication that can be used with any screen size [19]. 
In the proposed model the user chooses a set of images as a 
graphical password. To login, he must choose his distorted 
images from the set of images. This authentication technique 
relies on the fact that human perception is influenced by his 
information. Despite the simplicity of the method used, it is 
effective against social engineering and shoulder surfing 
attacks. 

Vishal Kolhe et al. introduced an authentication system 
based on a 3D password [20]. The 3D password is a multi-
passwords system that combines a textual password with a 
graphical password in a virtual environment. Users can move 
in a virtual environment to create their passwords. Although 
the model provides secure authentication and user friendly, it 
has many disadvantages like time, memory requirement and 
cost. The system provides immunity against brute force attacks 
and key loggers but is still vulnerable to shoulder surfing 
attacks. 

Hung-Min Sun et al. introduced a graphical authentication 
system for smartphones called PassMatrix [21]. The system 
consists of many components: 

• Password verification module. 

• vertical and Horizontal axis control module. 

• Login indicator generator module. 

• Image discretization module. 

• Communication module. 

• Database. 

The images which are used to login are divided into 
horizontal (1-11) and vertical axis (A-G) grids. To login, the 
user must circle his hand on the screen to get the generated key 
or listen to an audio that contains the generated key by using 
earbuds or a Bluetooth headset. The audio is sent from the 
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server using a secure channel, then the user must shift the 
character to match the key. This procedure is repeated until the 
login is finished. The total accuracy of all login trials is 93:33% 
which means it can be used to defend against smudge attacks 
and shoulder surfing attacks. 

III. SOCIAL ENGINEERING AND SHOULDER SURFING 
ATTACKS 

Social engineering is an attack that depends on the human 
factor. It’s classified as a non-technical attack in general. 
However, it can be combined with technical types of attacks 
like Trojan and spyware, which makes it more effective [22]. 
Cyence, a cyber security analyst company reported In 2016, 
that the United States was the most targeted country with social 
engineering attacks and had the highest attack cost, followed 
by Japan and Germany. The total cost of these attacks in the 
US alone was $121.22 billion [23]. 

Shoulder surfing is a kind of social engineering. It can be 
performed by using technical and non-technical ways. 
Although shoulder surfing attack can be noticed by the victim, 
it could be combined with other types of attacks like spear-
phishing and dumpster diving which makes it a powerful 
attack. A survey was done in the US, Germany, and Egypt 
concluded that 67.4% of Shoulder surfing occur in public 
places and 74.1% of the observer were strangers [24]. 
Depending on the Humans nature people act like that for 
different reasons such as curiosity, boredom or to get private 
data. Some companies produce special screens that make it 
difficult to see the smartphone or computer screen from an 
angle to keep the privacy [25]. This screen can be useless when 
the attacker uses a small hidden camera that can capture video 
and send it directly to the attacker. Although there are multi-
solutions to solve the shoulder surfing problem, they are 
suffering from common issues such as: 

1) The most common software and operating system use 
alphanumerical usernames and passwords for authentication, 
which makes it difficult to apply random security algorithms. 

2) Some graphical password Algorithms used in systems 
are vulnerable to shoulder surfing and other types of attacks 
[26]. 

3) Adding layers of security or complex authentication 
systems decreases the usability and functionality of the 
system. 

4) The common careless behaviours like writing down a 
password or using the data autofill technique make security 
solutions worthless. 

IV. PROPOSED DEFENSE MODEL 
In this study, two different models were designed, a 

shoulder surfing defensive model and a traditional login system 
that contains just a password with eight characters and a 
username. The proposed defensive model is based on 
camouflage characters and a virtual keyboard with shifted 
alphabetic as shown in Fig. 3. 

 
Fig. 3. The General Authentication Mechanism. 

The virtual keyboard uses Caesar cipher to shift the 26 
alphabetic, while the rest of the keyboard keys which are 
coloured with blue will be static and will act as normal keys as 
in Fig. 4. Caesar cipher is a simple substitution cipher that uses 
the same key for encryption and decryption [27]. Depending on 
the symmetric key letters are shifted a certain number of places 
down the alphabet. If the shift exceeds the number of the 
alphabet, the alphabet will just be rotated to the front. The 
alphabet in the proposed model is arranged in horizontal lines 
according to the QWERTY keyboard, so the first alphabet is q 
and the last is m. The result of Caesar cipher will be according 
to the QWERTY keyboard not to the normal alphabetic 
sequence. This system also applies another layer of protection 
by adding camouflage characters to the real password. The user 
authentication process is divided into two phases as follows. 
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Fig. 4. The Virtual QWERTY Keyboard. 

A. Registration Phase 
1) The user must enter eight characters password, 

username, and email to register an account as in Fig. 5. 
2) The traditional system will just use the password and 

the username to login as in Fig. 6. 

B. Login Phase 
1) For authentication, the user must enter his username 

and captcha character as in Fig. 7. After that, the server will 
send the activation key to the users’ email. The activation key 
(AK) will be random from 1 to 9 and it mustn’t be in the 
password that has already been entered by the user in the 
registration phase. 

2) In the Caesar encryption algorithm, the encryption key 
(k) will be chosen randomly from 1 to 10 to shift the character 
in the virtual keyboard. In the encysting process, x is the 
character number in the virtual keyboard and k will be fixed in 
each authentication session as in Eq (1). 

En (x) = (x-k) mod 26             (1) 

3) Every time the user enters an alphabetic character, the 
virtual keyboard will shift only the alphabetic character’s 
position according to the Caesar cipher. Note that the virtual 
keyboard will shift after pressing alphabetic keys and will not 
shift, if the user enters a number, special symbols or press any 
other button. The user password must be written by the 
physical keyboard, but according to the virtual keyboard 
character. For example, if the first password character is ‘x’, 
the user will press ‘k’ on the physical keyboard as shown in 
Fig. 8. 

4) The user will combine his real password with a 
camouflage character by using the activation key followed by 
a character equal to the value of the activation key. For 
example, if the activation key was 5 and the user password 
was xAvd4$141 the user could enter 5t!C3wxAvd4$141, 
xAvd4$1415t!C3w or xAv5t!C3wd4$141 as his password. 
The sequence 5t!C3w will be used as a camouflage for the 
password and can be added at any position to the real 
password. 

5) After entering the password the decryption key will 
equal the number of entered alphabetic multiplied by the 
encryption key. For example, if the encryption key was 3 and 
the user entered 5 alphabetic the decryption key would be 15. 

6) Finally, when the user submits the system will Decrypt 
the password by using Caesar decrypt equation as in Eq (2). 
Note that the password will be decrypted from right to left and 
the decryption key will be subtracted from the encryption key 
after decrypting each alphabetic. For example, if the decrypt 
key is 33 and the password is ‘tupert24wertq’, the letter ‘q’ 
will be decrypted with k equal 33 and ‘t’ with k equal to 30. 
Then the system will omit the camouflaged character from the 
password to get the real password. 

Dn (x) = (x-k) mod 26             (2) 

As a result of this approach, if a person tries to comment 
shoulder surfing attack, he will not succeed; because the 
arrangements of the alphabet change after every click and the 
password is protected by the camouflaged character. Also, this 
technique is powerful against the keylogger that takes 
screenshots after each input. 

 
Fig. 5. System Register Screen. 

 
Fig. 6. Traditional System Login Screen. 

 
Fig. 7. Defensive Model Login Screen. 
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Fig. 8. The Virtual Keyboard when k=3. 

V. EXPERIMENTAL STUDY 
The experimental study aims to evaluate the model against 

shoulder surfing attacks and to measure the usability of the 
proposed techniques. The following explains the experimental 
details: 

1) Design two applications; the first, with a traditional 
login system, and the second, is based on the virtual keyboard; 
to be able to evaluate the proposed defensive techniques 
against shoulder surfing. 

2) The experiment was done in a controlled environment 
in the lab and all participants entered 8-character passwords in 
both systems. 

3) Experimental study with 65 participants divided into 20 
PhD holders and 45 students. fifty-five of the participants will 
act as ordinary users, and 10 will act as shoulder surfing 
attackers. The experiment began with a brief explanation of 
the proposed defensive techniques. To become familiar with 
the system, the 55 participants are allowed to create their 
passwords and then login to the system approximately 3 times. 
Also, the 55 participants were informed that they are just 
allowed three attempts to login each time with each a count. If 
the three attempts failed, the account would be locked and the 
user has to try to login with a new account. 

4) Measuring the success rate of the attack will clarify the 
models’ susceptibility to shoulder surfing. To accomplish that, 
the 55 participants acted as victims, with 5 random students 
and 5 PhD holders acting as shoulder surfer attackers. The 
efficiency of the model is determined by analyzing and 
comparing the shoulder surfing success rate of the experiment 
with other studies. 

VI. RESULTS 
To determine the model’s usability two factors must be 

measured, entering time and login success rate. The success 
rate of the shoulder surfing attack will evaluate the model 
defensive technique. The result of these factors is used to 
compare four systems: The suggested traditional system which 
depends on static username and password memorized by the 
user, the defence proposed model and two models from other 
studies. For simplicity, the traditional login system will be 
represented with M1 and the defensive model with M2. While 

the M1 password has a fixed number of characters which is 8, 
the M2 password is between 10 and 18 characters. 

A. Entring Time 
The average time of the M1 model was 22.78, while M2 

was 32.62 seconds as shown in Table I. The min and max time 
of the M1 system was 19.8 and 27.2 seconds, while in M2 was 
30.1 and 36.6 seconds. The standard deviation (SD) in the 
entring time test of the two models was almost equal. By 
comparing the result it's clear that the M1 system is easier to 
use than the M2 model. Although the M1 test was better it has 
a fixed number of characters which is 8, while M2 has more 
characters even if the AK equals one. In general, the test result 
is affected by two factors: 

1) The user typing speed. 
2) The number of characters of the password. 

B. The Success Rate of Login 
The login success rate is calculated by dividing the overall 

success login attempts over the total of all attempts of one 
participant. All 55 participants have given 3 attempts for login 
and they repeated this process for 5 different accounts. Table II 
shows the SD and mean values for M1 and M2 models. By 
comparing the mean value, M1 is better than M2 by 0.015. 
However, all participants have used the M1 model before in 
their life which makes it the most familiar model to them. 

C. Success Rate of Shoulder Surfing Attack 

The experiment of shoulder-surfing attack was performed 
by 10 attackers and 55 users represent the victims. To keep the 
experiment real just 25 of the users were told that they will be 
watched to capture the login data. The attacker has to get the 
exact password and guessing is not allowed. The M1 model 
value was very high with 80.1%, while the defensive model 
M2 was 3.63% as shown in Table III. 

The conducted result compared to the most related studies 
in terms of resisting shoulder surfing attacks and usability, 
support the M2 model technique in defending against shoulder 
surfing attacks as shown in Table IV. 

TABLE I. THE RESULTS OF ENTERING TIME IN SECONDS 

Model Min Max Mean SD 

M1 17.8 25.2 22.78 3.76 

M2 30.1 36.6 32.62 3.25 

TABLE II. THE RESULTS OF THE LOGIN SUCCESS RATE 

Model Mean SD 

M1 0.961 0.39 

M2 0.946 0.44 

TABLE III. THE RESULTS OF THE SHOULDER-SURFING SUCCESS RATE 

Model shoulder-surfing success rate 

M1 80.1%  

M2 3.63% 
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TABLE IV. PROPOSED MODELS RESULT COMPARE TO OTHER STUDIES 

Study Entry Time  Success Rate of 
login 

 The success rate of 
shoulder surfing 

Proposed models 

M1 22.78 96.1% 80.1% 

M2 32.62 94.6% 3.63% 

Other studies 

[28] 23.2 64% 26.4% 

[29] 3.66 97% 16% 

VII. DISCUSSION 
In this section, we analysed the data collected from the 65 

participants, 55 acted as normal users and 10 as attackers. The 
M1 model has a faster entry time and a higher log in success 
rate than the M2 model; which makes the M1 a more friendly 
system. However, the M1 system is vulnerable to shoulder-
surfing threats by 80.1% while M2 scores just 3.63%. The 
outcome obtained from the experiment indicates that using a 
visual keyboard with camouflage characters is a good 
defensive mechanism against the shoulder-surfing attack. It 
might be worth mentioning that the delay in M2 entry time is 
happening because the user must first check his email to get the 
AK key, then he must enter the password according to the 
dynamic virtual keyboard. This result is not enough to 
conclude that the M2 model is the best approach against 
shoulder-surfing, so it should be evaluated with other models 
[28][29] that are designed to fight against shoulder surfing. By 
comparing all models, it's obvious that the defence model M2 
is the best defensive model with a success rate of shoulder 
surfing attack equal to 3.36%. However, it’s the worst in entry 
time As shown in Fig. 9. Note that in the M2 model, the user 
must enter the password every time and can’t use the autofill 
technique. Also, the model M2 aims to improve protection 
against shoulder surfing attacks, if it is done with human eyes 
or electronic devices like cameras. Furthermore, regardless of 
the defensive technique used users’ behaviour is considered as 
the first line of defence against shoulder surfing attacks. 

 
Fig. 9. The Proposed Model Result Compared to other Studies. 

VIII. CONCLUSION 
In this paper, a new model that relies on camouflage 

characters and a virtual keyboard combined with the Caesar 
cipher is proposed as a defence method against shoulder 

surfing attacks. An experiment with 65 users was conducted to 
evaluate the proposed defence model against a traditional login 
model. The evaluation depends on two factors: usability and 
the shoulder-surfing success rate. The results of the developed 
model were compared with two other studies that focus on 
shoulder surfing defence and use the same factors to measure 
their models. The obtained usability test indicates that the 
proposed defence model has the highest entry time compared 
to the other system, but it has the best result in preventing 
shoulder surfing. Depending on the results, the proposed 
defence model is recommended as the best solution for 
shoulder surfing attacks. 

REFERENCES 
[1] Dinei Florencio, and Cormac Herley, “A large-scale study of web 

password habits,” Proceedings of the 16th international conference on 
World Wide Web, pp. 657–666, 2007. 

[2] J.Yan, A. Blackwell, R. Anderson and A. Grant, “Password 
memorability and security: empirical results,” IEEE Security & Privacy, 
vol. 2,pp. 25-31, 2004. 

[3] Krishnapriyaa Kovalan et al., “A Systematic Literature Review of the 
Types of Authentication Safety Practices among Internet Users,” 
International Journal of Advanced Computer Science and Applications, 
vol. 12, no. 7, 2021. 

[4] Eugene H.Spafford, “OPUS: Preventing weak password choices,” 
Computers & Security, vol. 11, pp. 273-278, 1992. 

[5] Ari Kusyanti and Yustiyana April Lia Sari, “Creating and Protecting 
Password: A User Intention,” International Journal of Advanced 
Computer Science and Applications, vol. 8, no. 8, 2017. 

[6] Arti Bhanushali, Bhavika Mange, Harshika Vyas, Hetal Bhanushali and 
Poonam Bhogle,” Comparison of Graphical Password Authentication 
Techniques,” International Journal of Computer Applications, vol. 116, 
no. 1, 2015. 

[7] Manu Kumar, Tal Garfinkel, Dan Boneh and Terry Winograd, 
“Reducing shoulder-surfing by using gaze-based password entry,” 
Proceedings of the 3rd symposium on Usable privacy and security,pp. 
13-19, 2007. 

[8] Cheryl Hinds and Chinedu Ekwueme, “Increasing security and usability 
of computer systems with graphical passwords,” Proceedings of the 45th 
annual southeast regional conference, pp. 529–530, 2007. 

[9] Huanyu Zhao and Xiaolin Li, “S3PAS: A Scalable Shoulder-Surfing 
Resistant Textual-Graphical Password Authentication Scheme,” 21st 
International Conference on Advanced Information Networking and 
Applications Workshops, 2007.  

[10] Siddeeq Ameen Yousif and Laith Jasim Saud, “Computing Nodes and 
Links Apperances on Geodesics in Networks Topologies Using Graph 
Theory,” Iraqi Journal of Computers Communications Control and 
Systems Engineering, vol. 12, no. 1, 2012. 

[11] Salim Istyaq and Khalid Saifullah, “A new hybrid graphical user 
authentication technique based on drag and drop method,” International 
Journal of Innovative Research in Computer and Communication 
Engineering, vol. 6, 2016. 

[12] Suliman A. Alsuhibany, “Usability and shoulder surfing vulnerability of 
pattern passwords on mobile devices using camouflage patterns,” 
Journal of Ambient Intelligence and Humanized Computing, pp. 1645-
1655, 2020. 

[13] Jiya Gloria Kaka, Oyefolahan O. Ishaq and Joseph O. Ojeniyi, 
“Recognition-Based Graphical Password Algorithms: A Survey,” IEEE 
2nd International Conference on Cyberspac, 2021. 

[14] Jianwei Lai and Ernest Arko, “A Shoulder-Surfing Resistant Scheme 
Embedded in Traditional Passwords,” Proceedings of the 54th Hawaii 
International Conference on System Sciences, p. 7144, 2021. 

[15] Aakansha S.Gokhale and Vijaya S.Waghmare,” The Shoulder Surfing 
Resistant Graphical Password Authentication Technique,” Procedia 
Computer Science, vol. 79, pp. 490-498, 2016. 

[16] Dongmin Choi, Chang Choi and Xin Su,” Invisible Secure Keypad 
Solution Resilient Against Shoulder Surfing Attacks,” 10th International 

495 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Conference on Innovative Mobile and Internet Services in Ubiquitous 
Computing, 2016. 

[17] Aravinda Thejas Chandra, G. Sneha, Srushti Anand and C. Yashaswini 
developed, “Real Time Eye Blink Password Authentication,” 
International Journal of Research in Engineering Science and 
Management, vol. 4, no.7, 2021. 

[18] Anindya Maiti, Murtuza Jadliwala and Chase Weber,” Preventing 
Shoulder Surfing using Randomized Augmented Reality Keyboards,” 
IEEE International Conference on Pervasive Computing and 
Communications Workshops, 2017. 

[19] Eiji Hayashi, Rachna Dhamija, Nicolas Christin and Adrian Perrig,” Use 
Your Illusion: Secure Authentication Usable Anywhere,” Proceedings of 
the 4th symposium on Usable privacy and security, pp. 35-45, 2008. 

[20] Vishal Kolhe, Vipul Gunjal, Sayali Kalasakar and Pranjal Rathod,  
“Secure Authentication with 3D Password,” International journal of 
Engineering Science and Innovative Technology, vol. 2, 2013. 

[21] Hung-Min Sun, Shiuan-Tung Chen, Jyh-Haw Yeh, and Chia-Yun 
Cheng, “A Shoulder Surfing Resistant Graphical Authentication 
System,” IEEE Transactions on Dependable and Secure Computing, vol. 
15, 2016. 

[22] Islam Abdalla, “Social Engineering Threat and Defense: A Literature 
Survey,” Journal of Information Security, vol .9, 2018. 

[23] Fatima Salahdine and Naima Kaabouch, “Social Engineering Attacks: A 
Survey,” Future Internet, 2019. 

[24] Malin Eiband, Mohamed Khamis, Emanuel von Zezschwitz, Heinrich 
Hussmann and Florian Alt, “Understanding Shoulder Surfing in the 
Wild: Stories from Users and Observers,” Conference on Human Factors 
in Computing Systems, pp. 4254-4265, 2017. 

[25] Mohamed Khamis, Malin Eiband, Martin Zürn and Heinrich Hussmann, 
“EyeSpot: Leveraging Gaze to Protect Private Text Content on Mobile 
Devices from Shoulder Surfing,” Multimodal Technologies and 
Interaction, 2018. 

[26] Arash Habibi Lashkari, Samaneh Farmand, Omar Bin Zakaria and Rosli 
Saleh, “Shoulder Surfing attack in graphical password authentication,” 
International Journal of Computer Science and Information Security, 
vol. 6, no. 2, pp. 145-154, 2009. 

[27] Tonni Limbong and Parasian D.P. Silitonga, “Testing the Classic Caesar 
Cipher Cryptography using of Matlab,” International Journal of 
Engineering Research & Technology, vol. 6, 2017. 

[28] Suliman A. Alsuhibany, “A Camouflage Text-Based Password 
Approach for Mobile Devices against Shoulder-Surfing Attack,” 
Security and Communication Networks, 2021. 

[29] Emanuel von Zezschwitz, Alexander De Luca, Bruno Brunkow and 
Heinrich Hussmann, “Swipin: fast and secure pin-entry on 
smartphones,” Proceedings of the 33rd Annual ACM Conference on 
Human Factors in Computing Systems, pp. 1403–1406, 2015. 

496 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

CovSeg-Unet: End-to-End Method-based Computer-
Aided Decision Support System in Lung COVID-19 

Detection on CT Images 
Fatima Zahra EL BIACH, Imad IALA, Hicham LAANAYA, Khalid MINAOUI 

LRIT Associated Unit to the CNRST-URAC N29 
Faculty of Sciences, Mohammed V University in Rabat 

B.P.1014 RP, Rabat IT center 
Morocco 

 
 

Abstract—COVID-19 epidemic continues to threaten public 
health with the appearance of new, more severe mutations, and 
given the delay in the vaccination process, the situation becomes 
more complex. Thus, the implementation of rapid solutions for 
the early detection of this virus is an immediate priority. To this 
end, we provide a deep learning method called CovSeg-Unet to 
diagnose COVID-19 from chest CT images. The CovSeg-Unet 
method consists in the first time of preprocessing the CT images 
to eliminate the noise and make all images in the same standard. 
Then, CovSeg-Unet uses an end-to-end architecture to form the 
network. Since CT images are not balanced, we propose a loss 
function to balance the pixel distribution of infected/uninfected 
regions. CovSeg-Unet achieved high performances in localizing 
COVID-19 lung infections compared to others methods. We 
performed qualitative and quantitative assessments on two 
public datasets (Dataset-1 and Dataset-2) annotated by expert 
radiologists. The experimental results prove that our method is a 
real solution that can better help in the COVID-19 diagnosis 
process. 

Keywords—Deep learning; COVID-19; loss function; balanced 
data 

I. INTRODUCTION 
In December 2019, a viral pneumonia epidemic of 

unknown etiology emerged in Wuhan city, Hubei province, 
China [1]. On January 9, 2020, the World Health Organization 
(WHO) and Chinese Health Authorities officially announced 
the discovery of a new coronavirus. This pneumonia is an 
infectious disease caused by a virus identified under the name 
SARS-CoV-2 (Severe Acute Respiratory Syndrome 
CoronaVirus-2) by the ICTV (International Committee on 
Taxonomy of Viruses) [2], and causing a disease called 
COVID-19 (COronaVIrus Disease 2019). SARS-CoV-2 
belongs to the coronavirus family. The reservoir of this virus 
is probably animal. Although SARS-CoV-2 closely resembles 
a virus detected in a bat, the animal that transmits it to humans 
has yet to be identified with certainty. Several research studies 
suggest that the pangolin, a small mammal eaten in southern 
China, could be involved as an intermediate host between bats 
and humans. 

The new coronavirus has been confirmed to be transmitted 
between humans [3], and this is done mainly by air or by close 

contact with a contagious subject. Smaller particles can also 
be emitted in the form of aerosols during speech or during 
coughing efforts, which would explain that the virus could 
persist suspended in the air in an unventilated room. Finally, 
the virus can retain infectivity for a few hours on inert 
surfaces from where it can be transported by the hands. 
According to data from the World Health Organization, 
updated up to 24 hours on June 18, 2021, COVID-19 has 
affected 220 countries and territories, causing 178,584,744 
people to be infected and 3,866,607 deaths worldwide. The 
overall number of people recovered is 163,102,134. Currently, 
the active cases are 11,616,003 of which 99.3\% in mild 
condition and 0.7\% in serious or critical condition, which 
poses a great threat to international human health. 

Due to the vaccination process slowness, the high rate of 
virus contamination, and the appearance of new dangerous 
COVID-19 mutations, it is essential to detect and identify the 
disease at an early stage so that suspected patients do not 
infect the healthy population. As a result, new requirements 
for the prevention and control strategy must be put in place. 
Reverse Transcription Polymerase Chain Reaction (RT-PCR), 
gene sequencing for respiratory, or blood samples confirm the 
diagnosis of COVID-19. However, the false negatives of the 
RT-PCR [4], the delay in obtaining the results, and the tests 
carried out on people not strongly suspected of being infected 
with COVID-19 imply that numerous COVID-19 patients 
would not be identified quickly to isolate them from others. In 
addition, given the rapid and contagious spread of the virus, 
they present a real threat to infect a larger population, 
especially in areas with high epidemics. On the other hand, 
chest examinations quickly established themselves as an 
interesting diagnostic tool, given the characteristic 
presentation of COVID-19 lesions [5]. These tests can identify 
lesions, underlying conditions and complications associated 
with acute airway conditions. Consequently, the use of CT in 
particular High Resolution Computed Tomography (HRCT) 
could provide enormous help to radiologists [7] for the 
diagnosis, follow-up or investigation of pulmonary 
complications in patients suspected or confirmed of COVID-
19. Thus, the development of an artificial intelligence (AI) 
method based on deep learning could help them enormously to 
assess the degree of lung damage caused by COVID-19. 
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According to [6], the authors indicated that CT images can 
be used to detect COVID-19 even before certain clinical 
symptoms are observed. Typical signs of COVID-19 appear in 
CT images as unilateral, multifocal, and terminal Ground 
Glass Opacity (GGO). This is a hazy cloud above the lungs 
that indicates a variety of problems, and may mean that the 
lungs are partially filled with inflamed material, and there is 
thickening in lung tissue or partial breakdown of the alveoli 
and tiny air sacs of the lungs. Pleural effusion, 
lymphadenopathy, and condensation [3], which are air spaces 
in the lungs filled with a substance, usually pus, blood or 
water, surrounded by an opaque edge of frosted glass, and 
although this is a common feature of lung disease, it may be 
more characteristic of COVID-19. To detect COVID-19 
disease at an early stage, it is necessary to detect and locate 
these pathological changes in a short time. The growing 
number of patients and the limited number of well-trained 
expert radiologists in most hospitals prevent and slow down 
the process of early detection. Indeed, the use of deep learning 
methods for the automatic segmentation of the COVID-19 CT 
model has become paramount, and may offer an effective 
solution to identify and locate signs of COVID-19 in CT 
images [8]. 

In this paper, a new efficient method of COVID-19 
diagnostic using Deep Learning network is proposed. 
Section II presents the related works, Section III shows 
problem statement, and Section IV explains in detail the 
proposed method. Section V describes simulations 
experiments. Section VI discusses the obtained results. 
Finally, the summary and future works are delineated in 
Section VII. 

II. RELATED WORK 
In the literature, numerous methods of segmentation based 

on deep learning networks have been used to process and 
analyze chest X-ray or CT images for the COVID-19 
diagnosis [9]. These methods mainly consist of delineating the 
regions of interest in these images, such as lobes, 
bronchopulmonary segments, lung, and infected regions or 
lesions for further quantification and evaluation. 

CT provides detailed and high definition three dimensional 
images to detect COVID-19. Among the segmentation 
methods used for the diagnosis of COVID-19 we cite, U-Net 
[10], UNet++ [11], V-Net [12]. The authors of [9] have 
proposed a 3D architecture of U-Net using inter-slice 
information; this method consists in replacing the 
conventional layers of U-Net by a 3D version. In [12], the 
authors proposed the V-Net architecture, in which they used 
the residual blocks as the basic convolutional block, and 
optimized the network by a loss of dice. In [13], the authors 
proposed the Attention U-Net method, which captures fine 
structures to locate lesions and pulmonary nodules in medical 
images. Generally, the large number of well-labeled images is 
the key to forming an efficient and robust segmentation 
network. In the case of COVID-19 image segmentation, the 
data used during the training phase is limited and often 
unavailable because manual lesion delineation is a difficult 
operation and requires a lot of time. 

Several other research works obtaining reasonable 
segmentation results have been proposed in this context. The 
lung segmentation field is experiencing a lack of labeled 
medical images, as a result, semi supervised and unsupervised 
methods are very favorable and recommended in studies on 
COVID-19, as in [10], the authors used an unsupervised 
method to generate pseudo-segmentation masks for the 
images. In [14], the authors proposed a new COVID-19 lung 
infection segmentation network called Inf-Net to detect 
infected regions from chest CT images. This method uses a 
parallel decoder for aggregating high-level features and 
generating a global map. Then, it uses a semi-supervised 
segmentation framework based on a propagation strategy 
chosen at random to overcome the lack of labeled data. In 
[15], the authors proposed a computer-assisted diagnosis 
(CAD) system based on the YOLO predictor to detect and 
diagnose COVID-19. The CAD method calls the data 
balancing regularizations, transfer learning, and augmentation 
to improve the overall diagnostic performance for COVID-19. 
The authors of [16] proposed a synergistic approach based on 
deep meta-learning to accelerate the detection of COVID-19 
cases. This approach uses contrastive learning with a pre-
trained ConvNet encoder for the classification of COVID-19 
cases. In [17], the authors proposed a computer-aided 
detection (CAD) method to assist radiologists to automatically 
detect COVID-19 on the chest X-ray images. The proposed 
method uses the DLs: the Discrimination-DL to extract lung 
features from chest X-ray images, and the Localization-DL to 
localize and assign the infected lung region. In [18], the 
authors built prognosis models to predict the patients' severity 
outcomes. The proposed method is based on deep learning in 
the CT image segmentation process for COVID-19 
pneumonia, and it uses datasets from multiple institutions 
worldwide to validate the proposed models. In [19], the 
authors proposes a CovFrameNet framework to detect 
COVID-19 cases using CT images, which incorporates an 
image preprocessing mechanism and a deep learning model 
for smoothing, denoising, feature extraction, classification, 
and performance measurement. 

III. PROBLEM STATEMENT 
Our main goal trough this paper is to diagnose COVID-19 

lung infection in chest CT images. In this regard, we use an 
architecture similar to that of the U-Net [10] approach called 
CovSeg-Unet method, U-Net is considered as the most 
commonly used algorithm in medical image segmentation. U-
Net is a symmetrical encoder/decoder architecture consisting 
of several stages. Each stage of the encoder performs a set of 
operations such as, convolution, normalization, max pooling, 
activation, concatenation etc. In parallel, each stage of the 
decoder performs deconvolution operations. U-Net method 
uses jump connections allowing the exploitation of local and 
global information. These connections concatenate the 
subsampling characteristics of the contraction path with those 
of the up-sampling of the expanding path. 

The general idea of the CovSeg-Unet approach is 
described as follows. Let S be a learning space which contains 
a set of n images𝑋 =  𝑋1 …  𝑋𝑛, and n corresponding ground-
truth masks𝑌 =  𝑌1 …  𝑌𝑛R. From the Y ground-truth masks, 
the network learns the lung infections distribution of the X 
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learning images to establish an image-to-image mapping 
relationship between X and Y, this map is defined as 
follows:𝛷 = 𝑓𝑑𝑒𝑐օ 𝑓𝑒𝑛𝑐. 

𝑓𝑒𝑛𝑐 is the encoder function that learns the characteristic 
vectors of infected lung regions to establish a functional space. 
While 𝑓𝑑𝑒𝑐  is the decoder function, which learns the spatial 
localization of features to better locate the infected/uninfected 
region. And 𝛷  is the set of probabilities extracted from an 
input biomedical image, and is represented by  𝛷(𝑓) =
𝑃1,𝑃2, … ,𝑃𝑛 , where 𝑃𝑖 = {0,1}are the probabilities given to 
the last convolutional layer of classification by the nonlinear 
function SoftMax. The key idea here focuses on the 
spatiotemporal modeling of characteristic points that can 
represent lung infections. 

IV. PROPOSED METHOD 
In this section, we present the CovSeg-UNet approach that 

we propose to diagnose COVID-19 from CT images. The 
CovSeg-UNet approach architecture is shown in Fig. 1. 
Generally, the CovSeg-UNet approach architecture's is made 
up of two blocks; the first one consists of preprocessing the 
CT images. While the second one performs all 
encoder/decoder operations to learn high level features from 
training sets, and locate the spatial information. The CovSeg-
UNet network details are shown. 

A. Preprocessing 
One of the major problems encountered in the deep 

learning is processing of biomedical images that coming from 
several machines with different acquisition parameters. To 
deal with this problem, we apply a preprocessing step on these 
images to improve the learning of the COVID-19 suspect 
recognition model despite of the data heterogeneity. This step 
of preprocessing consists of two steps; the first one concerns 
the normalization of the signal that processes the intensity of 
each scanner CT voxel. In this step, we chose the pulmonary 
window value from Table I to separate the lungs from the 
other organs. Since each CT scanner has its own Hounsfield 
(HU) units, consequently, the data collected in different 
hospitals will have different HUs. For this reason, we are 

using a multi-valued window, (𝑊𝐿is the window center value, 
and 𝑊𝑊  is the window width), the 𝑊𝐿 value is randomly 
assigned from -600 to -500, while the 𝑊𝑊  value is fixed at 
1200. In the second preprocess step, we normalizing the CT 
images to be in [0, 255]. Through this process we normalize 
multiple images of different scanners to the same standard, by 
separating the lungs from other organs, removing unnecessary 
information (CT features, etc.) or/and noise, increasing 
images, and improved accuracy. 

B. CovSeg-UNet Architecture 
In order to detect COVID-19 lung infections using CT 

images, we propose the CovSeg-UNet approach, which 
characterized by an end-to-end architecture based on one of 
the most robust approaches in biomedical image segmentation 
that is U-Net. The network of the CovSeg-UNet approach is 
supplied as input by pre-processed CT images and their 
ground-truth masks. Our proposed method relies on an 
encoder to extract contextual feature maps from pre-processed 
images to reduce the dimensions of CT images, and a decoder 
to locate feature map information in the image. Table II shows 
the detailed architecture of our encoder/decoder. 

Generally, the encoder is made up of four residual blocks 
(ResBlock), already pre-formed on the ImageNet database, the 
use of these blocks allows us to avoid the 
disappearance/explosion gradient, to preserve the local 
information, to improve precision by increasing the depth of 
the network, and to optimize the formation of layers. Each 
residual block is made up of two blocks (conv_bloc and 
identiy_bloc), and is expressed by  𝑅(𝐼) + 𝐼 , where 𝐼  is the 
input vector, and 𝑅(. ) represents the mapping from input 𝐼 to 
the output of the residual unit. However, the decoder has two 
inputs, one input from the parallel layer of the encoder and a 
second from the previous layer of the decoder. Finally, the 
decoder output is sent to the SoftMax activation function (see 
equation (1)) for the prediction of the region infected with 
COVID-19. Algorithm 1 describes the training steps of the 
proposed model. 

𝜎(𝑧)���⃗ 𝑖= 𝑒𝑥𝑖

∑ 𝑒𝑧𝑗𝑘
𝑗=1

              (1) 

 
Fig. 1. Overview of the Proposed Framework for Diagnosing COVID-19 from CT Images. 
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TABLE I. DIFFERENT HOUNSFIELD VALUES OF DIFFERENT SUBSTANCES 

Substance Hounsfield Unit (HU) 
Air 
Bone 
Lungs 
Water 
Kidney 
Blood 
Grey matter 
liver 
White 
Muscle 
Soft Tissue 
Fat 
Cerebrospinal fluid(csf) 

-1000 
+700 to +3000 
-500 
0 
30 
+30 to +45 
+37 to +45 
+40 to +60 
matter +20 to +30 
+10 to +40 
+100 to +300 
-100 to -50 
15 

TABLE II. DETAILLED ARCHITECTURE OF THE PROPOSED METHOD. 
WHERE THE ENCODER IS THE RESIDUELLE BLOCK SIMILAIRE TO 

RESNET50[20] ARCHITECTURE, AND THE DECODER BLOCK IS A SUCCESSION 
OF BATCHNORMALISATION, RELU, CONV2D, BATCHNORMALISATION, AND 

RELU OPERATIONS 

Stages  Layers Output size 

Initial 

Conv2d(7 x 7), stride = 2 
BatchNormalisation 
ReLu 
MaxPoling 

(64 x 64 x 64) 

Encoder 

Stage 1 : x2 ResBlock(64 x 64 x 256) 
Stage 2 : x3 ResBlock(128 x128 x512) 
Stage 3 : x5 ResBlock(256x256 x1024)  
Stage 4 : x2 ResBlock(512x512 x2048)  

(64 x 64 x 256) 
(32 x 32 x 512) 
(16 x16 x 1024) 
(8 x 8 x 2048) 

Decoder 

Stage 1 : UpSampling(16 x 16 x 256)  
Stage 2 : UpSampling(32 x 32 x 128)  
Stage 3 : UpSampling(64 x 64 x 64)  
Stage 4 : UpSampling(128 x 128 x 32)  

(32 x 32 x128) 
(64 x 64 x 64) 
(128 x128 x32) 
(256 x 256 x16) 

Final Conv2d(256 x 256 x 16)  
Softmax Activation(256 x 256 x 1)  

(256 x 256 x 1) 
(256 x 256 x 1) 

Where z⃗ is the input vector of the softmax 
function (z0, … , zk), all zivalues can take any real value. ezj is 
applied to have a positive value for each element of the input 
vector. The term at the formula bottom is the normalization 
term, which makes it possible to have a 𝑆𝑢𝑚 = 1 of all the 
output values (are each in the range (0, 1)) of the function, 
thus constituting a valid probability distribution, 𝑘 represents 
the number of classes in the multiclass classifier. 

Algorithm 1: Training procedure for CovSeg-UNet method 

input : 𝑋: Image CT; 𝑌: Label; 𝑁: Batch-size; 𝜆1; 𝜆2; 
 𝐿𝑟: Learning-rate; 𝑊0: Initial weights; 
output: 𝑃𝐿: Predicted mask; 

1   begin 
2        (𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛,)(𝑋𝑣𝑎𝑙𝑖𝑑, 𝑌𝑣𝑎𝑙𝑖𝑑) ← split((𝑋, 𝑌),  
          split-size=0.2) 
3        while epoch ≤ 200 do 
4              for mini batch sample 𝑥𝑘{𝑥𝑡𝑟𝑎𝑖𝑛, 𝑥𝑣𝑎𝑙𝑖𝑑}𝑘=1𝑁  do 
5                        𝑧1 =  𝑓𝑒𝑛𝑐𝑜𝑑𝑒𝑟(𝑥𝑘) 
6                        𝑧2  =  𝑓𝑑𝑒𝑐𝑜𝑑𝑒𝑟(𝑧1) 
7                        predict(𝑧2) with SoftMax equation 
8                        Compute ∆𝑤 the stochastic gradient by 
                           minimizing the loss function eq. 2 
9                        Update weights 

 10                        𝑤 ←  𝑤 +  𝛼.𝐴𝑑𝑎𝑚𝑂𝑝𝑡𝑖𝑚𝑖𝑠𝑒𝑟(𝑤,∆𝑤) 

C. Loss 
The imbalanced class problem is considered as the major 

challenge in the detection process of lung infections because 
the distribution of infected/uninfected regions is highly 
skewed (the infected regions vary between 0% and 20% of the 
pixels of the lung image). So, if the loss function does not 
consider this problem, the model will classify the majority of 
pixels as uninfected regions, and become overfit. For this 
reason, we use a class-balanced cross-loss function and the 
penalty factor 𝜆. 

The loss function is defined as a weighted sum of two loss 
functions; the balanced cross loss 𝐿𝐵𝐶𝐸and the inverse cross 
loss 𝐿𝐼𝐶𝐸: 

𝐿𝐵 =  𝜆1  ·  𝐿𝐵𝐶𝐸  +  𝜆2  ·  𝐿𝐼𝐶𝐸            (2) 

Respecting to the cross-loss, we use the balanced cross-
entropy to overcome noise in biomedical images, we also use 
the balance parameter 𝑊 to balance the pixel distribution of 
infected/uninfected regions in 𝐿𝐵𝐶𝐸: 

𝐿𝐵𝐶𝐸  =  −𝑤𝑐  ∑ 𝑞(𝑦𝑖 =  1 | 𝑠) log (𝑖 ∈𝑦𝑐 𝑝(𝑦𝑖 =  1 | 𝑠)  −
 −𝑤𝑐𝑛 ∑ 𝑞(𝑦𝑖 =  0 | 𝑠) log (𝑖 ∈𝑦𝑛𝑐 𝑝(𝑦𝑖 =  0 | 𝑠)           (3) 

Where 𝑞(𝑦𝑖 =  𝑖 | 𝑠) is the ground-truth mask of the 
sample 𝑆.𝑌𝑖 =  0, 1, 𝑝(𝑦 | 𝑠) is the probability map produced 
by the function softmax, w represents the balancing 
parameter 𝑤(𝑘)  =  𝑆/𝐾𝑆(𝑘). S is the samples number in the 
training set, and 𝑆(𝐾) represents the samples number in the 
class 𝐾. However, cross-entropy relies heavily on the accuracy 
of the annotation. When the data is mislabeled, 𝑞(𝑘 | 𝑠) will 
not be able to represent the true class distribution, which will 
lead the cross-entropy 𝑝(𝑘 | 𝑥)  to learn this incorrect 
distribution type. To deal with this problem, we use reverse 
learning to know which classes the input 𝑥 does not belong to. 
Inverse cross-entropy is defined as follows: 

𝐿𝐼𝐶𝐸  =  ∑ 𝑝(𝑦𝑖 =  1 | 𝑠)𝑙𝑜𝑔𝑘
𝑖=1 𝑞(𝑦𝑖 =  1 | 𝑠)           (4) 

The weighted combination of entropies (𝐿𝐼𝐶𝐸 and 𝐿𝐵𝐶𝐸) in 
the loss function allowed a good convergence of the gradient 
and relevant learning. The 𝐿𝐵𝐶𝐸term efficiency exhibits in the 
distribution balance of infected and uninfected classes, while 
the 𝐿𝐼𝐶𝐸 term strength appears in the resistance against noise 
caused by scanner settings. As a result, the balanced 
symmetric entropy function obtained high performance in the 
COVID-19 lung infections localization on the test data set. 

V. EXPERIMENT 
In this section, we explain the different experiments 

carried out to evaluate the performance of our proposed 
approach under different simulation scenarios. We start by 
describing the used dataset and experimental environment of 
the simulation. Subsequently, we perform quantitative study 
of the hyper-parameters to show their effects on the model 
learning. Finally, we present the different performance metrics 
used to assess the efficiency and robustness of our approach. 

A. Datasets 
In this work, we have applied our method on two Datasets. 
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Dataset-1: this dataset contains two versions [21]. The first 
version is published on April 2, 2020, comprising 100 CT 
images (of 40 COVID-19 patients) of size 512 × 512 labeled 
by radiologists, these radiologists have defined three tags: 
pleural effusion in frosted glass (= 3), consolidation (= 2), and 
mask value (= 1). The second version is released on April 14, 
2020, comprising 829 CT images (of 9 COVID-19 patients) 
sized 630 × 630. Radiologists have tagged 373 images with 
COVID-19 pulmonary symptoms and the rest of the images as 
normal cases. 

Dataset-2: this dataset is publicly available, contains 20 
CT volumes with more than 1800 slices collected from 40 
different COVID patients [22]. Each CT slice is of size 
512×512 labeled by expert radiologists to mark regions for 
infections. 

The first column images of Fig. 2 represent the original 
images, while the second column images represent their 
corresponding ground-truth masks. Two examples of images 
of normal people are shown in the third and fourth rows. The 
first and second rows include two COVID-19 images, where 
the COVID-19 regions are the white and gray regions of the 
ground-truth masks, while the healthy regions are the black 
pixels (note that if a person is in good health his ground-truth 
mask will be completely black). 

 
Fig. 2. Example of Images belong to Dataset-1 and Dataset-2. 

In our simulations, we merged the two versions of dataset-
1 to form a new dataset, while keeping 60% of these images 
for the training, 20% for the validation, and 20% for the test. 
We implemented our method in the Keras simulation 
environment with the TensorFlow back-end using the Python 
2.7 programming language. Simulations were run on an 
infrastructure equipped with a Tesla P-100 GPU card, and 16 
GB RAM memory. 

B. Hyper-parameters Setting 
In deep learning, hyper-parameters of the deep neural 

network crucially influence the performance of the network. 
In this part, we carried out several experiments to choose the 
best values of the Hyper-parameters allowing improving the 
performances of our method. In this regard, we fixed the 
number of epochs and the batch size respectively at 100 and 
64. We simulated and compared the different precision 
obtained values with different optimizers, different learning 
rates, and different values of 𝜆1, 𝜆2 of the 𝐿𝐵 loss function. 

TABLE III. THE CHOICE OF THE BEST COMBINATION FOR INPUT 
HYPERPARAMETERS, BEST ACCURACY SHOWN IN BOLD FONT 

Optimizer Learning- rate Loss (LB) Accuracy 
ADAM 
SGD 
Adadelta 

Lr = 0.0001  λ1 = 0.5, λ2 = 0.5 
0.9445 
0.8921 
0.9032 

ADAM 
Lr = 0.001 
Lr = 0.00001  
Lr = 0.000001  

λ1 = 0.5, λ2 = 0.5 
0.944 
0.924 
0.964 

ADAM  Lr=0.000001 
λ1 = 0.4, λ2 = 0.2 
λ1 = 0.5, λ2 = 0.5 
λ1 = 0.3, λ2 = 0.5 

0.957 
0.964 
0.991 

From Table III, we observe that the values of the hyper-
parameters λ1  =  0.3, λ2 =  0.5, and the use of the ADAM 
[23] optimizer with a learning rate equal to 0.000001 showed 
the best performance in term of accuracy. 

C. Performance Metrics Evaluation 
To assess the efficiency and robustness of our proposed 

approach, we use the following performance metrics: 
Accuracy [24], Sensitivity [25], Matthews Correlation 
Coefficient [25], and Dice [26]. By definition, higher values of 
these metrics imply a better segmentation quality. The 
mathematical formulas of these metrics are respectively 
expressed below: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇 𝑃 + 𝑇 𝑁
𝑇𝑃 + 𝑇 𝑁 + 𝐹 𝑁 + 𝐹 𝑃

             (5) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  𝑇 𝑃
𝑇 𝑃 + 𝐹 𝑁

              (6) 

MCC= T P *T N-F P *F N
�(T P +F P )(T P +F N)(T N+F P )(T N+F N)

            (7) 

𝐷𝑖𝑐𝑒 =  2 ∗ 𝑇 𝑃
2 ∗ (𝑇 𝑃 + 𝐹 𝑁 + 𝐹 𝑃)

              (8) 

VI. RESULTS 
In this section, we evaluate the effectiveness of the 

proposed method by performing qualitative and quantitative 
studies on an open-source benchmark. The obtained results of 
our method are compared with those of existing methods in 
the state of the art. 
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A. Ablation Study 
To show the importance of each component of our 

approach, we did an ablation study on the dataset-1 by 
evaluating the following performance metrics; Accuracy, 
Dice, Sensitivity, and Precision. The study of ablations was 
subdivided into three possible cases. In the first case, we 
added the preprocessing block without using the loss function 
(𝐿𝐵) during the learning phase, whereas in the second case, in 
the learning phase we introduced the loss function without 
using the preprocessing block. In the latter case, we used the 
preprocessing block and the loss function (𝐿𝐵) (see Fig. 3). 
From these simulation cases, we notice that the data 
preprocessing step has a remarkable effect on the model 
performances. The first case shows the overfitting 
phenomenon that occurred when it exceeds epoch 40, and 
which led to a degradation in the performance of the model 
(see Fig. 4). The results of this study are illustrated in 
Table IV. 

On the other hand, the result of the third case shows that 
the use of the loss function with the preprocessing block helps 
to avoid the overfitting problem, and consequently, to improve 
the performances of the model and to have good results. Fig. 5 
and Fig. 6 show the qualitative results of our method on 
different test samples, the first column (1) represents the lung 
images, the second column (2) shows the ground-truth mask, 
and the last column (3) corresponds to the predicted lung 
infection mask of COVID-19. These qualitative results prove 
the robustness and the efficiency of our diagnostic method of 
the region infected by COVID-19. 

TABLE IV.  ABLATION STUDY ON THE DATASET-1 

Cases Accuracy Dice MCC Sensitivity 

Preprocessing, 
BinaryCrossEntroy 0.890 0.514 0.432 0.741 

LB , without 
Preprocessing, 0.934 0.632 0.590 0.842 

Preprocessing, LB   0.991 0.833 0.851 0.982 

 
Fig. 3. Accuracy of Simulation with Data Preprocessing Step. 

 
Fig. 4. Accuracy of Simulation without Data Preprocessing Step. 

 
Fig. 5. Results Examples obtained by CovSeg-Unet on Dataset-1. 

 
Fig. 6. Results Examples obtained by CovSeg-Unet on Dataset-2. 
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B. Comparison with Baseline Methods 
In this part, we compare our segmentation method of CT 

images with the reference segmentation methods such as U-
NET basic [10], DenseUNet [27], Attention U-Net [13], and 
UNet++ [11]. Table V represents obtained results by the 
different methods on dataset-1 and dataset-2. As results, the 
proposed method outperforms other methods in terms of 
performance measures. Dice, Sensitivity, and Accuracy 
metrics reach 83.3%, 98.2% and 99.1% respectively on 
dataset-1, and 83.4% 89.1% 98.3% on dataset-2. 

TABLE V. PERFORMANCES COMPARISON AGAINST BASELINE 
ARCHITECTURES ON DATASET-1 AND DATASET-2 

 Methods Dice Sensitivity Accuracy 

D
at

as
et

-1
 

U-Net [10]  
DenseUNet [27]  
Attention U-Net [13]  
UNet++ [11]  
CovSeg-Unet  

0.708 
0.660 
0.560 
0.815 
0.833 

0.678 
0.607 
0.623 
0.857 
0.982 

0.865 
0.651 
0.632 
0.903 
0.991 

D
at

as
et

-2
 

UNet [10]  
DenseUNet [27]  
Attention U-Net [13]  
UNet++ [11]  
CovSeg-Unet  

0.712 
0.610 
0.631 
0.815 
0.834 

0.665 
0.607 
0.723 
0.887 
0.891 

0.747 
0.715 
0.890 
0.968 
0.983 

C. Comparison with other Methods 
Many studies have been done to diagnose COVID-19. To 

prove the robustness of our method, we carried out a 
comparative study with different approaches such as Inf-Net 
[14] and Automatic [17]. We simulated these approaches 
using their open-source implementation. The quantitative 
results obtained by the different methods are shown in 
Table VI. Dice, Sensitivity, and Accuracy are the performance 
metrics to be evaluated in this benchmarking study. From 
Table VI we notice that the CovSeg-Unet method reaches an 
Accuracy = 0.991 on Datasets-1, and an Accuracy = 0.983 on 
Datasets-2. The obtained values in these simulations prove 
that the CovSeg-Unet method outperforms other approaches in 
terms of Dice, Sensitivity, and Accuracy. 

TABLE VI. PERFORMANCES COMPARISON AGAINST EXISTING 
APPROACHES ON DATASETS-2. 

Methods Dice Sensitivity Accuracy 

Inf-Net [14] 
Automatic [17]  
CovSeg-Unet  

0.579 
0.714 
0.834 

0.877 
0.733 
0.891 

— 
0.739 
0.983 

VII. CONCLUSION 
In this work, we address a more difficult task in the 

segmentation of limited and unbalanced biomedical images. 
To cope with this task, we have proposed an end-to-end 
architecture similar to U-Net, the proposed method network 
learns the discriminating features of lung infections from CT 
images to establish an image-to-image mapping relationship. 
We used the ResNet50 architecture to preserve local 
information and avoid the issue of fading gradients. To 
improve the learning of the discriminating features of the 
network, we introduced a preprocessing block to remove noise 
and unnecessary information which blows up the performance 
of the network. In order to strengthen the model to be learned 

from non-equilibrium data, we have proposed a loss 
function  𝐿𝐵 . Experimental results on two datasets 
demonstrated the effectiveness of the CovSeg-Unet method in 
locating COVID-19 infected regions. The quantitative and 
qualitative results obtained by comparing CovSeg-Unet 
method with the others methods prove the efficiency of our 
method, which can be a real solution to detect, diagnose and 
locate regions infected with COVID-19. 
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Abstract—With the significant growth of the number of high-
rise buildings nowadays, the dependence on elevators has also 
increased. The issue that faces elevator passengers in case of 
breakdowns is the long waiting time for the arrival of the 
maintenance engineers to perform the repair, as the process of 
reporting is done manually. The safety concern increases when 
people are trapped. Most state-of-the-art approaches detect 
faults without providing means to facilitate the communication 
between elevator owners, maintenance companies, and engineers 
or notify them in case of breakdowns. Moreover, none of the 
proposed fault detection solutions rely on rules specified by 
experts in the field. This paper aims at addressing these issues by 
proposing a system that manages, monitors, detects faults and 
informs users of any faults instantly by sending notifications. 
Specifically, the paper proposes a mobile application, Elevint, 
that is, cloud-based and exploits the Internet of Things (IoT) 
technology. Elevint provides real-time monitoring of elevator 
operating conditions collected from sensors. The data is then 
transferred to the cloud, where faults are detected by applying 
rules that compare the current conditions with severity levels 
determined by experts. In the case that a fault is detected, 
elevator owners and maintenance companies are automatically 
notified. Moreover, through Elevint, maintenance companies can 
assign engineers to repair the fault and elevator owners can view 
and re-schedule the engineer’s visit if needed. Testing our system 
on an elevator model shows 98% accuracy. In future, we intend 
to test it on real elevators to verify its applicability in practice. 

Keywords—Internet of things; elevator; fault detection; 
monitoring; notification; real-time 

I. INTRODUCTION 
The use of elevators has increased dramatically throughout 

the world, due to the congestion of population in main cities. 
Thus, cities have tended to increase the number of skyscrapers 
to accommodate the high number of populations. 
Successively, the reliance on elevators around the world has 
increased. Safety remains a critical issue in the design of 
elevators, since its failure may endanger people, disrupt their 
schedule, and threaten their lives. 

Presently, when an elevator breaks down or people are 
trapped, there is an extensive waiting time before the relevant 
people are notified. This is because the process of informing 
the maintenance technicians is done manually. If this process 
is somehow automated, the maintenance team will arrive 
faster, and the breakdown time will be reduced significantly. 

Therefore, to ensure the safety of elevator passengers, it is 
necessary to speed up the process of notifying the elevator 
owners and maintenance companies about failures. 
Developing notice of the breakdown in a timely manner will 

not only reduce the downtime and save money, but will also 
allow preventive maintenance of the elevator [1]. 

With the advancement of technology in the 21st century, 
researchers in academia have considered investigating the 
safety control system of elevators through the Internet of 
Things (IoT) with the aim of moving the industry from 
preventative maintenance to predictive maintenance [2]. Most 
state-of-the-art research in this area proposes a monitoring 
elevator system that exploits IoT techniques to achieve the 
supervisory functions of early warning to reduce elevator 
accidents [3] while using smart sensors and cloud services [4]. 
Monitoring will help do analysis research to identify the main 
factors that cause accidents; thus, it will eventually help 
reduce accidents and injury rates [5]. 

On the other hand, elevator companies have also started to 
make smart elevators and are investing billions of dollars in 
this new technology [6]. However, it is not possible for all 
elevator owners to replace their old elevators with new smart 
ones, since there would be significant costs. This research 
aims at filling the gap by elevating current conventional 
elevators to smart elevators, through installing safety control 
systems that reduce downtime by analyzing the elevators’ data 
and notifying the right people in a timely 
manner. Specifically, this paper proposes an IoT cloud-based 
elevator monitoring and fault detection mobile application 
which includes the following features: 

1) Enable elevator owners and maintenance companies to 
monitor their elevators’ operating conditions from anywhere in 
real-time. 

2) Facilitate the communication between elevator owners, 
maintenance companies, and technicians through instant 
messaging services. 

3) Detect major underlying factors for elevator faults 
based on some expert-defined heuristic rules. 

4) Notify elevator owners and maintenance companies 
instantly about detected faults. 

The remainder of this paper is organized as follows: in 
Section II, we review related work in this area and in Section 
III, we explain our proposed solution. We present our results 
in Section IV, followed by Section V which concludes the 
paper. 

II. RELATED WORK 
Wang et al. [7] developed a system called EleSense, which 

is a framework for high-rise building structure monitoring. 
They used two kinds of sensing devices, the sensors are two 
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sets of vibrating wire strain gauge sensors attached at the inner 
tube and outer tube in each floor, and temperature sensors in 
most of the floors. A cluster head installed on each floor sends 
the data gathered from sensors to the base station. The base 
station is attached in the top of the elevator and while the 
elevator is moving, the base station moves with it and collects 
data from sensors. The results show that EleSense can 
significantly reduce communication costs, while providing 
reliable data. 

Jiang et al. [8] proposed a system that provides fault 
detection based on real-time data from sensors that collect 
various parameters of running elevators, such as the weight of 
the lift car, the signal of portal crane, the signal of the layer 
precision of the elevator and the signal of safety gear. The 
system also enabled trapped people to communicate with 
maintenance staff. Moreover, the system has video and audio 
monitoring with Wimax (Worldwide Interoperability for 
Microwave Access) technology, which provides video and 
audio transmission based on the Internet Protocol version 4. 

Zarikas and Tursynbek [9] described a system for an 
intelligent elevator, integrated with a smart building. The 
system’s aim is to build a decision engine that can control the 
elevator's actions through AI techniques. 

Salim and Akin [10] proposed an IoT-based elevator 
system that predicts and diagnoses errors from elevators. In 
this system, after troubleshooting, the data is collected from 
the elevators via sensors. This data is then transferred from the 
elevator to the control system, over the Internet to be sent to 
the data maintenance company to solve the problems. The 
system used fire sensors, low electricity and door status to 
detect faults. The advantage of this system is that it has a 
website to monitor the status of elevators, in addition to saving 
all elevator data and extracting reports. 

Zhang et al. [11] measured the level of comfort during the 
elevator ride by measuring the acceleration on three directions 
axes x, y and z using sensors embedded in a smartphone. The 
elevator ride comfort level is evaluated based on the collected 
data, and the assessment results are uploaded to a structural 
health monitoring site. The results of the experiment show that 
their method has met the engineering requirements. Using the 
sensors inside the mobile device to monitor the elevator 
vibration may be easier and saves the time and effort of 
installing these sensors into a device on the elevator. 

Suárez et al. [12] proposed an application that informs the 
maintenance company of the elevators’ failures and trapped 
people. The application, which is developed using Microsoft 
Azure, implements on a cloud that is responsible for receiving 
data from elevators and processing it, then sending 
notifications accordingly. The disadvantage of this system is 
that it only deals with elevator faults as opposed to other 
systems which can also cater for management and monitoring 
in real-time. 

Olalere et al. [13] developed a system to reduce elevators 
breakdowns, by early reporting of faults and diagnosis from 
historical data gathered from monitoring the vibration and 
noise using sensors. The system is divided into three layers. 
The first layer is the sensors layer that includes two kinds of 

sensors for vibration and audio. The second layer contains the 
Yun microcontroller, which is an Arduino development board 
that analyses the signals from the sensors and helps to achieve 
the IoT communication. The third layer includes the web 
application server. They measured the results over a month, 
and the results showed that the elevator stops were noticeably 
reduced, due to notification of breakdowns. This system is 
very close to our proposed system but lacks some extra 
sensors and a monitoring camera. 

Ming et al. [14] proposed an elevator safety monitoring 
system based on IoT technology and included audio and video 
monitoring. The research used sensors for vibration, 
acceleration, speed, diving noise, direction, floor station, 
elevator car door switch, voltage, temperature, and all these 
sensors were used to analyze data and increase safety. 

Li [15] proposed a framework for an elevator security 
monitoring system based on cloud computing to monitor the 
running status of the elevator in real time. The system can 
provide reminders of faults, show alarm information and can 
classify the alarm information according to the severity. 

Zhou et al. [16] introduced a remote elevator monitoring 
system based on IoT through real-time monitoring, fault 
diagnosis, alarm, and maintenance, without mentioning any 
details of the proposed system and results. 

Huang et al. [17] proposed a warning system, which can 
monitor elevators failures through sensors and send the data to 
the remote monitoring platform. The system can send the 
information and remind the maintenance personnel to deal 
with it as soon as possible. 

An et al. (a) [18] proposed an elevator monitoring system 
with the aim of helping managers in elevator maintenance 
companies to detect elevator faults early and to ensure the 
safety of passengers. Several sensors such as, temperature, 
vibration, speed, and load were exploited to capture elevators’ 
data in real-time. This data is then sent through an industrial 
gateway to an InterProcess Communication (IPC) server 
before being sent to a SQL server through a General Packet 
Radio Service (GPRS) network. The web application also 
includes real-time video-monitoring, and a fault prediction 
model based on a Prognostics and Health Management (PHM) 
technology. The disadvantage of the system, however, is that 
it is a web-based application rather than a mobile application 
and does not provide notifications in case a fault is being 
detected. 

An et al. (b) [19] proposed an intelligent elevator 
management system based on Building Information Modeling 
(BIM) and IoT technologies. Specifically, sensors such as 
temperature, humidity, speed, vibration, and load are 
employed to collect input data, then this data is sent through a 
RS485/CAN communication to the cloud for processing. The 
desktop application also includes real-time video monitoring 
as well as some functions such as, voice assistance and 
emergency assessment. The disadvantage of the system, 
however, is that it is a desktop application rather than a mobile 
application and does not provide means for detecting faults. 

Shen et al. [20] proposed a predictive maintenance system 
using IoT and Machine Learning (ML) for a Permanent 
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Magnet Synchronous Motor (PMSM) traction elevator. First, 
raw data from the temperature and encoder sensors are 
captured then processed by Arduino. Data analysis using 
MATLAB is then performed on the digital data to compile it 
into a 30-minute data file. The data file then gets analyzed to 
determine which data requires predictive maintenance. The 
data is then classified into four categories: long, medium, 
short, and urgent according to predefined thresholds. Finally, 
this data is used for training the K-nearest Neighbor (KNN) 
ML model, so new data can be predicted accordingly. The 
accuracy of the system is 95.5%. The disadvantage of the 
system, however, is that it relies on two sensors’ data only, 
and it is not a mobile application and does not provide 
notifications. 

Guo et al. [21] described a system to monitor elevators in 
real-time based on multi-sensor fusion to ensure detecting 
common elevators faults then present the results on a website. 
The sensors consisted of magnetic switches, network camera, 
barometer, and accelerometer. The system was installed on a 
real elevator to test it. 

Bai et al. [22] proposed a fault-prediction model based on 
improved PSO-BP which is optimized by an improved particle 
swarm optimization algorithm to enhance elevators safety 
using real-time data collected from the SCADA of the 
elevator. The convergence rate of the improved PSO-BP 
model is increased by 35.47%, and the prediction accuracy is 
improved by 49.12% 

Gupta et al. [23] proposed a solution to use the elevators 
during COVID-19, without touching any surface to maintain 
sterilization and safety by deploying facial recognition 
software that uses pattern recognition, voice command using 
speech analysis method, and the body temperature to notify 
the people around them if someone has more than the 
suggested temperature. All these sensors are embedded in one 
device. 

Table I shows a comparison between the related work 
according to the aim and criteria that we have developed. The 
first criterion (A) indicates whether the system is cloud-based 
or not. Secondly, (B) specifies if the system includes a fault 
detection model or not. Thirdly, (C) specifies if the system 
have video monitoring.  Subsequently, (D) indicates whether 
the system has a mobile application or not. Finally, we 
determine if the system is implemented (E), available (F) or 
provide notifications (G). Out of the 18 methods, seven are 
cloud-based, fourteen systems includ fault detection (some of 
them were predictions), nine systems include video 
monitoring, only three systems are mobile applications, twelve 
are implemented, three systems are available, and only five 
systems provide notifications. As can be seen from the table, 
all approaches include at most four features, except for Guo et 
al. which includes five. 

As far as we know, there isn’t a system that provides all 
features. Therefore, we aim to build an IoT cloud-based fault 
detection mobile application, called Elevint, where data is 
collected from several sensors, combining related elevators 
worldwide. Data will then be analyzed in the cloud to be 
monitored and faults can be detected using rules determined 
by experts. Once a fault is detected, the system will alert the 

maintenance company, which in return will repair it. Thus, 
Elevint will include all features except for video monitoring, 
which we leave as future work. 

TABLE I. COMPARISON BETWEEN RELATED WORK 

Research 
by Aim A B C D E F G 

Wang et 
al. (2011) 

Reduce Data 
Collection 
Delay 

       

Jiang et al. 
(2015) 

Fault 
Detection 
System 

       

Zarikas 
and 
Tursynbek 
(2017) 

Control the 
Elevators 
Actions   

       

Salim and 
Akin 
(2017) 

Fault 
Prediction        

Zhang et 
al. (2017) 

Elevator 
Monitoring        

Suárez et 
al. (2018) 

Inform 
About 
Failure 

       

Olalere et 
al. (2018) 

Remote 
Fault 
Indication 

       

Ming et al. 
(2018)  

Elevator 
Monitoring        

Li (2018) Elevator 
Monitoring        

Zhou et al. 
(2019) 

Elevator 
Monitoring        

Huang et 
al. (2020) 

Fault 
Detection 
System 

       

An et al. 
(a) (2021) 

Fault 
Prediction 
System 

       

An et al. 
(b) (2021) 

Elevator 
Monitoring        

Shen et al. 
(2021) 

Fault 
Prediction 
System 

       

Guo et al. 
(2021) 

Elevator 
Monitoring 
& Fault 
Detection 

       

Bai et al. 
(2021) 

Fault 
Prediction        

Gupta et 
al. (2022) 

Elevator 
Monitoring 
& Fault 
Detection 

       

Our 
Proposed 
Solution: 
Elevint 

Detection, 
Monitoring, 
Managing, 
Notification 
System 
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III. PROPOSED SOLUTION 
In this section, we explain our system, Elevint, which is a 

cloud-based remote elevator condition monitoring system that 
comprises a mobile application. Elevint’s system architecture 
is depicted in Fig. 1 Elevint aims at enabling faster repairs, 
preventing catastrophic breakdowns, and assisting in fault 
diagnosis. Specifically, Elevint provides real-time monitoring 
of elevator operating conditions, such as vibration, 
temperature, weight, light, and movement including others, 
through fixed sensors connected to an Arduino 
microcontroller. The data collected from sensors is then 
transferred via Wi-Fi to the cloud, where faults are detected by 
applying rules that compare the current conditions with 
severity levels determined by an expert. For example, if the 
temperature exceeds 60 degrees Celsius in the engine room, 
this indicates a possible failure in the elevator engine. 
Therefore, notifications are sent to elevator owners and 
maintenance companies to speed up the process of reporting a 
breakdown and to reduce the downtime of elevators. 

The Android-based mobile application connects elevator 
owners with maintenance companies and technicians, in which 
messages can be exchanged between them, as well as other 
tasks can be performed, such as scheduling periodic 
maintenance and viewing maintenance history. The main 
feature of the mobile application is that it enables all three 
users, to monitor the status of the elevator in real-time i.e., the 
elevator’s current floor, the temperature, the vibration, among 
others. The data gathered from the sensors is sent to the 
FireBase real-time cloud-hosted database, through which it 
gets sent to the mobile application. The mobile application is 
set up to show updated sensor data at 25-second intervals 
(changeable). Using a cloud-based architecture provides a 
quicker maintenance service, as the maintenance team can 
access the elevator data online and analyze it to find out the 
likely nature of the fault. For the hardware platform, our 
system uses a computer with Windows operating system and 
uses Arduino to create the circuit in which the sensors get 
connected. As for the software platform, the system uses 
Basic4Android and Visual Studio to create the application. 

A. Hardware Components 
Many hardware devices were used to produce an electric 

circuit connected to an Arduino Mega using the Wi-Fi to 
collect the real data of the elevator and send it to the 
application. Following is a description of some sensors that 
were used. 

 
Fig. 1. Elevint System Architecture. 

1) Temperature sensor: DS18B20 Temperature Sensor 
uses MAXIM’s 1-wire bus protocol, which requires only 1 
wire for receiving and transmitting data. The Temperature 
Sensor detects the temperature of the object it is attached on. 

2) Passive infraRed (PIR) sensor: An electronic sensor 
that measures infrared (IR) light radiating from objects in its 
field of view. If the digital pulse is high (3V), it means a 
motion is detected, while if the digital pulse is low, it means it 
is idle or no motion is detected. 

3) Photo resistor light sensor: When the value read from 
the photoresistor sensor module goes below a certain threshold 
value (determined by the developer), it means that it is dark, or 
the light is OFF. When the analog value from the sensor goes 
above the threshold value, it means the light is ON. 

4) HC-SR04 ultrasonic sensor: The ultrasonic sensor emits 
an ultrasound that travels through the air. If there is an object 
or obstacle on its path, it will return to the module. Considering 
the travel time and the speed of the sound, you can calculate 
the distance. 

5) Vibration sensor: Vibration is a sign of the state of the 
machine - no matter how accurate and unnoticed by the human 
senses -. Non-normal vibration of problems in the industrial 
machine can be detected early and repaired before machine 
failure occurs. Therefore, vibration analysis is used to 
determine the state of the equipment, location, and type of 
problems. Vibration sensors are sensors for measuring, 
displaying, and analyzing linear velocity, displacement, 
proximity, or acceleration. 

6) Load cell and HX711 weight sensor: The Load cell 
senses the weight and provides an analog value to the HX711 
Load Amplifier Module, which is an Analog to Digital 
Converter (ADC) that digitally converts the Load cell output. 

7) LCD display: are used in electronic projects, as they are 
good for displaying information, such as the data that are 
collected from the sensors. 

B. Connecting the System’s Circuit 
To connect the system’s sensors, the circuit was made by 

connecting the module and sensors to the Arduino board, then 
the Arduino was connected to the computer using a USB 
cable.  Fig. 2 shows the circuit connected, including the 
sensors and the Arduino. 

 
Fig. 2. The Circuit. 
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Table II shows the pins that are connected from the 
module to the pins on the Arduino of the circuit. 

TABLE II. THE CIRCUIT OF ARDUINO 

Module Arduino 

Temperature & 
Vibration  

VCC + 5 V 

DO D4 

GND GND 

Passive InfraRed 

VCC + 5 V 

OUT PIN2 

GND GND 

Ultrasonic  

VCC + 5 V 

Echo 10~ 

Trig 11~ 

GND GND 

LCD Display 

VCC + 5 V 

Echo 10~ 

Trig 11~ 

GND GND 

C. Elevint Application 
Fig. 3 and 4 show some pages from the Elevint 

application. Fig. 3 (A) shows the screen where a new user is 
registered, and after registering, the user can view screen (B) 
which shows the list of functions that suits the user of the 
application; whether they are an elevator owner, a 
maintenance company, or a technician. The functions 
provided for an elevator owner are: adding a new elevator, 
monitoring elevator data in real-time, sending messages to a 
maintenance company and scheduling a maintenance visit. 
Screen (C) shows adding a new elevator, Screen (D) provides 
a view of the elevator’s real data, Screens (E-F) shows how to 
schedule a maintenance visit. In Fig. 4, screens (G-K) show 
how the user can view the maintenance history in detail. 
Screen (L) shows the message function which allows easy 
communication between the user and the maintenance 
company. 

D. Detection Rules 
The rules for detecting the various faults are of the form: 

if condition then action(s) {else action(s)} 

Note that the part between curly brackets indicates that it 
can be excluded. If more than one action is included, then 
actions will be numbered. Tables III to VI shows our rules for 
detecting a number of faults. The first row in each table 
indicates the goal of the detection rule, the second row 
specifies the used sensors, and the third row shows the 
detection rule. Note that these detection rules are not fixed 
rules, but rather heuristic gathered from experts in the field. 

The threshold values used in the rules were determined 
through the performed tests on the elevator model. 

 
Fig. 3. App Pages for Maintenance Company Users - Part 1. 

 
Fig. 4. App Pages for Maintenance Company Users - Part 2. 
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Table III demonstrates rule #1, which detects if the 
elevator’s engine is overheated. For instance, when the 
temperature exceeds 60 degrees Celsius in the engine room, it 
indicates the possibility of a fault in the elevator engine and 
therefore, the LCD screen and the Monitor Elevator screen on 
the Elevint application will show the exact temperature, and 
an SMS will be sent to the owner of the elevator indicating 
that an overheat engine fault is possibly detected in an 
elevator, giving its serial number. Note that 
notification_rule#6 is demonstrated in Table VII and will be 
explained in the next section. Otherwise, if the temperature of 
the engine is a normal value, it will appear on the LCD screen 
and will be displayed in the Elevint application. We have 
tested “overheated engine” faults by directing a lighter on the 
temperature sensor and the result was an SMS message sent to 
the mobile number of the owner registered on Elevint. 

TABLE III. DETECTION RULE #1 

detection_rule#1: Overheat Engine 

Goal Detect a possible fault in the elevator’s engine (e.g., fire) 

Sensors Temperature 

Rule 

if temperature > 60 ° 
then  
1) Print the temperature on the LCD screen 
2) Display the temperature in the application 
3) Send SMS notification to users according to 
notification_rule#6 with fault = ‘engine overheat’ 
else 
1) Print the temperature on the LCD screen 
2) Display the temperature in the application 

Table IV shows rule #2, which detects if there are people 
trapped in an elevator. For instance, if Motion = High and 
Light = Off, that means there are people trapped in the 
elevator. Thus, the LCD screen and in the Elevint application 
will show: “Last Motion: 3 seconds ago”, and Lighting: On. 
An SMS will also be sent to the elevator owner indicating that 
people may be trapped in the elevator with its serial number. 
Otherwise, the data will be displayed on the LCD screen and 
in the Elevint application. We have tested faults from type 
“Trapped People” by turning off the light and doing 
movements in front of the motion sensor and the result was an 
SMS message sent to the mobile number of the owner 
registered on Elevint. 

Table V demonstrates rule #3, which detects if the elevator 
is stuck between floors. For instance, if the distance between 
floors is detected to be 15.5 cm and the vibration is 0, then the 
LCD screen and the Monitor Elevator screen on the Elevint 
application will show the message: “Floor: elevator is stuck”, 
and an SMS will be sent to the owner of the elevator 
indicating that the elevator, giving its serial number, may be 
stuck. Otherwise, the data will be displayed on the LCD 
screen and on the Elevator Monitor in the Elevint application. 
We have tested “elevator stuck” faults by moving the elevator 
and stopping it between two floors and the result was an SMS 
message being sent to the mobile number of the owner 
registered on Elevint. 

TABLE IV. DETECTION RULE #2 

detection_rule#2: Trapped People 

Goal Detect possible trapped people in the elevator 

Sensors Motion and Light 

Rule 

if motion = high && light = OFF 
then  
1) Print last detected motion timing on the LCD screen 
2) Display last detected motion timing in the 
application 
3) Print light status on the LCD screen 
4) Display light status in the application 
5) Send SMS notification to users according to 
notification_rule#6 with fault = ‘trapped people in the 
elevator’ 
else 
1) Print last detected motion timing on the LCD screen 
2) Display last detected motion timing in the 
application 
3) Print light status on the LCD screen 
4) Display light status in the application 

TABLE V. DETECTION RULE #3 

detection_rule#3: Stuck Elevator 

Goal Detect if the elevator is stuck between floors 

Sensors Distance and Vibration 

Rule 

if (!((distance >= 0 cm  && distance <= 15 cm) || (distance > 
15 cm && distance <= 25 cm) || (distance > 25 cm && 
distance <= 35 cm) || (distance > 35 cm && distance <= 45 
cm && vibration = 0 
then  
1) Print ‘elevator is stuck’ on the LCD screen 
2) Display ‘elevator is stuck’ in the application 
3) Send SMS notification to users according to 
notification_rule#6 with fault = ‘stuck elevator’ 
else 
1) Print current elevator floor on the LCD screen 
2) Display current elevator floor in the application 

Table VI demonstrates rule #4, which detects if the 
elevator is overloaded. For instance, if the weight is 1200 g, 
then the LCD screen that is attached on the elevator and the 
Monitor Elevator screen on the Elevint application will show 
the message: “Weight: elevator overloaded”, and an SMS will 
be sent to the owner of the elevator indicating that the 
elevator, giving its serial number, is overloaded. Otherwise, 
the data will be displayed on the LCD and on the Elevator 
Monitor in the Elevint application. We have tested faults from 
type “overloaded elevator” by putting a weight on the weight 
sensor and the result was an SMS message sent to the mobile 
number of the owner registered on Elevint. 

E. System Notification Rules 
In our application, we send SMS notifications to users 

when certain events take place according to the rules of the 
form: 

when event then action(s) 
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TABLE VI. DETECTION RULE #4 

detection_rule#4: Overloaded Elevator 

Goal Detect if the elevator is overloaded 

Sensors Weight 

Rule 

if weight >= 1000 g 
then  
1) Print lift overloaded on the LCD screen 
2) Display current weight in the application 
3) Send SMS notification to users according to 
notification_rule#6 with fault = ‘elevator is overloaded’ 
else 
1) Print current weight on the LCD screen 
2) Display current weight in the application 
 

where an event is an event generated by the various users 
of the application, such as selecting a choice, sending or 
receiving messages, booking an appointment, or assigning 
tasks, and action is a call to the function sendSMS, which 
takes two arguments, the receiver of the SMS and the message 
itself. Table VII below shows one notification rule, rule #6 
which captures the case when a fault is detected. 

TABLE VII. NOTIFICATION RULE #6 

notification_rule#6: Detect Fault 

Goal Informing a maintenance company and an elevator owner about 
a detected fault. 

Event a fault is detected 

Action 

1) sendSMS (elevator owner, “Hi owner_name, a fault 
has been detected in the elevator with the serial number: 
serial_no, possible fault: fault.”) 
2) sendSMS (maintenance company, “Hi 
mainComp_name, a fault has been detected in the elevator with 
the serial number: serial_no, possible fault: fault.”) 
 

IV. EXPERIMENTAL RESULTS 
We tested our fault detection rules by creating manually 10 

faults for each of the 5 rules and calculating the results using 
the classification metrics from the information retrieval using 
the formulas below: 

precision = 𝑇𝑃
𝑇𝑃+𝐹𝑃

  (1) 

recall = 𝑇𝑃
𝑇𝑃+𝐹𝑁

  (2) 

F1 = 2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙

           (3) 

accuracy = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁

  (4) 

where TP is the number of correctly detected real faults, 
FP is the number of detected faults which were wrong (i.e., 
not fault), FN is the number of undetected faults which were 
true (i.e., failed to detect) and TN is the number of undetected 
faults which were not fault (i.e., normal case). 

Fig. 5 shows the results for all five detection rules, in 
which, the precision, calculated from (1), was 1 for all rules, 
while the recall, calculated from (2), was 1 in two rules only. 
For rules 1, 4 and 5 the recall scores were 0.86, 0.8, 0.9 
respectively. The average precision for all rules is 1 and the 
average recall is 0.91. The F1 measure from (3) was also 
calculated and the result is 0.95. Finally, the accuracy from (4) 
was calculated and the result is 0.98. 

Fig. 6 shows the testing of Detection Rule #4 and Fig. 7 
shows the elevator model that was used to evaluate Elevint. 

 
Fig. 5. Elevint’s Detection Rules Results. 

 
Fig. 6. Testing Detection Rule #4. 

 
Fig. 7. Elevint’s Model. 
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Fig. 8 shows the SMS that was sent to the owner due to the 
testing of Detection Rule #3. 

 
Fig. 8. Testing Detection Rule #3. 

V. CONCLUSION 
Undoubtedly, elevator failures can cause significant delays 

and threats to humans' lives if not handled quickly and 
efficiently. A main cause of the delay is the manual approach 
taken to report elevator breakdowns. The problem with most 
state-of-the-art approaches is that they concentrate on 
monitoring and detecting faults without providing automatic 
means for notifying users when these faults happen. 
Moreover, their fault detection mechanisms do not rely on 
rules specified by experts in the field. Furthermore, none of 
the previous approaches offered means for managing elevators 
and facilitating the communication between elevator owners, 
maintenance companies and engineers. As opposed to 
previous approaches, this paper has proposed Elevint, an IoT, 
cloud-based mobile application that provides managing, 
monitoring, fault detection and notification services. 
Specifically, through Elevint, elevator owners can request a 
maintenance visit and monitor their elevators’ data in real-
time, while maintenance companies can assign engineers to 
specific faults or scheduled visits, and view elevators’ data 
and maintenance history. Moreover, all users can 
communicate with each other through Elevint via messaging. 
Furthermore, faults are detected by applying heuristic rules 
that compare the current conditions with severity levels 
determined by experts. Finally, when a fault is detected, 
elevator owners and maintenance companies are automatically 
notified. Testing Elevint on an elevator model showed 
promising results. In the future, we aim to increase the number 
of detected faults by adding more detection rules, and to test 
our system on real elevators. We also intend to improve the 

system further by offering fault prediction rather than fault 
detection using AI techniques. 
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Abstract—Wireless Visual Sensor Networks (WVSN) play an 
essential role in tracking moving objects. WVSN's key 
drawbacks are storage, power, and bandwidth. Background 
subtraction is used in the early stages of target tracking to 
extract moving targets from video images. Many standard 
methods of subtracting backgrounds are no longer suitable for 
embedded devices because they use complex statistical models to 
manage small changes in lighting. This paper introduces a system 
based on the Partial Discrete Cosine Transform (PDCT), 
reducing the vast dimensions of processed data while retaining 
most of the important information, thereby reducing processing 
and transmission energy. It also uses a dual-mode single 
Gaussian model (SGM) for accurate detection of moving objects. 
The proposed system's performance is to be assessed using the 
standard CDnet 2014 benchmark dataset in terms of detection 
accuracy and time complexity. Furthermore, the suggested 
method is compared to previous WVSN background subtraction 
methods. Simulation results show that the proposed method 
consistently has 15% better accuracy and is up to 3 times faster 
than the state-of-the-art object detection methods for WVSN. 
Finally, we showed the practicality of the suggested method by 
simulating it in a sensor network environment using the Contiki 
OS Cooja Simulator and implementing it in a real testbed using 
Cortex M3 open nodes of IOT-LAB. 

Keywords—Background subtraction; discrete cosine transform; 
embedded camera networks; Gaussian mixture models; wireless 
visual sensor networks 

I. INTRODUCTION 
Wireless sensor networks (WSNs), which are made up of 

thousands of scalar sensors nodes that are spatially distributed 
and wirelessly communicated, have attracted researchers' 
interest  [1]. Small and low-power CMOS cameras and 
microphones are used in Wireless Visual Sensor Networks 
(WVSNs), which can collect visual cues from the environment. 
The WSN's capabilities are being expanded to include 
sophisticated environmental monitoring, advanced health care 
delivery, traffic avoidance, fire prevention, and monitoring, as 
well as object tracking, and modern surveillance systems   [2]. 
WVSN has focused on military, commercial traffic 
management, and precision agriculture surveillance 
applications   [3]. Three major problems make WVSNs lack 
vision processing capability. First, sensor nodes' visual 

processing capability, second, memory storage constraints for 
sensor nodes and Finlay; communication of large volumes of 
image data. However, maximising network lifespan while 
processing huge volumes of multimedia data while following 
application-specific QoS requirements such as latency, packet 
loss, bandwidth, and throughput is a challenge. In addition to 
developing energy-sensitive multimedia processing algorithms 
and infrastructures, it is also necessary to establish efficient 
communication strategies  [3]. 

Object detection is the first and most critical step in target 
tracking [4]. Robust object detection is typically the dominant 
consumer of processing and resources, where the moving 
targets are extracted from the video frames to perform further 
high-level processing. Lighting changes, shifting backgrounds, 
artificial or fast motion, and occlusion make accurate 
foreground object segmentation challenging [5]. The major 
methodologies for completing the object detection task include 
optical flow [6], frame differencing [7], and background 
subtraction [8]. 

Background subtraction is a standard and consistent 
method for detecting moving foreground that involves 
subtracting the background model from the current frame and 
changing the background model on a regular basis to remove 
the effects of illumination and inappropriate events. This 
method is extensively used for motion detection tasks in 
dynamic scenarios. In practice, basic techniques like mixture of 
Gaussians (MOG)  [9], KDE  [10], codebook  [11], and 
ViBe  [12] are employed for real applications. Despite the 
accuracy and efficiency of the MoG  [9], the evaluation in  [13] 
demonstrates that MoG can only handle three frames per 
second on the Blackfin DSP camera nodes with a low image 
resolution frame size of 320 × 240. The need to update the 
MoG probability distribution parameters accounts for the long 
computation time of MoG. 

This work aims to investigate the development of moving 
object detection over WVSN. The Discrete Cosine Transform 
(DCT)  [14] is a frequently utilised image compression 
technique over WVSN  [15, 16]. The DCT algorithm converts 
signals from the spatial domain to a frequency domain 
representation. We apply the DCT to minimise the 
dimensionality of the background subtraction problem while 
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maintaining accuracy. The following are the contributions 
made by this paper: 

• A new compression-based background subtraction 
called Spectral Dual Mode Background Subtraction 
(SDMBS) uses Partial Discrete Cosine Transform 
(PDCT) [15] (for dimensionality reduction) and Dual 
mode SGM     [17] (for accuracy) to model the 
background and distinguish the foreground from the 
background. 

• We implement our approach and compare it to MoG 
and other compressed-based MoG methods to 
demonstrate the computational efficiency of our 
suggested methods. According to the results, our 
method is up to 10 times faster than the original MoG 
and three times faster than the compressed-based MoG. 

• To demonstrate the algorithm's ability to work in 
wireless sensor network environments, we simulated 
and realised the proposed SDMBS in a Cooja network 
simulator and on the IOT-LAB M3 board.  

The rest of the paper is organized as follows. We first 
present the related work in Section II. We then present a 
detailed account of the proposed SDMBS approach in 
Section III. Section IV discusses the simulation results and 
performance evaluation in detail. Section V draws the paper’s 
conclusion. 

II. RELATED WORK 

A. Object Detection in WVSN 
In visual sensor networks, the cost of data communication 

is usually far higher than the cost of image processing. As a 
result, traditional object detection methodologies are 
ineffective for monitoring and surveillance applications; 
instead, the image raw data is sent to the sink node, where 
detection methods are used to determine the moving object. 
Alternative approaches are to either compress the image at the 
sensor node and apply object detection at the sink node after 
decompression, or process the frame before transmission and 
transmit the useful information or features for further analysis 
at the sink node. Compression can be applied using 
Compressed Sensing (CS), wavelet, or DCT. In the second 
approach; frame processing is applied either on raw image data 
or compressed domain to further reduce processing complexity 
at the sensor node. The compressed data is already computed 
and has less storage space than the raw image frame. The two 
approaches are briefly reviewed in this section. 

1) Compressed data: According to Robust Primary 
Component Analysis (RPCA) [18], DECOLOR [19], the basic 
concept of low-order factorization structures and sparse 
factorization is to divide a given matrix of acquired frames 
into background and sparse foreground by outliers. The goal 
of Compressed Sensing CS (low-rank BS) [20] is to send a 
compressed image to the base station using Compressed 
Sensing (CS) [13] and then use Orthogonal Matching Pursuit 
(OMP) [21] to rebuild the image at the receiver end. The 
authors of [22] proposed a CS-based detection approach that 

uses CS measurements of a moving object to reconstruct the 
foreground in a video. 

2) Processed data: Because the video to be sent in 
surveillance applications is generally static, a resource-
constrained environment like WVSN does not require the 
transmission of the entire video. The video can be processed 
using a compression-based background removal technique to 
recognise moving objects and send only the foreground data to 
the monitoring location to save energy and bandwidth. A 
method for sending image portions instead of the whole image 
us describes in [23]. It ensures that the sink node receives the 
bare minimum of image content, as assessed by in-node 
energy consumption and reconstructed picture peak signal-to-
noise ratio (PSNR). The image processing block (Running 
Gaussian Average technique for object extraction and DWT 
for ROI transmission) operates at a high frequency to facilitate 
rapid processing and is only engaged by a separate network 
processor when images need to be analysed [24]. Because it 
runs continually, the network processor block is designed to 
operate at a low frequency. The suggested approach for image 
processing and communication requires relatively little 
energy, as evidenced by practical test and simulation results. 
To save transmission energy, Nandhini et al. [25] propose a 
method for detecting objects with fewer measures that 
combines a mean measurement differencing approach with an 
adaptive threshold strategy. 

CS-based background subtraction is measured based on the 
node before object information is sent, reducing complexity in 
terms of power, storage, and bandwidth. CSMOG [26] applies 
MOG [9] to low-rate CS measurements. CSMOG [26] is based 
on the idea of reducing the number of dimensions in data while 
still capturing the majority of the information via a random 
projection matrix. The CSMOG method is consistently 
superior, up to 6x faster, and uses significantly fewer resources 
than the standard method, according to real-time requirements. 
The DWT-based CS object identification framework [27] uses 
a simple measurement matrix termed the deadweight tonnage 
block diagonal matrix to refine the pixel-based foreground 
following the block-based foreground recognition phase in the 
first stage. The averaging approach using the Adaptive 
Threshold Technology (MMDATS) in [25] is based on the 
framework for robust subspace learning. The OMP approach is 
used to reconstruct the object from foreground measurements. 
Due to its excellent directional selectivity and shift-invariance, 
[28] uses a motion segmentation algorithm based on interframe 
differentiation using the complex Daubechies wavelet 
transform in the wavelet compression domain. 

To reduce the storage space and time required, a 
background statistical subtraction approach [29] based on 
motion segmentation in the compression transform domain 
using Wavelet has been proposed. A good observation was 
made in 8x8 blocks using the DCT coefficients of the pre-
coded JPEG image [22]. They developed a background 
subtraction strategy that properly depicts the background 
model over time using competing Hidden Markov Models 
(HMM). Three techniques for modelling the background 
directly from the compressed video are presented in [30]. 
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Moving average, median, Gauss blending. These methods use 
the DCT coefficient (including the AC coefficient) to 
characterise the background at the block level, and then update 
the DCT coefficient to match the background. Popa et al. [31] 
use low DCT compressed area processing to simulate the 
background. Processing at the block level instead of the pixel 
level reduces the number of simulation parameters by almost 
one-third. They also reduce the number of coefficients per 
block from 64 to 16 while retaining segmentation quality. In 
the DCT domain, Ye et al. [32] evaluated the background 
stability and separability of objects. The suggested method 
restores the target by suppressing the background coefficients 
by modelling the background as a single Gaussian model for 
each frequency point. A quaternion-DCT for infrared target 
recognition is presented by [33]. This approach shows how to 
create a quaternion with two-directional features (motion 
feature and kurtosis feature). The QDCT drawing feature acts 
as a unique signature that helps solve problems when finding 
small targets. To reduce complexity and simplify hardware 
implementation, Manimozhi et al. [34] employed a diagonal 
matrix of binary substitution blocks as the measurement matrix 
for both DCT-based and DWT-based CS procedures. 

According to related research, a large volume of video is 
required, as well as a significant amount of storage space and 
processing time for the segmentation method. Compression-
based processing is recommended for restricted WVSNs to 
address the above issues. As a result, we'll describe a motion 
segmentation method using the DCT in the compression 
transform domain based on statistical background subtraction. 
The dual-mode SGM-based background subtraction technique 
recognises just the foreground blocks of the discrete cosine 
transform's detailed component to reduce processing 
complexity. Then, adjust the foreground block to recognise the 
foreground object. The foreground block is moved to the sink 
side for rebuilding and tracking. In Fig. 1, the proposed 
SDMBS (page size = 4) is compared to the original MOG [9] 
and with block measurements based on compressed sensing 
(CSMOG) [26]. 

 
Fig. 1. Block Computation for (a) MOG, (b) CS-MOG and (c) SDMBS. 

III. PROPOSED SYSTEM MODEL 
We first describe the steps of Spectral Dual-Mode 

Background Subtraction (SDMBS), then justify the use of 
dual-mode SGM (D-SGM) on top of the reduced dimension 
data PDCT. Fig. 2 depicts the proposed SDMBS algorithm's 
block diagram as well as the network topology. 

 
Fig. 2. The Proposed Block Diagram for WVSN-based Object Detection. 

A. Network Model 
We are considering randomly deploying WVSN nodes in 

the surveillance field. Each WVSN node is constrained in 
terms of process and memory resources. The WVSN system 
model is composed of 𝑁 visual sensor nodes, Relaying Nodes 
(RNs), one or more Monitoring Node or Sensor node (MNs), 
and a Sink Node (SN)  [23]. Each sensor node 𝑖 is thought to be 
in a 'wakeup' state according to a unique duty cycle 𝛽𝑠 ∈ [0, 1] 
during a period 𝑡𝑠  to successfully send an image via the 
network. Thus, it avoids any conflicts induced by two or more 
nodes simultaneously broadcasting image data. Thus, each 
sensor is awake for a length of time 𝛽𝑠𝑡𝑠 and sleeps for a length 
of time (1 − 𝛽𝑠)𝑡𝑠 . The frame count is set to zero when a 
sensor node enters a 'wake up' condition. 

B. Pre-Processing 
Simple spatial Gaussian filtering and median filtering are 

used to suppress salt and pepper and Gaussian noise in images 
captured during the preprocessing step [27]. The filtered frame 
is then divided into equal-sized blocks, with the SDMBS 
algorithm applied to each block separately. This can be done in 
parallel, further reducing computation time. 

C. Discrete Cosine Transform (PDCT) 
As seen in Fig. 2, each video frame is subsequently divided 

into 8 × 8 blocks. After that, each block is subjected to DCT. 
Each 8 × 8 DCT block is represented by the first ten low-
frequency DCT components. The partial DCT has the 
advantage of compressing an 8 × 8 block into 10 samples, 
which is useful for WSNs with limited resources. Although the 
rest of the data is sparse, the DCT DC-coefficient stays 
concentrated in the series' upper left corner. Compressed 
sensing CS [25] requires a sparse value. 

D. Dual Mode Signal Gaussian Model (DM-SGM) 
To deal with the inaccuracies that come from modelling the 

scene using SGMs [35], a dual-mode SGM with age [17] is 
utilised. While still learning the background reliably, this 
model safeguards the background model from foreground and 
noise contamination. The compressed domain PDCT low 
frequency components are subjected to DM-SGM to identify 
whether or not the image block contains a moving target. Here, 
the Gaussian parameter for each grid is computed. Mean, 

(a) MOG[9] (b) CS-MOG[26] ( C) SDMBS

64× 3 8×3 10×2

× Φ 
projection 

matrics

N
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variance, and age are then used to model the background, 
determining and updating the foreground blocks. There are two 
models for each block; appearance background models and 
candidate background models. The candidate background 
model is ineffective until its age exceeds that of the apparent 
background model. This dual-mode SGM differs from two-
version Gaussian combination models (GMM) [9] in that, with 
a bi-modal GMM, the foreground facts could still contaminate 
the history. However, with the dual-mode SGM approach, this 
is no longer the case. 

The two models are switched at this point. At the end, the 
foreground blocks are determined and applied to the pixel 
refining stage to detect the pixels containing the target within 
the foreground block, according to the flowchart in Fig. 3. 

The group of pixels in grid 𝑖 at time 𝑡 is denoted as 𝓖𝒊
(𝒕), the 

number of pixels in 𝓖𝒊
(𝒕)  as �𝓖𝒊

(𝒕)� , and the observed pixel 
intensity of a pixel 𝑗 at time 𝑡 as 𝐼𝑗

(𝑡), and the mean 𝜇𝑖
(𝑡), the 

variance 𝜎𝑖
(𝑡), and the age 𝛼𝑖

(𝑡) of the SGM model applied to 
𝓖𝒊

(𝒕) is updated as 

𝜇𝑖
(𝑡) =

𝛼�𝑖
(𝑡−1)

𝛼�𝑖
(𝑡−1)+1

𝜇�𝑖
(𝑡−1) + 1

𝛼�𝑖
(𝑡−1)+1

𝑀𝑖
(𝑡)           (1) 

𝜎𝑖
(𝑡) =

𝛼�𝑖
(𝑡−1)

𝛼�𝑖
(𝑡−1)+1

𝜎�𝑖
(𝑡−1) + 1

𝛼�𝑖
(𝑡−1)+1

𝑉𝑖
(𝑡)           (2) 

 
Fig. 3. A Flowchart for the DSGM Process. 

𝛼𝑖
(𝑡) = 𝛼�𝑖

(𝑡−1) + 1              (3) 

𝑀𝑖
(𝑡) = 1

|G𝑖|
∑ 𝐼𝑗

(𝑡)
𝑗∈G𝑖              (4) 

𝑉𝑖
(𝑡) = max𝑗∈G𝑖�𝜇𝑖

(𝑡) − 𝐼𝑗
(𝑡)�

2
             (5) 

𝑉𝑖
(𝑡) = �𝜇𝑖

(𝑡) −𝑀𝑖
(𝑡)�

2
              (6) 

DM-SGM [17] uses another SGM as a prospective 
background model. At this point, the candidate background 
model is rendered ineffectual until it reaches the same age as 
the apparent background model, at which point the two models 
are exchanged. We update the mean, variance, and age of the 
candidate background model and the apparent background 
model at time 𝑡 for grid 𝑖, 𝜇𝐶,𝑖

(𝑡), 𝜎𝐶,𝑖
(𝑡), and 𝛼𝐶,𝑖

(𝑡)and 𝜇𝐴,𝑖
(𝑡), 𝜎𝐴,𝑖

(𝑡), and 
𝛼𝐴,𝑖

(𝑡), respectively, according to (1), (2), and (3), if  

�𝑀𝑖
(𝑡) − 𝜇𝐴,𝑖

(𝑡)�
2

<  𝜃𝑠𝜎𝐴,𝑖
(𝑡)               (7) 

Where 𝑀𝑖
(𝑡) is the observed mean and 𝜃𝑠  is a threshold 

parameter. Also, we update 𝜇𝐶,𝑖
(𝑡), 𝜎𝐶,𝑖

(𝑡), and 𝛼𝐶,𝑖
(𝑡) , according to 

(1), (2), and (3). 

If condition (7) is violated, and if the observed mean 
matches the candidate background model, then 

�𝑀𝑖
(𝑡) − 𝜇𝐶,𝑖

(𝑡)�
2

<  𝜃𝑠𝜎𝐶,𝑖
(𝑡)              (8) 

If none of the conditions hold, we start the candidate 
background model with the current observation. Only one of 
the two models is altered when this process is used, while the 
other is left alone. If the candidate's age exceeds the apparent 
meaning, the two backdrop models for the grid are swapped 
after updating. 

𝛼𝐶,𝑖
(𝑡) > 𝛼𝐴,𝑖

(𝑡)               (9) 

Once the candidate is exchanged, the background model is 
initialised. Finally, an apparent background model is solely 
employed to determine foreground pixels, as stated in Section 
E. preventing the background model from being distorted by 
the foreground data that represents the object. 

The candidate background model, rather than the apparent 
background model, learns the foreground data in the dual-mode 
SGM, preventing the background model from being distorted 
by the foreground data that represents the moving object in the 
frame. So, the models are changed and the correct background 
model is chosen if the candidate background model's age is 
greater than the apparent background models. 

E. Pixels Refining 
A foreground block contains both foreground and 

background pixels. Each video frame contains a large number 
of background blocks. As a result, we just need to focus on the 
small number of foreground blocks. To detect which pixels in a 
foreground block are indeed foreground, a basic background 
learning technique for each block is created. If we classify a 
pixel 𝑗 in a group 𝑖 as a foreground pixel, 
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�𝐼𝑗
(𝑡) − 𝜇𝐴,𝑖

(𝑡)�
2

<  𝜃𝑑𝜎𝐴,𝑖
(𝑡)           (10) 

where 𝜃𝑑  is a threshold parameter, So, instead of the 
apparent background model learning the foreground data, the 
candidate background model learns it. Additionally, the correct 
background model will be chosen if the candidate background 
model's age is greater than the apparent background model's, 
where the models will be swapped. As a result, we don't have 
to be concerned about the model learning inaccurate 
foregrounds. 

F. Computation Complexity 
The quantity of elements processed in every frame 

determines the difficulty of the computation. We can only 
evaluate the computing complexity of one block because each 
frame is divided into equal-sized blocks of size 8 × 8 pixels. 
Because each frame is broken into blocks of 8 × 8 pixels of 
similar size, we may calculate the computing cost of a single 
block. 

• For the CS process, we consider the original MoG [9], 
where each pixel is modelled by 3 Gaussians, which 
means that we need 64 × 3 Gaussians per block. 

• For CS-MoG [26], where each projection value requires 
three Gaussians, the number of Gaussians required per 
block is 8 × 3 (a factor of 8 reduction). 

• For our proposed method, each block is modelled by 2 
Gaussian DM-SGM and we proceed over the 10 low-
frequency DCT components, which require 10 × 2 
number of Gaussians for each block, a reduction by a 
factor of 9.6 and 1.2 per block w.r.t. the original MoG 
and CS-MoG, respectively. Experiments show that it is 
2.5 times faster than CS-MOG in processing time. 

G. Scene Reconstruction 
When an image arrives at the sink node, it is superimposed 

on the previously received reference frame. Because the 
suggested technique only communicates a fraction of the entire 
image, the pixel coordinates at the MN node stay unchanged. 
This allows a portion of the transmitted image to be used to 
replace pixels in the reference image at the sink node more 
efficiently. The pixel values are, however, subject to channel 
distortion due to the transmission environment. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 
In this section, experimentation and performance evaluation 

are done to determine the relevance of our proposed method. 
The experimental dataset and setup are explained, then the 
qualitative analysis is shown to illustrate the performance of 
our system, and evaluation for quantitative and execution 
performance is done to test the accuracy and running time. In 
addition, the algorithm is also simulated in a sensor network 
environment using the Cooja Simulator of Contiki OS  [36, 37] 
and realised in a real testbed using IOT-LAB   [38]. 

A. Dataset and Setup 
We will present the results of our compressed domain-

based moving object detection technique on a standard 

benchmark dataset, CDnet 2014 1  [39], to demonstrate its 
effectiveness. The CDnet 2014 data set is divided into 11 
categories with different challenges, each of which contains 
four to six video sequences. Each video sequence consists of 
600 to 7999 frames, with resolutions ranging from 320×240 to 
720×576. The simulations were run on an Intel Dual Core i7 
3.6GHz processor with 8GB of RAM. The code is written in 
the C++ language. The total number of frame sequences in 
each dataset was averaged during the experiments. 

B. Qualitative Analysis 
Fig. 4 and 5 show the results of our moving object 

detection technique, Spectral Dual-Mode Background 
Subtraction (SDMBS). Fig. 4 exhibits performance for some of 
the representative frames from CDnet 's different categories to 
show performance against all the CDnet 2014 challenges. 
Fig. 4 and 5 demonstrate the ground truth and detected 
object discoveries from the original video frames. Comparing 
the resulting foreground mask to the relevant ground truth 
demonstrates the robustness of our suggested strategy for 
detecting moving objects across different categories. 

Most of the CDnet 2014 challenges have excellent 
qualitative performance; nevertheless, the PTZ and camera 
jitter categories, as shown in Fig. 4, have poor qualitative 
performance. The worst performance Due to the zooming and 
moving features of this category, a compensation stage is 
required before the object detection stage to compensate for the 
frame movement. Because of the ghosting artefacts created in 
the videos in this category, the Intermittent Object Motion 
category is noisy. Background items moving away, abandoned 
objects, and objects stopping for a brief moment before moving 
away are the key features of this category. Shadow appearance 
in the shadow category affects the performance and the 
foregrounds are not detected completely. 

 
Fig. 4. Foreground Results of CDnet 2014 Dataset   [39]. 

1 http://www.changedetection.net/ 
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When we compared our results to different existing 
methods published on the CDnet website [39], we identified 
MOG [9], KNN [40], ViBe [12], and SubS [41] as candidates. 
Thus, we compared our proposed compressed-based 
background subtraction SDMBS with recent and state-of-the-
art methods [26,42], classical methods like [9,40], and fast 
methods like the ViBe [12] Background Subtraction 
Algorithm. 

In [26], a block-based MOG is designed to be processed 
using the compressed sensing CS elements of the frame-blocks 
CS-MOG and is targeted at WVSN applications, whereas [42] 
is a background model update algorithm that uses an 
intermittent technique along with an adaptive block-learning 
algorithm. 

The results of three video sequences, Highway (baseline), 
Fountain2 (dynamic background), and Snowfall (bad weather), 
are illustrated in Fig. 5. The original video frame for the three 
datasets and its corresponding groundtruth are shown in the top 
two rows. The results of MOG [9], Vibe [12], two current 
state-of-the-art techniques [26, 42], and SDMBS are shown in 
the next five rows (from top to bottom). In the last row of 
Fig. 5, we demonstrate a qualitative comparison of our 
proposed technique with other current methods, revealing that 
our method outperforms several of the existing systems. From 
the results, it is observed that our system accurately recognises 
foreground objects and has a considerably high resemblance to 
the ground truth when compared to other examined systems. 

 
Fig. 5. Results with Highway (Baseline), Fountain2 (Dynamic Background), 

and Snowfall (Bad Weather) Videos Frames. 

C. Quantitative Analysis 
In the quantitative evaluation, our method is compared to 

widely popular and state-of-the-art object detection algorithms 
for WVSN by conducting experimentation on the benchmark 
(CDnet 2014) dataset [39]. Several evaluation metrics are 
utilised to provide a credible measure of the outcome. Average 
recall (Re), precision (Pr), and F-measure (Fm) for all the video 
sequences in each category are listed in Table I. True positive 
(TP), false positive (FP), true negative (TN), and false-negative 
(FN) are the four types of pixel-based count metrics that can be 
created using the available ground truth data [39]. 

As the frequency of false negatives decreases, the value of 
Recall (Re) increases, which is used to measure the degree of 
completeness of the recognised foreground. Precision (Pr) is a 
metric measuring how accurate the identified foreground is, 
with a lower value when there are a lot of false positives. F-
measure (Fm) is a metric for determining the balance of recall 
and precision with equal weights, implying that it is high only 
when both recall and precision are high. The three evaluation 
metrics, recall (Re), precision (Pr), and F-measure (Fm), are 
only considered to avoid redundancy. 

TABLE I. EVALUATION METRICS 

Metrics Description 

Recall (Re) 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

 

Precision (Pr) 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

 

F-Measure (Fm) 2(𝑃𝑟.𝑅𝑒)
𝑃𝑟 + 𝑅𝑒

 

Specificity (SP) 𝑇𝑁
𝑇𝑁 + 𝐹𝑃

 

False Positive Rate (FPR) 𝐹𝑃
𝐹𝑃 + 𝑇𝑁

 

False Negative Rate (FNR) 𝐹𝑁
𝑇𝑁 + 𝐹𝑃

 

The best and second-best performing approaches for each 
category, based on the average Fm for all the video sequences, 
are noted in red and bold in Tables II and III. When compared 
to classical methods, SDMBS may only be competitive in 
some areas, such as dynamic background, low frame rate, and 
bad weather. While there are approximate results for most 
categories with SubS [41] when SDMBS is ranked (2nd), this 
can be explained in terms of the design trade-off. While; when 
compared to state-of-the-art methods  [26], we achieve a 15% 
increase in accuracy than CS-MOG  [26] which is a 
compressed-based background subtraction applied for WVSN. 
In Fig. 7, the execution speed of SDMBS is compared to that 
of other methods at two resolution scales (320240 and 
640480). For the two resolution scales, SDMBS excels in terms 
of speed. As seen in Fig. 7, SDMBS provides equivalent results 
to FBS-ABL [42], although it is more accurate, as seen in 
Fig. 6. When compared to other block-based techniques, this 
demonstrates SDMBS's effective design strategy. 
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TABLE II. COMPARISON ON THE FIRST SIX CATEGORIES OF CDNET 2014 DATASET. 

Category  Metrics CDnet-14 MOG[9] KNN[40] ViBe[12] SubS[41] 
CS-MOG 

[26] 

FBS-ABL 

[42] 
SDMBS 

Baseline 

Re 0.9507 0.8180 0.7934 0.8204 0.9520 0.7557 0.8910 0.8775 

Pr 0.9347 0.8461 0.9245 0.9288 0.9495 0.7942 0.8602 0.9481 

Fm 0.9330 0.8245 0.8411 0.8700 0.9503 0.7745 0.8649 0.9114 

Dynamic 

background 

Re 0.8543 0.8344 0.8047 0.7222 0.7768 0.6534 0.7958 0.7359 

Pr 0.8606 0.5989 0.6931 0.5346 0.8915 0.5262 0.7332 0.9604 

Fm 0.8176 0.6330 0.6865 0.5652 0.8177 0.583 0.7424 0.8333 

Camera jitter 

Re 0.8159 0.7334 0.7351 0.7375 0.8243 0.6826 0.8046 0.3281 

Pr 0.8359 0.5126 0.7018 0.4862 0.8115 0.4562 0.4656 0.5371 

Fm 0.7806 0.5969 0.6894 0.5720 0.8152 0.5469 0.5298 0.4074 

Intermittent  

Object motion 

Re 0.7231 0.5142 0.4617 0.5122 0.6578 0.4102 0.7861 0.5256 

Pr 0.7888 0.6688 0.7121 0.6515 0.7957 0.6012 0.7943 0.7639 

Fm 0.6795 0.5207 0.5026 0.5074 0.6569 0.48766 0.7232 0.6227 

Shadow 

Re 0.9222 0.7960 0.7478 0.7833 0.9419 0.7462 0.9143 ND 

Pr 0.8551 0.7156 0.7788 0.8342 0.8646 0.6366 0.8569 ND 

Fm 0.8778 0.7370 0.7468 0.8032 0.8986 0.687 0.8671 ND 

Thermal 

Re 0.7727 0.5691 0.4817 0.5435 0.8161 0.5131 0.6394 0.7277 

Pr 0.8795 0.8652 0.9186 0.9363 0.8328 0.8022 0.8002 0.8116 

Fm 0.7962 0.6621 0.6046 0.6647 0.8171 0.6258 0.6619 0.7673 

TABLE III. COMPARISON ON THE NEWER CATEGORIES OF CDNET 2014 DATASET 

Category  Metrics CDnet-14 MOG[9] KNN[40] ViBe[12] SubS[41] CS-MOG 
[26] 

FBS-ABL 
[42] SDMBS 

Low frame rate 

Re 0.7732 0.5823 0.6290  0.8537 0.5323 0.6616 0.5934 
Pr 0.6894 0.6894 0.6865  0.6035 0.6394 0.7313 0.7398 

Fm 0.6437 0.5373 0.5491  0.6445 0.5809 0.6328 0.6585 

Bad weather 
Re 0.7531 0.7181 0.6537  0.8213 0.6881 0.7449 0.7978 
Pr 0.8960 0.7704 0.9114  0.9091 0.7354 0.8965 0.9385 
Fm 0.8124 0.7380 0.7587  0.8619 0.7109 0.8106 0.8624 

Night videos 

Re 0.6107 0.5261 0.5413  0.6570 0.4761 0.7498 0.6892 
Pr 0.5438 0.4128 0.4298  0.5359 0.3628 0.4957 0.4425 

Fm 0.5154 0.4097 0.4200  0.5599 0.4117 0.5272 0.5386 

PTZ 

Re 0.7932 0.6475 0.6980  0.8306 0.5975 0.8357 ND 

Pr 0.3325 0.1185 0.1979  0.2840 0.1685 0.2290 ND 

Fm 0.3844 0.1522 0.2126  0.3476 0.2628 0.3267 ND 

Turbulence 
Re 0.7391 0.7913 0.7682  0.8050 0.7413 0.9468 0.8023 
Pr 0.7790 0.4293 0.5117  0.7814 0.3793 0.4936 0.5392 
Fm 0.7145 0.4663 0.5198  0.7792 0.5018 0.5564 0.6448 

CDnet 2014 
average 

Re 0.7805 0.6845 0.6649 0.6865 0.8124 0.6178 0.7972 0.6752 

Pr 0.7543 0.6025 0.6787 0.7286 0.7508 0.5547 0.6687 0.7423 

Fm 0.7288 0.5707 0.5937 0.6637 0.7408 0.5612 0.6584 0.6940 

Fig. 6 and 7 highlight the trade-off between detection 
performance and execution speed, and as can be seen, 
extensively adaptable approaches have fast/practical execution 
at the cost of diminished performance. We achieve a 2.3x 

improvement in frame rate (FPS) over CS-MOG [26], a 
compressed-based background subtraction method used for 
WVSN. This shows an efficient decrease in processing time. 
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Fig. 6. Quantitative Analysis on CDnet Dataset. 

 
Fig. 7. Frame Rate for Different Techniques. 

D. Sensor Network Simulation 
This section illustrates the capability of the proposed 

system to work in WSN environments: first, simulation is 
carried out over Cooja of the Contiki OS Network 
Simulator  [36],  [37] to add the effect of lost packets and 
throughput. Second; the system is released on a real testbed 
using IOT-LAB  [38]. Traffic trace files are used in the real 
testbed and simulated environment  [15]. 

1) Cooja simulation: Four sensor nodes are installed. The 
sink is located at the left upper node (node 1) of the network 
area of 100 m × 100 m square grid. The destination node is 
located at (node 4). The simulation uses two datasets: 
pedestrians and PETS2006 (baseline) videos. The detection of 
moving objects is carried out at the host to select the blocks 
containing moving objects, and the blocks are then sent and 
routed through intermediate nodes to the base station. The 
received blocks at the destination are reconstructed to show 
the moving target, Fig. 8. 

Fig. 9 shows the received image PSNR for two approaches: 
First, the full transmission of the image frame (Full Tx), while 
the second is our approach to transmitting the important 
portion of the image containing the moving object (Partial Tx). 
Although the proposed approach has a lower PSNR ratio than 
the full transmission approach, however, the average value is 
27db. PSNR and energy are calculated using [15]. 

The proposed approach was compared to the direct 
approach for the energy consumption analysis. In the direct 
technique, a multi-hop transfer of an entire image to the sink 
node is used. On the aforementioned datasets, Fig. 10 depicts 
the energy using both methodologies. As can be observed, the 
node's energy usage has been significantly reduced. The two 
datasets show that the suggested approach can be employed in 
real-time moving object detection systems since a portion of 
the image data, including object information, is received at the 
sink node with an appropriate range of PSNR values and less 
energy. 

 
Fig. 8. Cooja Snapshot. 

 
Fig. 9. PSNR for the Two Datasets. 

 
Fig. 10. Energy Consumption. 
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2) IOT-LAB realization: IoT-LAB2    [38] is a large-scale 
WSN testbed that includes over 2000 wireless sensor nodes 
and a variety of processor architectures and wireless chips. 
IoT-LAB can be accessed through a web portal or by using the 
command-line tools. It allows users to retrieve experiment 
results and access serial ports on devices. Based on trace files 
as presented in   [15], the IoT-LAB testbed M3 open nodes 
illustrated in Fig. 11(b) was employed in our experiments to 
replicate the intended object detection of the two datasets: 
pedestrians and PETS2006 (baseline). As shown in Fig. 11(a), 
the nodes m3-1, m3-10, m3-15, and m3-16 are used as 
senders, and m3-24 (blue circles) is used as a receiver to 
acquire varied loss rates as shown in Fig. 11(a). The sender 
(sender node) sends data packets according to the sender's 
trace file specifications (st-packet). The receiver (receiver 
node) maintains track of the packets it receives in a receiver 
trace file (rt-packet) as shown in Fig. 11. The sequence 
numbers of correctly received packets are received on the 
user's computer, which is used to reconstruct the video and 
calculate experiment metrics. 

Fig. 12 shows the results of applying the proposed moving 
object detection technique in IOT-LAB to the two datasets: 
pedestrians on the first row and PETS2006 on the second row. 
The foreground blocks are transmitted and routed to the sink 
node. The sink node decompresses the received block and 
determines the moving object's location. For surveillance 
applications, object location is the most important piece of 
information that requires further analysis. The object ROI is 
transmitted to the sink node correctly with minimum network 
resources, memory, and bandwidth. The energy is minimised 
with an accepted PSNR. 

V. CONCLUSION 
A background subtraction method that is both 

computationally efficient and accurate has been developed for 
object tracking across the limited resources of Wireless Visual 
Sensor Networks (WVSNs). To address the computation 
bottleneck of processing for constrained sensor networks, we 
use partial DCT to reduce the data dimensions while preserving 
the information content. In addition, energy-efficient block-
based dual-mode SGM is utilised for foreground block 
detection, where the image frame is divided into blocks and 
only blocks containing foreground pixels are further processed 
for the refining stage. The foreground pixels are determined 
and the moving object is located. In contrast to standard 
Compress Sensing CS, which compresses the entire frame, the 
target region of interest ROI in our proposed method is 
compressed, communicated, and routed toward the sink node 
for further analysis. Our experimental results show that our 
method is as efficient as traditional algorithms. Moreover, it is 
up to three times faster than the state-of-the-art WVSN object 
detection methods, and 15% more accurate. For embedded 
camera networks, we demonstrate that our suggested technique 
can accurately detect a moving object in real-time. We applied 
the proposed detection method in a WSN environment using 
Cooja of the Contiki OS Network Simulator. We verified that 

2 https://www.iot-lab.info/ 

the energy required for transmitting the detected object to the 
sink node in our proposed detection method is lower than that 
of comparable methods at acceptable PSNRs. Finally; the 
system is released on a real testbed using IOT-LAB using 
testbed M3 open nodes. 

 
Fig. 11. IoT-LAB (a) Configuration, (b) Testbed M3 Open Nodes (ARM 

Cortex M3, 32-Bits MCU, and 802.15.4 PHY Standard). 

 
Fig. 12. Object Detection Received at Destination Node Sink for the Two 

Datasets: Pedestrians (Upper Row) and PETS2006 (Lower Row). 

REFERENCES 
[1] T.C. H K Patil, Wireless Sensor Networks - an overview | ScienceDirect 

Topics, Am. Sci. Res. J. Eng. Technol. Sci. 64 
(2017).https://www.sciencedirect.com/topics/computer-science/wireless-
sensor-networks. 

[2] I.F. Akyildiz, T. Melodia, K.R. Chowdury, Wireless multimedia sensor 
networks: A survey, IEEE Wirel. Commun. 14 (2007) 32–39. 
https://doi.org/10.1109/MWC.2007.4407225. 

[3] Y. Ye, S. Ci, A.K. Katsaggelos, Y. Liu, Y. Qian, Wireless video 
surveillance: A survey, IEEE Access. 1 (2013) 646–660.  
https://doi.org/10.1109/ACCESS.2013.2282613. 

[4] B. Ma, L. Huang, J. Shen, L. Shao, M.H. Yang, F. Porikli, Visual 
Tracking under Motion Blur, IEEE Trans. Image Process. 25 (2016) 
5867–5876. https://doi.org/10.1109/TIP.2016.2615812. 

[5] B. Garcia-Garcia, T. Bouwmans, A.J.R. Silva, Background subtraction 
in real applications: Challenges, current models and future directions, 
Comput. Sci. Rev. 35 (2020). 
https://doi.org/10.1016/j.cosrev.2019.100204. 

[6] X. Li, M.K. Ng, X. Yuan, Median filtering-based methods for static 
background extraction from surveillance video, Numer. Linear Algebr. 
with Appl. 22 (2015) 845–865. https://doi.org/10.1002/nla.1981. 

[7] S. Maity, A. Chakrabarti, D. Bhattacharjee, Block-Based Quantized 
Histogram (BBQH) for efficient background modeling and foreground 
extraction in video, in: 2017 Int. Conf. Data Manag. Anal. Innov. 
ICDMAI 2017, 2017: pp. 224–229. 
https://doi.org/10.1109/ICDMAI.2017.8073514. 

[8] M. Boninsegna, A. Bozzoli, Tunable algorithm to update a reference 
image, Signal Process. Image Commun. 16 (2000) 353–

m3-1

m3-10 m3-16

m3-15
m3-24

sender

receiver 

(a) (b)

522 | P a g e  
www.ijacsa.thesai.org 

                                                           



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

365. https://doi.org/10.1016/S0923-5965(99)00063-6. 
[9] C. Stauffer, W.E.L. Grimson, Adaptive background mixture models for 

real-time tracking, Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern 
Recognit. 2 (1999) 246–252. https://doi.org/10.1109/cvpr.1999.784637. 

[10] Elgammal, D. Harwood, L. Davis, Non-parametric model for 
background subtraction, in: Lect. Notes Comput. Sci. (Including Subser. 
Lect. Notes Artif. Intell. Lect. Notes Bioinformatics), 2000: pp. 751–
767. https://doi.org/10.1007/3-540-45053-x_48. 

[11] K. Kim, T.H. Chalidabhongse, D. Harwood, L. Davis, Real-time 
foreground-background segmentation using codebook model, Real-Time 
Imaging. 11 (2005) 172–185. https://doi.org/10.1016/j.rti.2004.12.004. 

[12] O. Barnich, M. Van Droogenbroeck, ViBe: A universal background 
subtraction algorithm for video sequences, IEEE Trans. Image Process. 
20 (2011) 1709–1724. https://doi.org/10.1109/TIP.2010.2101613. 

[13] D.L. Donoho, Compressed sensing, IEEE Trans. Inf. Theory. 52 (2006) 
1289–1306. https://doi.org/10.1109/TIT.2006.871582. 

[14] N. Ahmed, T. Natarajan, and K. R. Rao, “Discrete cosine transform,” 
IEEE Transactions on Computers, vol. 23, pp. 90–93, 1974. 

[15] M. Maimour, SenseVid: A traffic trace based tool for QoE Video 
transmission assessment dedicated to Wireless Video Sensor Networks, 
Simul. Model. Pract. Theory. 87 (2018) 120–137. 
https://doi.org/10.1016/j.simpat.2018.06.006. 

[16] R. Banerjee, S. Das Bit, Low-overhead video compression combining 
partial discrete cosine transform and compressed sensing in WMSNs, 
Wirel. Networks. 25 (2019) 5113–5135. https://doi.org/10.1007/s11276-
019-02119-y. 

[17] K.M. Yi, K. Yun, S.W. Kim, H.J. Chang, H. Jeong, J.Y. Choi, Detection 
of moving objects with non-stationary cameras in 5.8ms: Bringing 
motion detection to your mobile device, in: IEEE Comput. Soc. Conf. 
Comput. Vis. Pattern Recognit. Work., 2013: pp. 27–34. 
https://doi.org/10.1109/CVPRW.2013.9. 

[18] F. De La Torre, M.J. Black, A framework for robust subspace learning, 
Int. J. Comput. Vis. 54 (2003) 117–142. 
https://doi.org/10.1023/A:1023709501986. 

[19] Xiaowei Zhou, Can Yang, Weichuan Yu "Moving Object Detection by 
Detecting Contiguous Outliers in the Low-Rank Representation." IEEE 
Trans. on Pattern Analysis and Machine Intelligence, 35:597-610, 2013. 

[20] A. Zheng, T. Zou, Y. Zhao, B. Jiang, J. Tang, C. Li, Background 
subtraction with multi-scale structured low-rank and sparse 
factorization, Neurocomputing. 328 (2019) 113–121. 
https://doi.org/10.1016/j.neucom.2018.02.101. 

[21] J.A. Tropp, A.C. Gilbert, Signal recovery from random measurements 
via orthogonal matching pursuit, IEEE Trans. Inf. Theory. 53 (2007) 
4655–4666. https://doi.org/10.1109/TIT.2007.909108. 

[22] M. Lamarre, J.J. Clark, Background subtraction using competing models 
in the block-DCT domain, in Proc. - Int. Conf. Pattern Recognit., 2002: 
pp. 299–302.https://doi.org/10.1109/ICPR.2002.1044695. 

[23] Y.A. Ur Rehman, M. Tariq, T. Sato, A novel energy efficient object 
detection and image transmission approach for wireless multimedia 
sensor networks, IEEE Sens. J. 16 (2016). 
https://doi.org/10.1109/JSEN.2016.2574989. 

[24] D.M. Pham, S.M. Aziz, Object extraction scheme and protocol for 
energy efficient image communication over wireless sensor networks, 
Comput. Networks. 57 (2013) 2949–2960. 
https://doi.org/10.1016/j.comnet.2013.07.001. 

[25] S.A. Nandhini, S. Radha, R. Kishore, Efficient compressed sensing 
based object detection system for video surveillance application in 
WMSN, Multimed. Tools Appl. 77 (2018) 1905–1925. 
https://doi.org/10.1007/s11042-017-4345-2. 

[26] Y. Shen, W. Hu, M. Yang, J. Liu, B. Wei, S. Lucey, C.T. Chou, Real-
time and robust compressive background subtraction for embedded 
camera networks, IEEE Trans. Mob. Comput. 15 (2016) 406–418. 
https://doi.org/10.1109/TMC.2015.2418775. 

[27] A. Tulsyan, B. Huang, R.B. Gopaluni, J.F. Forbes, Performance 
assessment, diagnosis, and optimal selection of non-linear state filters, J. 
Process Control. 24 (2014) 460–478. 
https://doi.org/10.1016/j.jprocont.2013.10.015. 

[28] M. Khare, R.K. Srivastava, A. Khare, Moving object segmentation in 
Daubechies complex wavelet domain, Signal, Image Video Process. 9 
(2015) 635–650. https://doi.org/10.1007/s11760-013-0496-4. 

[29] S.S. Sengar, S. Mukhopadhyay, Moving object detection using statistical 
background subtraction in wavelet compressed domain, Multimed. Tools 
Appl. 79 (2020) 5919–5940.  https://doi.org/10.1007/s11042-019-08506-
z. 

[30] W. Wang, J. Yang, W. Gao, Modeling background and segmenting 
moving objects from compressed video, IEEE Trans. Circuits Syst. 
Video Technol. 18 (2008) 670–681. 
https://doi.org/10.1109/TCSVT.2008.918800. 

[31] S. Popa, D. Crookes, P. Miller, Hardware acceleration of background 
modeling in the compressed domain, IEEE Trans. Inf. Forensics Secur. 
8 (2013) 1562–1574. https://doi.org/10.1109/TIFS.2013.2276753. 

[32] H. Ye, J. Pei, Infrared images target detection based on background 
modeling in the discrete cosine domain, in: 2018: p. 
33. https://doi.org/10.1117/12.2285785. 

[33] P. Zhang, X. Wang, X. Wang, C. Fei, Z. Guo, Infrared small target 
detection based on spatial-temporal enhancement using quaternion 
discrete cosine transform, IEEE Access. 7 (2019) 54712–54723. 
https://doi.org/10.1109/ACCESS.2019.2912976. 

[34] S. Manimozhi, S. Aasha Nandhini, S. Radha, Compressed Sensing based 
background subtraction for object detection in WSN, in: 2015 Int. Conf. 
Commun. Signal Process. ICCSP 2015, 2015: pp. 569–573. 
https://doi.org/10.1109/ICCSP.2015.7322550. 

[35] S.W. Kim, K. Yun, K.M. Yi, S.J. Kim, J.Y. Choi, Detection of moving 
objects with a moving camera using non-panoramic background model, 
Mach. Vis. Appl. 24 (2013) 1015–1028. https://doi.org/10.1007/s00138-
012-0448-y. 

[36] A. Dunkels, B. Grönvall, T. Voigt, Contiki - A lightweight and flexible 
operating system for tiny networked sensors, in: Proc. - Conf. Local 
Comput. Networks, LCN, 2004: pp. 455–462. 
https://doi.org/10.1109/LCN.2004.38. 

[37] F. Österlind, A. Dunkels, J. Eriksson, N. Finne, T. Voigt, Cross-level 
sensor network simulation with COOJA, in: Proc. - Conf. Local Comput. 
Networks, LCN, 2006: pp. 641–648. 
https://doi.org/10.1109/LCN.2006.322172. 

[38] C. Adjih, E. Baccelli, E. Fleury, G. Harter, N. Mitton, T. Noel, R. 
Pissard-Gibollet, F. Saint-Marcel, G. Schreiner, J. Vandaele, T. 
Watteyne, FIT IoT-LAB: A large scale open experimental IoT testbed, 
in: IEEE World Forum Internet Things, WF-IoT 2015 - Proc., 2015: pp. 
459–464. https://doi.org/10.1109/WF-IoT.2015.7389098. 

[39] Y. Wang, P.M. Jodoin, F. Porikli, J. Konrad, Y. Benezeth, P. Ishwar, 
CDnet 2014: An expanded change detection benchmark dataset, in: 
IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit. Work., 2014: 
pp. 393–400. https://doi.org/10.1109/CVPRW.2014.126. 

[40] Z. Zivkovic, F. Van Der Heijden, Efficient adaptive density estimation 
per image pixel for the task of background subtraction, Pattern 
Recognit. Lett. 27 (2006) 773–780. 
https://doi.org/10.1016/j.patrec.2005.11.005. 

[41] P.L. St-Charles, G.A. Bilodeau, R. Bergevin, SuBSENSE: A universal 
change detection method with local adaptive sensitivity, IEEE Trans. 
Image Process. 24 (2015) 359–373. 
https://doi.org/10.1109/TIP.2014.2378053. 

[42] V.J. Montero, W.Y. Jung, Y.J. Jeong, Fast background subtraction with 
adaptive block learning using expectation value suitable for real-time 
moving object detection, J. Real-Time Image Process. 18 (2021) 967–
981.  https://doi.org/10.1007/s11554-020-01058-8. 

523 | P a g e  
www.ijacsa.thesai.org 

https://doi.org/10.1109/ICPR.2002.1044695
https://doi.org/10.1007/s11760-013-0496-4
https://doi.org/10.1117/12.2285785


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Enhancing the Security of Digital Image Encryption 
using Diagonalize Multidimensional Nonlinear 

Chaotic System
Mahmoud I. Moussa1 

Computer Science Department 
Faculty of Computer and Artificial 

Intelligence 
Benha University, Egypt 

Eman I. Abd El-Latif2 
Mathematics Department 

Faculty of Science, Benha University 
Benha University, Egypt 

Nawaz Majid3 
Computer Science Department 

Faculty of Science, Northern Border 
University (NBU) 

KSA
 
 

Abstract—This paper describes a new efficient cryptosystem 
for the color image encryption technique, based on a combination 
of multidimensional proposed chaos systems. This chaos system 
consists of six bisections: 𝑻𝟏(𝒙),𝑻𝟐(𝒙),𝑻𝟐(𝒚),𝑻𝟑(𝒙),𝑻𝟑(𝒚), 
and𝑻𝟑(𝒛) . They induce three chaotic matrix keys and three 
chaotic vector keys. We use a multidimensional chaotic system 
together with an encryption algorithm to provide better security 
and wide key spaces. The proposed cryptosystem uses four levels 
of random pixel diffusions and permutations simultaneously and 
𝝎  - times interchange between rows and columns. The 
correlations between the RGB components of the plain image are 
reduced. The level of security, the computational complexity, the 
quality of decoding a decrypted image under closure threat is 
improved. The simulation results showed that the algorithm 
shows a high level of security, and the assurance that the image 
recovered at the receiving point is identified as the image at the 
transmission point. 

Keywords—Chaotic system; encryption; decryption; image; 
algorithms; cryptosystem 

I. INTRODUCTION 
The world is moving towards digitizing all  types of data. 

The digital use of data is  hourly increasing. Digital images are 
at  the forefront of the most used data on the  internet. With the 
increase in the technology  of the World Wide Web and the 
growth of  its uses, the sharing of data over the internet  has 
diversified, and among this data is the  exchange of digital 
images. In many cases, the  images are sensitive, and they 
contain information that  is not publishable, such as images 
related to  the health conditions of individuals, as well as  secret 
military locations related to the national  security of countries. 
Since the areas of  communication via the Internet are open 
and  vulnerable to attacks on data, the use of  encryption for 
such images has become very  important and necessary. A color 
image holds many rows and columns of pixels; these pixels 
contain quantized values that represent the degree of the color 
at any point in the image. Thus, the color image defined as a 
matrix of value pixels, each containing three numerical RGB 
components to describe the color of a tiny area. Since sensitive 
images may invite attacks from anywhere around the world, 
image security is an important issue. The aim of image 
encryption is to transform a plain image to different cipher one 
that is difficult to read [1]. Chaos theory is one of the most 

important security approaches used in encrypting images due 
to its capacity for mixing, sensitivity to initial conditions, 
control parameters, and completely random behavior. In 1989 
[2], Matthews developed the first chaotic encryption technique. 
Many researchers are interested in presenting various 
algorithms to create a strong and robust encryption system for 
digital images, and some of them depend on the chaos system 
to induce random secret keys to maintain the confidentiality of 
images. In this paper, we used a multi-dimensional chaos 
system with many parameters to increase the key space. Since 
the proposed chaos system is developed and new, the chaotic 
and bifurcation behavior of it have been made and the values 
that enter the system into a chaos state have been determined. 
This paper presents a cryptosystem based on the proposed 
multi-dimensional chaotic maps and multiplexing frequent 
levels of shuffling, scramble, and pixel diffusion for the digital 
image component RGB. The practical results showed the 
intensity and resistance of the proposed algorithm compared to 
many related ones. The analysis proved a significant increase 
in the size of the encryption keys, which makes our algorithm 
outperform others against the brute-force attacks. His work 
introduced a low complexity algorithm for image cryptography 
using a multiple definition function for linear chaotic map 
denoted NPWLCM. Since then, many scientific papers have 
described image encryption based on chaotic systems. In this 
work, we describe a multi-chaotic system to encrypt the RGB 
components of color images simultaneously such that, the RGB 
components affect one another. The proposed six maps; ; 
𝑇1(𝑥),𝑇2(𝑥), 𝑇2(𝑦𝑦),  𝑇3(𝑥), 𝑇3(𝑦𝑦),  and 𝑇3(𝑧𝑧)  increase 
conjugation of the items 𝑥𝑖3, 𝑥𝑖2, 𝑦𝑦𝑖2, 𝑥𝑖𝑦𝑦𝑖 , 𝑦𝑦𝑖3, 𝑧𝑧𝑖2𝑥𝑖 , … 𝑧𝑧𝑖3.  Pixel 
Transform Table (PTT) procedure input these maps to output 
three 𝑀𝑀 × 𝑁 matrix keys (𝑀𝑀𝑟𝑟, 𝑀𝑀𝑏𝑏, 𝑀𝑀𝑔𝑔) and three vector keys 
(𝑉𝑉𝑟𝑟 ,𝑉𝑉𝑏𝑏,𝑉𝑉𝑔𝑔) of length MN.. The image’s rows and columns are 
shuffled and scrambled using the vector keys. While the matrix 
keys are used to change the values of pixels four times to 
increase the complexity and thus the security of the 
cryptosystem. The remainder of this paper presents the related 
work in Section 2. Section 3 and section 4 explain in detail the 
proposed chaotic system and its chaotic behavior and 
bifurcation . In Section 5, we describe the encryption and 
decryption cryptosystem. Finally, in Section 6, we show the 
practical results and comparisons with another research. 
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II. RELATED WORK 
The encryption algorithms based on the chaos theory have 

been arisen as a power approach to increase the security over 
the last few decades. The vast majority image encryption 
algorithms have been introduced based on one- and two-
dimensional chaotic maps. In 2017, Pak and Huang [3] 
described a new chaotic system created by composing the 
output of two existing one-dimensional chaotic maps. Their 
algorithm achieved a total shuffling based on a linear-
nonlinear-linear structure. In 2007, Chong Fu et al. [4] used a 
three-dimensional Lorenz chaotic system to increase security 
and performance of image cryptography. In 2008, Xiangdong 
et al. [5] presented a chaotic shuffling algorithm using a sorting 
transformation of a chaotic sequence to obtain address codes 
for image transposition. Their algorithm avoided the 
drawbacks of image scrambling ways like rising of complexity 
and requiring understanding of probability distribution. In 
2009, Juan et al. [6] described a three-dimensional image 
cryptography approach based on a discrete chaotic system with 
a security key induced from the initial conditions and 
parameters of the logistic system. In 2011 [7], researchers 
introduced an image encryption scheme using a Lorenz and 
Rosslere chaotic system to obtain a large key space, improving 
security and complexity. In 2005, Zhang et al. [8] presented an 
algorithm based on a chaotic map and big size encryption key 
to encrypt the given image followed by a pixel shuffling 
process using an induced chaotic permutation matrix. In 2011, 
Keshari and Modani [9] presented an image cryptosystem 
based on two random maps; a chaotic map lattice to change 
pixel values by iterating the chaotic map for given initial 
conditions and Arnold’s cat map to rearrange the pixel’s 
position. The same year, Zhang, and Liu [10] introduced a 
novel image encryption algorithm using a skew tent chaotic 
system. In their work, they shuffle the order of the positions of 
all the pixels in the image. Their algorithm was based on 
permutation-diffusion architecture. In 2012, Khade and 
Narnaware [6] presented another method to encrypt a color 
image depending on 3D Logistic and Chebyshev maps. The 
proposed chaotic maps substituted the RGB components, 
generated a key, and scrambled the image pixels. The used 
technique depending on a logistic map used to depict a grey-
scale image. A digital matrix approach is used where the three-
dimensional matrix value is replaced according to the 
generated chaotic sequences, whereby the pixel replacement 
and mixing are achieved at the same time. 

Color images are rich with information and have attracted 
wide attention. Each pixel contains numerical values of RGB 
components that determine density of RGB components in the 
color image. Many encryption algorithms have been described 
[11, 12, 13, 14, 15, 16, 17]. These algorithms are more 
vulnerable to attack because they neglect the correlations 
between RGB components. In 2012, Wang et al. [18] proposed 
a new algorithm using a three-dimensional matrix of the color 
image and a two-dimensional Lorenz and tent chaotic system at 
the same time to encrypt RGB components. Their algorithm 
has four phases. First, the three-dimensional matrix is 
converted to a two-dimensional matrix and the low-frequency 
wavelet coefficient is divided into overlapping blocks. Then, 
encryption is achieved by scrambling the pixel value diffusion 
based on a completely random chaotic sequence. In 2016, 

Younes [19] published a useful survey of different techniques 
of image encryption, discussing several image encryption 
techniques from 2013 to 2015. In 2021, El Shafai et al. [20] 
introduced an encryption method to encrypt medical images 
depending on a piecewise linear chaotic map, and DNA 
encoding techniques. In 2018, Wu and Yang [21] introduced an 
algorithm depending on pixel diffusion and a DNA approach, 
which exploited the two-dimensional Hénon-Sine map to 
create a pixel permutation.  In 2019, Wu et al. [22] used a 
nonlinear operation in cylindrical diffraction domain and 
compressed sensing to encrypt a multi-image based on an 
asymmetric approach. In 2013, Song et al. [23] defined a 
neighborhood nonlinear map and Coupled Map Lattices 
(CML) to describe a novel framework based on the Nonlinear 
Chaotic Algorithm (NCA) chaos and its spatiotemporal merits.  
In 2020, Yasser, et al. [13], induced an image encryption 
algorithm using a combination between Discrete Wavelet 
Transform (DWT) and a chaotic system to shuffle pixels and 
substitution operations. 

III. PROPOSED CHAOS SYSTEM 
The proposed chaotic system consists of new 1D, 2D, and 

3D equations derived from logistic map and cubic maps. The 
proposed system is a bijection and increases the quadratic and 
cubic coupling of the items  𝑦𝑦𝑖2, 𝑥𝑖2, 𝑥𝑖𝑦𝑦𝑖 , 𝑥𝑖3, 𝑧𝑧𝑖3, and it provides 
more security to the system. Six chaotic key maps will be 
derived within a limited range in (0,1). 

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

1𝐷 𝐜𝐡𝐚𝐨𝐭𝐢𝐜 𝐬𝐲𝐬𝐭𝐞𝐦
𝑥n+1  =  r ∗  𝑥n ∗  (1 − 𝑥n)(1 − sin(𝑥n))

2𝐷 𝐜𝐡𝐚𝐨𝐭𝐢𝐜 𝐬𝐲𝐬𝐭𝐞𝐦
𝑥n+1 = = r′ ∗ 𝑥n ∗ (1 − 𝑥n)(1 − sin(𝑥n)) + 𝛾1𝑦𝑦𝑛2

𝑦𝑦𝑛+1 =  µ 𝑦𝑦𝑛(𝑦𝑦𝑛 + 2)(1 − sin(𝑥n)) + 𝛾2(𝑥𝑛𝑦𝑦𝑛 + 𝑥𝑛2)
3𝐷 𝐜𝐡𝐚𝐨𝐭𝐢𝐜 𝐬𝐲𝐬𝐭𝐞𝐦

𝑥𝑛+1 = 𝜆𝑥𝑛(2 + 𝑥𝑛)(1 − sin (𝑥n)) + 𝛽𝑦𝑦𝑛2𝑥𝑛 + 𝛼𝑧𝑧𝑛3

𝑦𝑦𝑛+1 = 𝜆𝑦𝑦𝑛(2 + 𝑦𝑦𝑛)(1 − sin (𝑦𝑦𝑛)) + 𝛽𝑧𝑧𝑛2𝑦𝑦𝑛 + 𝛼𝑧𝑧𝑛3

𝑧𝑧𝑛+1 = 𝜆𝑧𝑧𝑛(2 + 𝑧𝑧𝑛)(1 − sin (𝑧𝑧𝑛)) + 𝛽𝑥𝑛2𝑧𝑧𝑛 + 𝛼𝑦𝑦𝑛3 ⎭
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎫

    (1) 

The control parameters beyond the range have no chaotic 
behavior. Fig. 1 shows that the 1D and 2D systems enter a 
chaotic condition and outputs a chaotic series in the region 
(0,1) subject to: 5.77< 𝑟′, 𝑟  < 12.97, 2.68<  µ < 3.6, 0.039 
<𝛾1, 𝛾2< 0.25. Fig. 2 shows that, the 3D system enters a 
chaotic condition in the region (0,1) subject to: 3.49 < 𝜆 < 3.83 
and 0.039 < 𝛽,𝛼 < 0.043. The Bifurcation diagram of 1D, 2D, 
and 3D are shown in Fig. 3 and Fig. 4, respectively. 

  
Fig. 1. The Behavior of the (1,2)-D chaotic Map in First 300 Iteration at r = 

6.27 in x-y Plane. 
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Fig. 2. The Behavior of the 3D Chaotic Map in First 1000 Iteration at λ = 

3.81, β = 0.41, and α = 0.046  in x-y-z- Space. 

 
Fig. 3. Bifurcation Diagram of Sequences in 1D (2D) Chaotic System. 

       
Fig. 4. Bifurcation Diagram of Sequences in 3D Chaotic System. 

IV. DIAGONALIZING OF THE PROPOSED CHAOTIC MAP 
For a given prime number, n, the proposed system in (1) 

can be represented as the set 𝑇 of bijections as follows: 

𝑇 = �𝑇1(𝑥),𝑇2(𝑥),𝑇3(𝑥),𝑇2(𝑦𝑦),𝑇3(𝑦𝑦),𝑇3(𝑧𝑧)�,           (2) 

where each bijection 𝑇𝑖(. . ) ∈ 𝑇 can be defined as: 

𝑇𝑖 �
𝑥𝑛+1
𝑦𝑦𝑛+1
𝑧𝑧𝑛+1

� = ��
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

�� × �
𝑥𝑛
𝑦𝑦𝑛
𝑧𝑧𝑛
�  𝑚𝑜𝑑 𝑛           (3) 

𝑇𝑖 �
𝑥𝑛+1
𝑦𝑦𝑛+1
𝑧𝑧𝑛+1

� = 𝐴 × �
𝑥𝑛
𝑦𝑦𝑛
𝑧𝑧𝑛
�𝑚𝑜𝑑 𝑛.            (4) 

If the determinant |A| is not equal to zero and 
𝑔𝑐𝑑(|𝐴|,𝑛) = 1 is satisfied, then the matrix A is invertible.  
The inverse of system (1) is:   𝑥𝑛+1 = (𝐴−1 × 𝑥𝑛)𝑚𝑜𝑑 𝑛 . 
Diagonalizing equations in (1) means finding a new 𝑥′,𝑦𝑦′, 𝑧𝑧′ 
system with no cross terms. Based on the Principal Axes 
theorem every quadratic form can be diagonalized. The 
diagonalization of the quadratic form 2D is (𝑥𝑛+1′ )𝑇 𝐷𝑥n+1′ , 
(𝑦𝑦𝑛+1′ )𝑇  𝑄𝑦𝑦𝑛+1′ , where 𝐷 and 𝑄 are 2 × 2 matrices within four 
parameters for each. On the other side, diagonalization of the 

3D form of the three variables 𝑥,𝑦𝑦, and 𝑧𝑧 increases the number 
of parameters up to nine [12]. 

V. PROPOSED SCHEME 

A. Chaotic Key Generation 
A color image P decomposes to three components 𝑅𝑅𝐵𝐵𝐺𝐺: 

red, blue, and gray with 𝑀𝑀 × 𝑁 matrices each component with 
𝑀𝑀 rows and 𝑁 columns of pixels. The proposed algorithm uses 
a novel scheme called Pixel Transform Table (PTT) to generate 
three 𝑀𝑀 × 𝑁 matrix keys (𝑀𝑀𝑟𝑟, 𝑀𝑀𝑏𝑏, 𝑀𝑀𝑔𝑔), and three vector keys 
(𝑉𝑉𝑥𝑥 ,𝑉𝑉𝑦𝑦 ,𝑉𝑉𝑧𝑧 ) of length MN. The chaotic maps  𝑇1(𝑥), 𝑇2(𝑥),  
𝑎𝑛𝑑 𝑇2(𝑦𝑦) generate three sequences of real numbers, they are 
converted to (𝑀𝑀𝑟𝑟,𝑀𝑀𝑏𝑏,𝑀𝑀𝑔𝑔), and the chaotic maps 𝑇3(𝑥), 𝑇3(𝑦𝑦), 
and 𝑇3(𝑧𝑧)  generate three other sequences which are 
transformed into (𝑉𝑉𝑥𝑥 ,𝑉𝑉𝑦𝑦 ,𝑉𝑉𝑧𝑧). The Pixel Transform Table (PTT) 
approach is shown below. 

PTT (𝝆 ≥ 𝑴𝑵, 𝐣𝐃 𝐦𝐚𝐩) 
Input: The chaotic system (1) 
Output: Random map 𝑇𝑗 
1. Initialize the chaotic parameters in the maps (1). 
2. Iterate the system (1) to generate the sequences 𝑆𝑗(𝑖) 

using jD map, where  𝑗 = 1 → 6, and 𝑖 = 1,2, . . ,𝜌. 
3. 𝑆𝑗(𝑖) = {𝒮1(i), 𝒮2(i), . . , 𝒮6( 𝑖)}. 
4. For each 𝑗,  generate the set of integer sequences 

𝑆𝑗𝐼(𝜌)      
from the set sequences 𝑆𝑗(𝑖) as:  

𝑆𝑗𝐼(𝜌) = ��𝑆𝑗(𝑖)x 1014�� 𝑚𝑜𝑑 𝜌 
5. For each  𝑗 = 1 →  6  

    𝑆𝑗(𝜌)= Sort�𝑆𝑗𝐼(𝜌) � 
    find out the position of values 𝑆𝑗( ) in 𝑆𝑗𝐼( ), then    
    construct set of transfer 𝑇𝑗 = 
{𝑡1(𝑖), 𝑡2(𝑖), . . , 𝑡6(𝑖)}, 
    where the value 𝑆𝑗𝐼�𝑡j(𝑖)� = 𝑆𝑗[𝑖 ], 𝑖 = 1,2, . . ,𝜌.  

6. The sequences ( 𝑡1(𝑖),  𝑡2(𝑖), 𝑡3(𝑖))  are moved to 
three 𝑀𝑀 × 𝑁  matrix keys (𝑀𝑀𝑟 , 𝑀𝑀𝑏,  𝑀𝑀𝑔 ), and the 
sequences    
(𝑡4(𝑖),  𝑡5(𝑖), 𝑡6(𝑖)) are converted to the three vector 
keys (𝑉𝑉𝑥,𝑉𝑉𝑦𝑦,𝑉𝑉𝑧𝑧) of length MN, respectively. 

B. Image Encryption Algorithm (IEA) 
The encryption is an operator that transforms the plain 

image P to an unknown cipher image  𝑃𝑃5 . IEA algorithm 
involves three phases as follows: 

IEA: Plain Image (P) ⟶ Cipher Image 𝑃𝑃5 
 

Phase One: We describe a new and double secure block 
shuffling mechanism together with pixels values change. The 
primary effect of PPT in this process is initially changing 
randomly the pixel values of  𝑅𝑅𝐵𝐵𝐺𝐺 called 1st diffusion level as 
follows: 
 
  𝑅𝑅𝑟𝑟 = 𝑀𝑀𝑟𝑟  𝑅𝑅 (𝑀𝑀𝑟𝑟)𝑇  𝑚𝑜𝑑 256 
𝐵𝐵𝑏𝑏 = 𝑀𝑀𝑏𝑏 𝐵𝐵 (𝑀𝑀𝑏𝑏)𝑇𝑚𝑜𝑑 256 
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 𝐺𝐺𝑔𝑔 = 𝑀𝑀𝑔𝑔 𝐺𝐺 �𝑀𝑀𝑔𝑔�
𝑇𝑚𝑜𝑑 256 

where 𝑅𝑅𝑟𝑟 , 𝐵𝐵𝑏𝑏 , and 𝐺𝐺𝑔𝑔  are the producing matrices that 
contains the chaotic values. In each matrix (𝑅𝑅𝑟𝑟 ,𝐵𝐵𝑏𝑏,𝐺𝐺𝑔𝑔), we 
swap randomly the rows with an odd index (2𝑘 + 1) with the 
rows that have an even index (2𝑘), and randomly interchange 
the columns with an odd index (2𝑙 + 1) with the columns of 
an even index (2𝑙), as shown in Fig. 5. We repeat the swap 
process 𝜔𝜔-times and get (𝑅𝑅𝑟𝑟(𝜔𝜔),𝐵𝐵𝑏𝑏(𝜔𝜔),𝐺𝐺𝑔𝑔(𝜔𝜔)) . 

 
Fig. 5. One-Time Swapping Rows and Columns of the Matrix (𝑅𝑅𝑟𝑟 ,𝐵𝐵𝑏𝑏,𝐺𝐺𝑔𝑔). 

Phase Two: In this phase, the pixel positions were 
scrambled in columns and rows by using two vector keys 
(𝑉𝑉𝑥𝑥 ,𝑉𝑉𝑦𝑦) . We apply 2nd diffusion level by dividing the 
components  𝑅𝑅𝑟𝑟(𝜔𝜔),  𝐵𝐵𝑏𝑏(𝜔𝜔), and 𝐺𝐺𝑔𝑔(𝜔𝜔)  values by their size 
𝑀𝑀𝑁 to result the pixels values, i.e. 

𝑅𝑅′(𝜔𝜔)  = �
𝐵𝐵𝑟𝑟(𝜔𝜔)
𝑀𝑀𝑁

�  mod 256  

𝐵𝐵′(𝜔𝜔)  = �
𝐵𝐵𝑏𝑏(𝜔𝜔)
𝑀𝑀𝑁

�  mod 256  

𝐺𝐺′(𝜔𝜔)  = �
𝐺𝐺𝑔𝑔(𝜔𝜔)
𝑀𝑀𝑁

�  𝑚𝑜𝑑 256 

Combine the matrices 𝑅𝑅′(𝜔𝜔), 𝐵𝐵′(𝜔𝜔),  and 𝐺𝐺′ (𝜔𝜔) 
horizontally to obtain the 𝑀𝑀 × 3𝑁 matrix  𝑃𝑃1,  and generate a 
sequence of  3𝑀𝑀𝑁 numbers 𝑌𝑌1 = 𝑦𝑦1, . . . ,𝑦𝑦3𝑁𝑁𝑁𝑁  from the rows 
of 𝑃𝑃1. Permute the row 𝑌𝑌1 = 𝑦𝑦1, . . . ,𝑦𝑦3𝑁𝑁𝑁𝑁 by the vector key 𝑉𝑉𝑥𝑥. 
We get the scramble vector 𝑌𝑌1′ = 𝑦𝑦′1, . . . ,𝑦𝑦′3𝑁𝑁𝑁𝑁. Reshape the 
vector 𝑌𝑌1′ into three 𝑀𝑀 × 𝑁  matrices; 𝑅𝑅𝑦𝑦(𝜔𝜔), 𝐵𝐵𝑦𝑦(𝜔𝜔),  and 
𝐺𝐺𝑦𝑦(𝜔𝜔). This process is repeated again as follows: Combine the 
matrices 𝑅𝑅𝑦𝑦(𝜔𝜔), 𝐵𝐵𝑦𝑦(𝜔𝜔),  and 𝐺𝐺𝑦𝑦(𝜔𝜔)  vertically to obtain the 
3𝑀𝑀 × 𝑁 matrix 𝑃𝑃2,  and generate a sequence of  3𝑀𝑀𝑁 numbers 
𝑍𝑍1 = 𝑧𝑧1, . . . , 𝑧𝑧3𝑁𝑁𝑁𝑁  from the columns of   𝑃𝑃2.  Permute the 
sequence 𝑍𝑍1 = 𝑧𝑧1, . . . , 𝑧𝑧3𝑁𝑁𝑁𝑁  by the vector key 𝑉𝑉𝑦𝑦 . We get the 
scramble vector 𝑍𝑍1′ = 𝑧𝑧1, . . , 𝑧𝑧3𝑁𝑁𝑁𝑁. Reshape the vector 𝑍𝑍1′   into 
three 𝑀𝑀 × 𝑁  matrices; 𝑅𝑅𝑧𝑧(𝜔𝜔), 𝐵𝐵𝑧𝑧(𝜔𝜔),  and 𝐺𝐺𝑧𝑧(𝜔𝜔).  Combine 
these matrices horizontally, we get a new  𝑀𝑀 × 3𝑁 denoted 𝑃𝑃3. 

Phase Three: Let  𝐷𝑛𝑜𝑤 be the current ciphered pixel value 
after the current diffusion,  𝑃𝑃𝑛𝑜𝑤 the present plain pixel value, 
𝐷𝑝𝑟𝑟𝑒  the old cipher pixel value after the previous diffusion, 

and 𝑃𝑃𝑝𝑟𝑟𝑒  the old plain value. Their initial values in 𝑅𝑅𝑧𝑧(𝜔𝜔),
𝐵𝐵𝑧𝑧(𝜔𝜔), and 𝐺𝐺𝑧𝑧(𝜔𝜔)  are equal to zero. Keep track of rows in 𝑃𝑃3  
to set three vectors 𝑉𝑉(𝑅𝑅𝑧𝑧(𝜔𝜔)), 𝑉𝑉(𝐵𝐵𝑧𝑧(𝜔𝜔)), and 𝑉𝑉(𝐺𝐺𝑧𝑧(𝜔𝜔)) each 
with length 𝑀𝑀𝑁. We apply 3rd level of pixel diffusion on these 
vectors using the vector product with the key vector 𝑉𝑉𝑧𝑧 as in the 
following: 

 �
 𝑍𝑍𝑧𝑧𝑟𝑟 = �𝑉𝑉(𝑅𝑅𝑧𝑧(𝜔𝜔)) × 𝑉𝑉𝑔𝑔�𝑚𝑜𝑑 256
𝑍𝑍𝑧𝑧𝑏𝑏 = �𝑉𝑉(𝐵𝐵𝑧𝑧(𝜔𝜔)) × 𝑉𝑉𝑔𝑔�𝑚𝑜𝑑 256
𝑍𝑍𝑧𝑧𝑔𝑔 = �𝑉𝑉�𝐺𝐺𝑧𝑧(𝜔𝜔)� × 𝑉𝑉𝑔𝑔�𝑚𝑜𝑑 256

           (5) 

where 𝑍𝑍𝑧𝑧𝑟𝑟 , 𝑍𝑍𝑧𝑧𝑏𝑏 , and 𝑍𝑍𝑧𝑧𝑔𝑔  are the producing vectors that 
contains the chaotic values of  𝑉𝑉𝑧𝑧. We apply 4th and final level 
of pixel diffusion as shown in the next procedure where [(:)] 
refers to the components 𝑍𝑍𝑧𝑧𝑟𝑟, 𝑍𝑍𝑧𝑧𝑏𝑏, and 𝑍𝑍𝑧𝑧𝑔𝑔while [:] refers to a 
random value. 

4th random Diffusion ([(: )] , [: ] )     
Input:    𝑉𝑉𝑧𝑧 = (𝑍𝑍𝑧𝑧𝑟𝑟, 𝑍𝑍𝑧𝑧𝑏𝑏, 𝑍𝑍𝑧𝑧𝑔𝑔) 
 
Output: Vector (𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑟𝑟),𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑏𝑏),𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑔𝑔) )  
 
1. Generate three random values follows: 

       ε1𝑙 = rand () % 3 
       𝜀2𝑙 =choice a random value from {𝑉𝑉𝑧𝑧}mod 256 
       ε3𝑙 =choice a random value from {𝑉𝑉𝑧𝑧}mod 256 

2. For  𝜔𝜔   in range  𝑀𝑀𝑁  do 
3.    If ε1𝑙= 0 then  
            𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑟𝑟) = �ε2𝑙.𝑃𝑃𝑛𝑜𝑤�𝑍𝑍𝑧𝑧𝑟� + ε3𝑙. (𝐷𝑝𝑟𝑟𝑒𝑍𝑍𝑧𝑧𝑟 ×

𝑃𝑃𝑝𝑟𝑟𝑒𝑍𝑍𝑧𝑧𝑟) �mo 256.                           (6) 
4.    Else If ε1𝑙=1  

𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑏) = �ε2𝑙.𝑃𝑃𝑛𝑜𝑤 �𝑍𝑍𝑧𝑧𝑏� + ε3𝑙. (𝐷𝑝𝑟𝑟𝑒𝑍𝑍𝑧𝑧𝑏 ×
              𝑃𝑃𝑝𝑟𝑟𝑒𝑍𝑍𝑧𝑧𝑏) �mo 256.                            (7) 

5.    Else If ε1𝑙=2 
𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑔) = �ε2𝑙.𝑃𝑃𝑛𝑜𝑤�𝑍𝑍𝑧𝑧𝑔� + ε3𝑙. (𝐷𝑝𝑟𝑟𝑒𝑍𝑍𝑧𝑧𝑔 ×
            𝑃𝑃𝑝𝑟𝑟𝑒𝑍𝑍𝑧𝑧𝑔) �mo 256.                              (8) 

6. End For. 

Reshape 𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑟𝑟),𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑏𝑏), and  𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑔𝑔)   into 
three 𝑀𝑀 × 𝑁 matrices; 𝑅𝑅𝑧𝑧(𝜔𝜔), 𝐵𝐵𝑧𝑧(𝜔𝜔), and 𝐺𝐺𝑧𝑧(𝜔𝜔). We get the 
components of encrypted image 𝑃𝑃5 of size 𝑀𝑀 × 𝑁. 

The flowchart of the encryption process with the induced 6 
keys is shown in Fig. 6. The flowchart of the decryption 
algorithm and the 6 keys is shown in Fig. 7. 
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Fig. 6. The Outline of Image Encryption Algorithm IEA. 

 
Fig. 7. The Outline of Image Decryption Algorithm IDA. 

C. Image Decryption Algorithm (IDA) 

The image decryption algorithm (IDA) is like that of the 
image encryption pseudocode but in the inverse direction. 

Step 1: All random values used in IEA are used in IDA. 
Step 2: Inverse 4th random Diffusion ([(: )] , [: ] ). Obtain 𝑍𝑍𝑧𝑧𝑟𝑟, 
𝑍𝑍𝑧𝑧𝑏𝑏 , and 𝑍𝑍𝑧𝑧𝑔𝑔  from 𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑟𝑟), 𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑏𝑏), and 𝐷𝑛𝑜𝑤(𝑍𝑍𝑧𝑧𝑔𝑔). 
The inverse of the equations (6), (7), and (8) are the equations 
(9), (10), and (11) respectively. 

𝑍𝑍𝑧𝑧𝑟𝑟 = �𝐷𝑛𝑜𝑤
(𝑍𝑧𝑧𝑟)−ε3𝑙(𝐷𝑝𝑟𝑒𝑍𝑧𝑧𝑟×𝑃𝑝𝑟𝑒𝑍𝑧𝑧𝑟

ε2𝑙
�  mod 256           (9) 

𝑍𝑍𝑧𝑧𝑏𝑏 = �𝐷𝑛𝑜𝑤�𝑍𝑧𝑧
𝑏�−ε3𝑙(𝐷𝑝𝑟𝑒𝑍𝑧𝑧𝑏×𝑃𝑝𝑟𝑒𝑍𝑧𝑧𝑏

ε2𝑙
�  mod 256         (10) 

𝑍𝑍𝑧𝑧𝑔𝑔 = �𝐷𝑛𝑜𝑤
(𝑍𝑧𝑧𝑔)−ε3𝑙(𝐷𝑝𝑟𝑒𝑍𝑧𝑧𝑔×𝑃𝑝𝑟𝑒𝑍𝑧𝑧𝑔

ε2𝑙
�  mod 256         (11) 

Step 3: Inverse 3rd level of pixel diffusion. Obtain 
𝑉𝑉(𝑅𝑅𝑧𝑧(𝜔𝜔)) , 𝑉𝑉(𝐵𝐵𝑧𝑧(𝜔𝜔))  and 𝑉𝑉(𝐺𝐺𝑧𝑧(𝜔𝜔))   from 𝑍𝑍𝑧𝑧𝑟𝑟 , 𝑍𝑍𝑧𝑧𝑏𝑏 , and 
𝑍𝑍𝑧𝑧𝑔𝑔, respectively. The inverse of the equations in (5) are the 
equations in (12). 

⎩
⎪
⎨

⎪
⎧𝑉𝑉�𝑅𝑅𝑧𝑧(𝜔𝜔)� = �𝑍𝑧𝑧

𝑟×𝑉𝑔
𝑉𝑔.𝑉𝑔

�mod 256 + τ𝑉𝑉𝑔𝑔                 

𝑉𝑉�𝐵𝐵𝑧𝑧(𝜔𝜔)� = �𝑍𝑧𝑧
𝑏×𝑉𝑔

𝑉𝑔.𝑉𝑔
�mod 256 + τ𝑉𝑉𝑔𝑔 

𝑉𝑉�𝐺𝐺𝑧𝑧(𝜔𝜔)� = �𝑍𝑧𝑧
𝑔×𝑉𝑔
𝑉𝑔.𝑉𝑔

�mod 256 + τ𝑉𝑉𝑔𝑔                 

        (12) 

Step 4: Delete the effect of rows and columns scramble by 
using the inverse vectors �𝑉𝑉𝑥𝑥−1,𝑉𝑉𝑦𝑦−1�.  

Step 5 : Inverse 2nd random Diffusion as follows: 

 𝐵𝐵𝑟𝑟(𝜔𝜔) = ⌊𝑀𝑀𝑁.𝑅𝑅′(𝜔𝜔)⌋ mod 256  

Cipher 
image  

𝑍𝑍1 = 𝑧𝑧1, . . . , 𝑧𝑧3𝑁𝑁𝑁𝑁 

Permute the rows 
  𝑌𝑌1 = 𝑦𝑦1, . . . , 𝑦𝑦3𝑁𝑁𝑁𝑁 
and the columns 

2nd diffusion level on  
𝑉𝑉(𝑅𝑅𝑧𝑧(𝜔𝜔)),𝑉𝑉(𝐵𝐵𝑧𝑧(𝜔𝜔)) and 

𝑉𝑉(𝐺𝐺𝑧𝑧(𝜔𝜔)) values 

apply 3rd and 
final level of 

pixel diffusion 

Initial randomly changing the pixel 
values of 𝑅𝑅𝐵𝐵𝐺𝐺     

Plain Image (P) 
Generate Six Keys 

𝑀𝑀𝑟𝑟,𝑀𝑀𝑏𝑏,𝑀𝑀𝑔𝑔,  𝑉𝑉𝑥𝑥,𝑉𝑉𝑦𝑦, and  𝑉𝑉𝑧𝑧 

Proposed Chaotic System 
1D, 2D, 3D 

𝜔𝜔- Times Interchange between Rows & 
Columns in 𝑅𝑅𝑟𝑟(𝜔𝜔),  𝐵𝐵𝑏𝑏(𝜔𝜔), and 𝐺𝐺𝑔𝑔(𝜔𝜔) 

1st diffusion level on  
𝑅𝑅𝑟𝑟(𝜔𝜔),  𝐵𝐵𝑏𝑏(𝜔𝜔), 

and 𝐺𝐺𝑔𝑔(𝜔𝜔) values 

3-matrices Keys 
 𝑀𝑀𝑟𝑟,𝑀𝑀𝑏𝑏, 𝑀𝑀𝑔𝑔 

 

2-vector Keys 𝑉𝑉𝑥𝑥,  𝑉𝑉𝑦𝑦 

Plain Image (P) 

Cipher image 
𝑃𝑃5 

Inverse the permutation and 
shuffling effects of rows and 

columns 

Inverse the 2nd diffusion 
level on  

𝑉𝑉(𝑅𝑅𝑧𝑧(𝜔𝜔)),𝑉𝑉(𝐵𝐵𝑧𝑧(𝜔𝜔)) and 
𝑉𝑉(𝐺𝐺𝑧𝑧(𝜔𝜔)) values 

 
Inverse the 3rd level of p 

 
 

Initial randomly changing the pixel 
values of 𝑅𝑅𝐵𝐵𝐺𝐺     

Go back 𝜔𝜔- Times Interchange between 
Rows & Columns in 

𝑅𝑅𝑟𝑟(𝜔𝜔),  𝐵𝐵𝑏𝑏(𝜔𝜔), and 𝐺𝐺𝑔𝑔(𝜔𝜔) 

Inverse 1st diffusion 
level on  𝑅𝑅𝑟𝑟(𝜔𝜔),  𝐵𝐵𝑏𝑏(𝜔𝜔), 

and 𝐺𝐺𝑔𝑔(𝜔𝜔) values 
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𝐵𝐵𝑏𝑏(𝜔𝜔) = ⌊𝑀𝑀𝑁.𝐵𝐵′(𝜔𝜔)⌋ mod 256           (13) 

𝐺𝐺𝑔𝑔(𝜔𝜔) = ⌊𝑀𝑀𝑁.𝐺𝐺′(𝜔𝜔)⌋ 𝑚𝑜𝑑 256 

Step 6: Come back to the reverse paths to delete the effect 
of randomly interchange the columns rows. 

Step 7: Inverse 1st random Diffusion as follows: 

𝑅𝑅 = (𝑀𝑀𝑟𝑟)−1 𝑅𝑅𝑟𝑟((𝑀𝑀𝑟𝑟)𝑇)−1 mod 256 

𝐵𝐵 = (𝑀𝑀𝑏𝑏)−1𝐵𝐵𝑏𝑏((𝑀𝑀𝑏𝑏)𝑇)−1 mod 256          (14) 

𝐺𝐺 = (𝑀𝑀𝑔𝑔)−1𝐺𝐺𝑔𝑔(�𝑀𝑀𝑔𝑔�
𝑇)−1 mod 256 

These seven steps recover the plain image P. 
Mathematically, the image decryption algorithm is represented 
as in the next formula: 

IDA: Cipher Image 𝑃𝑃5 ⟶  Plain Image (P) 

D. The Computational Complicity 
In this section, we discuss the running time of the steps in 

IEA. The running time of the PPT subroutine is 𝑂 (𝝆 = 𝑴𝑵 +
𝜖) for small constant 𝜖, and the running time of the steps 1 -7 is 
a linear function of the size of the image, i.e., the running time 
is 𝑂(𝑴𝑵) . The experimental  process demonstrates that the 
consumption time of our approach IEA/IDA is  practicable. The 
processor Intel(R) Core (TM) i7-8550U CPU  @ 1.80 GHz 2.00 
GHz and 8GB RAM is  used in IEA/IDA is  practicable. The 
processor Intel(R) Core (TM) i7-8550U CPU  @ 1.80 GHz 2.00 
GHz and 8GB RAM is  used in encryption/decryption on 256 
image P/𝑃𝑃5  of size 256 ×  256 . The average consumption 
time is less than 4.01ms. Our running time is close to the 
running time in [24]. 

VI. EXPERIMENTAL RESULTS AND HISTOGRAM ANALYSIS 
The system is implemented by anaconda 4.8.3.  Python is 

the programming language that we have picked 
for  development. The implementation is examined in Windows 
10 64-bit  O.S. with an Intel(R) Core (TM) i7-8550U CPU @ 
1.80GHz 2.00 GHz and 8GB RAM. Take the initial parameters 
and values: 1D (r = 5.78,  𝑥0 = 1.2× 1018), 2D (  r′ = 6.37, 
μ =3.33, 𝛾1 = 0.17,  𝛾2 =  0.14,  𝑥0 = 2.3 × 1018, 𝑦𝑦0 = 1.2 ×
1018 ), 3D (  𝜆 = 3.66,  𝛽 = 0.041, 𝛼 =  0.039, 𝑥0 = 3.4 ×
1018, 𝑦𝑦0 = 4.5× 1018, 𝑧𝑧0 =5.6× 1018), to encrypt “Baboon” 
and “Lena” images of size 256 × 256 and their RGB 
components as shown in Fig. 8(a-d). The histograms of the 
“baboon”, “Lena” and their RGB components before 
encryption are shown in Fig. 9(a–c); the histograms illustrate 
how pixels in the plain images “baboon” or “Lena” are 
correlated to the pixels at each color density level. 

 

 
Fig. 8. (a-d) shows “Baboon” and “Lena” Color Images and the RGB 

Components of their Respective Color Images before the Encryption Process. 

 

 
Fig. 9. Histograms of the RGB Components of “Baboon” and “Lena” before 

Encryption respectively. 

Fig. 10 (a–d) shows the “baboon” and “Lena” encrypted 
images and their respective encrypted RGB components. The 
histograms of the RGB components of “baboon”, and “Lena” 
after the encryption are shown below in Fig. 11 (a–c). The 
histograms illustrate how pixels in the ciphered RGB are 
uniformly correlated to the pixels at each color density level. 

 

 
Fig. 10. (a-d) Shows “Baboon” and “Lena” Cipher images and their Ciphered 

RGB Components. 

 

 
Fig. 11. (a–c): Histograms of RGB Component of “Baboon” and “Lena” after 

Encryption. 
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VII. SECURITY ANALYSIS 

A. The Key Size 
The total number of unique keys used in the encryption 

must be big enough to make brute-force attacks ineffective. 
Our algorithm employs six values; 𝑥01𝐷, 𝑥02𝐷,𝑦𝑦02𝐷, 𝑥03𝐷,  𝑦𝑦03𝐷 , 
𝑧𝑧03𝐷 and the eight parameters of µ, r, r′, 𝛾1 ,𝛾2, 𝜆,𝛽,𝛼, as secret 
keys. Wang and Teng [25] proved that if the precision is 
10−17 , the keys 𝐾𝑥𝑥01𝐷 =  𝐾𝑥𝑥02𝐷 = 𝐾𝑦𝑦02𝐷 = 𝐾𝑥𝑥03𝐷  = 𝐾𝑦𝑦03𝐷 =
𝐾𝑧𝑧03𝐷 = 1017, 𝐾𝜇 = 𝐾r = 𝐾r′ , 𝐾𝛾1 = 𝐾𝛾2 = 𝐾𝜆 = 𝐾𝛽 = 𝐾𝛼 =
0.5 × 1017. Let the plain color images have size 256 × 256. 
The number of iterations over six maps 𝐼0 is 6 × (3 × 𝑀𝑀 × 𝑁) 
=  6 × (3 × 256 ×  256 )≈ 220 ≈ 107. The total key space 
reaches to ≈ 1.953 × 107 × 10235 = 1.953 × 10242. Our key 
space is larger than   2138 , 258 ,  10140 , 2256,  1079 , 
4.2× 10122, 1060,  and  10112 [4, 13, 6, 9, 18, 26, 27, 28] 
respectively. It is greater than 2448 = 7.8×10134, the maximum 
key space mentioned in the survey paper [14]. The total 
numbers of keys within the diagonalization form (1) reach 24 
initial values and parameters. Our key increases it up to 10415. 
The proposed algorithms describe a sufficiently enough key 
space to withstand brute-force assaults. 

B. The Sensitivity Analysis of the Secret Keys 
Little differences between keys yield different cipher 

images. When the image is decrypted, using a wrong key 
induces another image. Fig. 12 displays the decrypted image of 
the Baboon with the proper key of λ=3.66. On the other side, 
Fig. 13 illustrates the decryption of the Baboon image with the 
incorrect encryption key λ=3.66000000000000001. It was 
successful in making the algorithm sensitive to the key. A 
small modification in the key will result in an entirely different 
decryption result, and the attacker won't be able to get to the 
right plain image. 

 
Fig. 12. Result of Correct Parameters used to Decrypt the Baboon Image and 

its R, G and B Components. 

 
Fig. 13. Result of Wrong Parameters used to Decrypt the Baboon Image and 

its R, G and B Components. 

C. Adjacent Pixels Correlation Analysis 
The correlation between pixels is assessed by the degree of 

pixel association. In general, the stronger the correlation 
between nearby pixels in the ciphered image, the poorer the 
encryption algorithm's performance will be, and vice versa. 
The correlation in vertical, horizontal, and diagonal directions 

between 3000 randomly selected nearby pixels is calculated as 
follows: 

𝐸(𝑥) = 1
𝑁𝑁
∑ (𝑥𝑖)𝑁𝑁
𝑖=1             (15) 

𝐸(𝑦𝑦) = 1
𝑁𝑁
∑ (𝑦𝑦𝑖)𝑁𝑁
𝑖=1            (16) 

𝐷(𝑥) = ∑ (𝑥𝑖 − 𝐸(𝑥))2𝑁𝑁
𝑖=1            (17) 

𝐷(𝑦𝑦) = ∑ (𝑦𝑦𝑖 − 𝐸(𝑦𝑦))2𝑁𝑁
𝑖=1            (18) 

𝑐𝑜𝑣(𝑥,𝑦𝑦) = 1
𝑁𝑁
∑ �𝑥𝑖 − 𝐸(𝑥)��𝑦𝑦𝑖 − 𝐸(𝑦𝑦)�𝑁𝑁
𝑖=1          (19) 

𝑟𝑥𝑥𝑦𝑦 = 𝑐𝑜𝑣(𝑥𝑥,𝑦𝑦)
�𝐷(𝑥𝑥)�𝐷(𝑦𝑦)

             (20) 

The values of two neighboring pixels, 𝑥  and 𝑦𝑦 , in the 
Horizontal direction H/D, Vertical Direction V/D and Diagonal 
direction D/D are shown in Tables I to III and Fig. 14. They 
exhibit a high level of concentration and a tendency of one in 
two neighboring pixels in the plain image and a correlation 
extremely near to 0 in the ciphered image, which means that 
adjacent pixels in the ciphered image are random, and the 
encryption impacts resist statistical attack. 

TABLE I. TWO ADJACENT PIXEL CORRELATION VALUES FOR PLAIN AND 
CIPHERED IMAGES (V/D) 

Image  V/D Plain 
image 

Cipher Image 

New Algorithm Ref [28] 

Lena 

R 0.9238 -0.0022 -0.0016 

G 0.9479 0.0026 -0.0011 

B 0.8785 -0.00103 -0.0013 

Baboon 

R 0.9527 -0.0021 0.0002 

G 0.9283 -0.0047 0.0001 

B 0.9563 0.00201 0.0004 

TABLE II. TWO ADJACENT PIXEL CORRELATION VALUES FOR PLAIN AND 
CIPHERED IMAGES (H/D) 

Image  H/D Plain 
image 

Cipher Image 

New Algorithm Ref [27] 

Lena 

R 0.9783 -0.0017 -0.00092 

G 0.9795 0.0034 -0.0038 

B 0.9594 -0.00063 -0.0020 

Baboon 

R 0.9413 -0.0019 0.0062 

G 0.8796 -0.0056 -0.0060 

B 0.9164 0.0018 0.0077 
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TABLE III. TWO ADJACENT PIXEL CORRELATION VALUES FOR PLAIN AND 
CIPHERED IMAGES (D/D) 

Image Component 
D/D 

Plain 
image 

Cipher Image 

New 
Algorithm Ref [10] 

Lena 

R 0.9685 -0.0011 -0.0008482 

G 0.9574 0.0021 -0.0008482 

B 0.8994 -0.00033 -0.0008482 

Baboon 

R 0.6471 -0.0021 0.00370914  

G 0.9567 -0.0036 0.00370914  

B 0.9355 0.0015 0.00370914  

 

 
 

 

 

 

 
Fig. 14. Correlation Test of the RGB Components of the Plain Image and 

Ciphered Image. The Figure Displays the Distribution Coefficient of nearby 
Pixels in Three Directions (H/D, V/D, and D/D) for the Plain Image (up) and 

the Ciphered Image (down). 

D. Discovery of Differential Attack 
To evaluate the capacity to withstand a differential attack, 

the Pixel Change Rate Number, and the Unified Average 
Change Intensity (UACI) tests are applied. The NPCR test 
measures the number of different pixels between plain and 
encrypted images, and the UACI test measures the average 
intensity of these two images [29]. A gentle pixel change 
generates a softly modified cipher image. Analyzing the 
relationship between the cipher image created and the plain 
image using NPCR and UACI becomes essential. The 
definition of UACI and NPCR is as follows: 

𝑈𝐴𝐶𝐼𝑅,𝐺,𝐵 =�
∑ �𝐶𝑅,𝐺,𝐵(𝑖,𝑗) – 𝐶𝑅,𝐺,𝐵 

′ (𝑖,𝑗)�𝑖𝑗
255
𝑁𝑁×𝑁𝑁

� × 100         (21) 
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𝑁𝑃𝑃𝐶𝑅𝑅𝑅,𝐺,𝐵 =  �
∑ 𝐷𝑅,𝐺,𝐵(𝑖,𝑗)𝑖𝑗

𝑁𝑁×𝑁𝑁
� × 100          (22) 

𝐷𝑅,𝐺,𝐵(𝑖, 𝑗) = �0   𝑖𝑓 𝐶𝑅,𝐺,𝐵(𝑖, 𝑗) = 𝐶′𝑅,𝐺,𝐵(𝑖, 𝑗)   
1    𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                             

        (23) 

Respectively, the width and height of the image are M and 
N, and the pixel values in the 𝑖-th row and 𝑗-th column are 
𝐶𝑅,𝐺,𝐵(𝑖, 𝑗) and 𝐶 ′

𝑅,𝐺,𝐵(𝑖, 𝑗) for the two ciphered images before 
and after one pixel of the original plain image is altered. 
Table IV shows the values of 𝑁𝑃𝑃𝐶𝑅𝑅𝑅,𝐺,𝐵  over 99.55% and 
values of 𝑈𝐴𝐶𝐼𝑅,𝐺,𝐵 above 33.44%. The studies illustrate that 
our technique is highly sensitive to minor changes in the 
original image, even if the two original images are only one-bit 
different, the decrypted images are somewhat different. 

TABLE IV. RESULTS OF NPCR AND UACI (PERCENT) 

Image 
The Proposed Algorithm Ref [10] 

 

NPCR% UACI % NPCR% UACI % 

Lena 

R 99.5117 33.4218 

99.6052 33.4132 G 99.4751 33.4411 

B 99.5132 33.4887 

Baboon 

R 99.5895 33.6405 

99.6227 33.4865 G 99.5728 33.3403 

B 99.6368 33.4706 

E. Peak Signal-to-Noise Ratio (PSNR) Analysis 
In image reconstruction, PSNR is used primarily as a 

quality metric. The following equation is calculated: 

𝑃𝑃𝑆𝑁𝑅𝑅𝑅,𝐺,𝐵 = 20 ∗ 𝑙𝑜𝑔10( 255
𝑠𝑞𝑟𝑟𝑡�𝑁𝑁𝑆𝐸𝑅,𝐺,𝐵�

)          (24) 

𝑀𝑀𝑆𝐸𝑅,𝐺,𝐵 = ∑ ∑ 𝐶𝑅,𝐺,𝐵(𝑖,𝑗)−𝐶𝑅,𝐺,𝐵
′ (𝑖,𝑗)

𝑁𝑁𝑥𝑥𝑁𝑁𝑗𝑖           (25) 

The mean square error (MSE) describes the difference in 
the values from 0 to 255 between the plain and the 
ciphered image. The variations between the original and the 
encrypted image in the PSNR values also are shown in 
Table V. Our approach shows higher resistance to statistical 
attacks. 

TABLE V. RESULTS OF PSNR 

Image 
New algorithm Reff [27] 

R G B R G B 

Lena 

7.9687 

8.8887 

9.7595 

7.8992 

8.5765 

9.6785 

Baboon 

8.3985 

9.4578 

8.9701 

8.9581 

9.4143 

8.4156 
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IX. CONCLUSION 
We proposed a large enough key space algorithm to resist 

brute-force attacks for image security. The proposed 
cryptosystem generates three keys in the form of a square 
matrix 𝑀𝑀 × 𝑁, and three keys in the form of a vector matrix of 
length 𝑀𝑀𝑁. Our cryptosystem for image encryption technique 
is based on a combination of multidimensional chaos systems 
and the diversity between shuffling and scrambling of rows and 
columns in the RGB components of the plain image, as well as 
multi-level diffusion of pixel values. The computational study 
between the proposed algorithm and other cryptosystem 
showed that the proposed algorithm has high level of security 
and wide key spaces. The advantage of the current algorithm is 
using multi-level encryption based on big key space. 
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Abstract—Coastal and offshore oil and gas structures and 

operations are subject to continuous exposure to environmental 

conditions (ECs) such as varying air and water temperatures, 

rough sea conditions, strong winds, high humidity, rain, and 

varying cloud cover. To monitor ECs, weather and wave sensors 

are installed on these facilities. However, the capital expenditure 

(CAPEX) and operational expenses (OPEX) of these sensors are 

high, especially for offshore structures. For observable ECs, such 

as cloud cover, a cost-effective deep learning (DL) classification 

model can be employed as an alternative solution. However, to 

train and test a DL model, a cloud cover image dataset is 

required. In this paper, we present a novel visual-range cloud 

cover image dataset for cloud cover classification using a deep 

learning model. Various visual-range sky images are captured on 

nine different occasions, covering six cloud cover conditions. For 

each cloud cover condition, 100 images are manually classified. 

To increase the size and quality of images, multiple label-

preserving data augmentation techniques are applied. As a 

result, the dataset is expanded to 9,600 images. Moreover, to 

evaluate the usefulness of the proposed dataset, three DL 

classification models, i.e., GoogLeNet, ResNet-50, and 

EfficientNet-B0, are trained, tested, and their results are 

presented. Even though EfficientNet-B0 had better 

generalization ability and marginally higher classification 

accuracy, it was discovered that ResNet-50 is the best choice for 

cloud cover classification due to its lower computational cost and 

competitive classification accuracy. Based on these results, it is 

concluded that the proposed dataset can be used in further 

research in DL-based cloud cover classification model 

development. 

Keywords—Cloud cover; dataset; classification; GoogLeNet; 

ResNet-50; EfficientNet-B0 

I. INTRODUCTION 

Cloud cover is an important observation for weather 
monitoring. It is classified as a percentage cloud cover of the 
visible sky. Changes in cloud cover percentage affect the 
global mean surface temperature and pressure systems [1], the 
amount of solar UV radiation reaching the earth’s surface [2], 
the melting rate of ice shields [3], and the radiation-energy-
carbon balance of tropical rain forests [4]. It also plays a 
crucial part in the selection of sites for observational astronomy 
[5, 6]. From the clean power generation perspective, cloud 
cover percentage has an instantaneous effect on the power 
generation capability of solar panels [7]. For safety reasons, 
offshore oil and gas excavation and production activities are 

also subject to weather conditions [8], which may be associated 
with cloud cover. 

Since cloud cover is an important parameter of prevailing 
weather conditions, its classification plays an important role in 
weather monitoring at offshore oil and gas platforms. 
Currently, these platforms rely on various sensors to monitor 
weather conditions. The procurement cost of these sensors is 
usually high. Additionally, any subsequent maintenance 
activity is also costly due to the remoteness of the offshore site. 
As a low-cost alternative, deep learning (DL)-based 
technologies can be applied to monitor, forecast, and predict 
climate and weather conditions [9], and postprocess cloud 
cover [10]. A DL-based cloud cover monitoring system 
requires the installation of a less expensive visual-range sensor, 
a single-board computer, and a pre-trained DL classification 
model. This solution can be applied as support to the existing 
sensor-based system or deployed as a module for a larger DL-
based weather monitoring system at remote oil and gas 
platforms. 

The deep learning classification models depend upon a 
large collection of images for training and testing purposes. 
Publicly available weather image datasets do not distinguish 
between different cloud cover conditions [11-13]. As a result, 
they are not suitable for a multi-class cloud cover classification 
problems. The objective of this study is to fill this gap by 
proposing a novel visual-range cloud cover image dataset, 
named Manzoor-Umair: Cloud Cover Dataset (MU-CCD), for 
deep learning classification models. The proposed study 
classifies cloud cover conditions into six classes. For every 
cloud cover condition, 100 source images are manually 
identified. Various augmentation techniques are applied to the 
source images to improve the quality and quantity of each 
cloud cover condition. As a result, the dataset consists of 9,600 
RGB images at 1920x1080 pixel dimensions. 

The dataset is aimed at a DL-based classification module of 
cloud cover for a larger DL-based weather classification 
system to be deployed at remote oil and gas facility. Thus, to 
access its suitability, the MU-CCD is evaluated on three well-
known deep learning image classification models, namely 
GoogLeNet, ResNet-50, and EfficientNet-B0. The presented 
results indicate that the proposed dataset is well suited for 
training and testing of deep learning-based cloud cover 
classification models and, as a result, can be used for the 
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development of cloud cover classification modules of a larger 
DL-based weather monitoring system. 

The rest of the paper is divided in the following manner: 
The literature review section describes the related literature on 
cloud cover classification and publicly available weather image 
datasets. The methodology section explains the steps taken to 
create MU-CCD. The proposed dataset section discusses the 
different features and statistics of MU-CCD. The dataset 
effectiveness experiment section presents the classification 
performance of well-known DL-based image classification 
models on MU-CCD, and finally, the conclusion and future 
work section sums up the work and identifies the future 
directions. 

II. LITERATURE REVIEW 

A. Cloud Cover Classification 

The most common way to classify cloud cover is by visual 
observation of the sky by an experienced meteorologist [14]. 
This method divides the sky into eight segments, called octas 
(C). For every segment, the percentage presence of cloud cover 
is noted. The cumulative percentage cover of clouds then 
identifies the present cloud cover conditions. The method has 
been used in studies conducted by Robaa [15] and Werkmeister 
et al. [16]. Other methods of identifying cloud cover include 
the processing of images from all-sky cameras and satellite 
data. However, based on its simplicity and practicability, 
classifying cloud cover conditions by observing sky images for 
cloud cover percentage is found to be more suitable and 
relevant for the presented work. 

B. Visual-Range Weather Image Datasets 

In this section, recently published image weather datasets 
are selected to assess their suitability for cloud cover 
classification problems. Since the presented study focuses on 
visual-range cloud cover image classification, thus the selected 
datasets consist of visual-range weather images under various 
geographical and weather conditions. 

The RFS Weather Dataset is a visual-range image dataset 
aimed at computer vision applications [11]. The dataset is a 
collection of images acquired from various online resources 
such as Creative Commons, Flickr, Pixabay, and Wikimedia 
Commons. The images in the data are divided into three 
categories, namely, rain, fog, and snow. Additionally, the 
dataset borrowed images of sunny and cloudy categories from 
a dataset proposed by Lu et al. [17]. For each category, there 
are 1,100 images. Thus, in total, the RFS Weather Dataset 
consists of 5,500 images. However, the cloudy images in the 
dataset are not categorized by the percentage of cloud cover. 
Thus, to classify different cloud cover conditions, this dataset 
is found to be unsuitable for training and testing of a deep 
learning classification model. 

The 4Seasons is a multi-weather visual-range video dataset 
aimed at autonomous vehicle driving applications [12]. The 
dataset covers three weather conditions, namely, sunny, 
overcast, and snowy, as well as two illumination conditions, 
namely, day and night. Due to its application nature, the dataset 
does not further bifurcate the overcast conditions into various 
cloud cover classes. The absence of such bifurcation makes it 

unsuitable for cloud cover classification using deep learning 
models. 

The Image2Weather dataset is a large-scale visual-range 
image dataset aimed at weather conditions and temperature 
estimations [13]. The dataset consists of 180,000 images and 
covers five weather types, namely, sunny, cloudy, foggy, rainy, 
and snowy. The dataset was created using existing images from 
an online resource. Based on the image metadata, its 
geographical location and image capture time were identified. 
This information is then used to retrieve corresponding weather 
information from an online weather center. However, the 
cloudy weather in the presented dataset is not further 
categorized into different cloud cover conditions, which makes 
it unsuitable for training and testing of deep learning 
classification models. 

Based on the presented evidence, it is deduced that, at 
present stage, the reviewed weather image datasets are 
unsuitable for machine classification of cloud cover conditions. 
For example, all three datasets, i.e., the RFS Weather Dataset 
[11], 4Seasons dataset [12], and Image2Weather dataset [13],  
do not categorize cloud cover images as a percentage of sky 
cover. Thus, classification of various cloud cover conditions is 
not possible using these datasets. Thus, in this paper, to address 
the need for training and testing dataset for deep learning cloud 
cover classification models, we propose a visual-range cloud 
cover image dataset that presents six cloud cover conditions 
based on percentage of sky cover. 

III. METHODOLOGY 

This section discusses the optical sensor and methodology 
of MU-CCD development. 

A. Optical Sensor 

In this experiment, a visual-range 24 mega-pixel NIKON 
D3400 camera is utilized to capture images in JPEG format at 
6000 x 4000 pixels in sRGB color space. The camera was set 
to auto mode and various zoom levels were applied throughout 
the data collection process. 

B. Data Collection and Preprocessing 

In the first phase of Manzoor-Umair: Cloud Cover Dataset 
(MU-CCD) development, sky images were captured on nine 
different occasions across five geographically separated 
locations in West Malaysia. The images are taken across the 
year to capture different seasonal attributes. In addition to this, 
to record varying levels of illumination, the images are taken at 
different times of the day. These images are visually analyzed 
and sub-images containing sky conditions are extracted at a 
resolution of 1920x1080 pixels. Images having undesired 
artefacts or sensor noise are then removed. The highest visual 
quality images are selected for the second phase. 

C. Image Classification 

The second phase of MU-CCD creation is the manual 
classification of selected images. We have classified cloud 
cover conditions into six categories. These classes are clear 
sky, few clouds, isolated clouds, scattered clouds, broken 
clouds, and overcast. Table I describes the empirical 
methodology adopted for CC classification based on cloud 
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cover percentage in an image. For each class, 100 images are 
manually classified. 

D. Data Augmentation 

Data augmentation is an effective technique to increase the 
quality and size of image datasets. It not only provides a 
solution for limited data but also addresses the issue of 
overfitting in DL models [18]. In the third phase, a data 
augmentation policy (DAP) is designed to augment the image 
data. The policy makes sure that label-preserving augmentation 
techniques such as flipping, down sampling, color space 
transformation, noise injection, grid shuffle, weather-related 
augmentation, and kernel filtering are applied to images. Based 
on the DAP, an image augmentation pipeline (IAP) is 
developed using a Python-based library, Albumentations [19], 

and applied to all six source image pools. This results in 1,600 
images per class. The flow of IAP is illustrated in Fig. 1. 

TABLE I. CLOUD COVER CLASSIFICATION 

Class 

ID 
Class Name Visible Cloud Cover (%) 

1 Clear Sky 0 

2 Few Clouds 1-10 

3 Isolated Clouds 11-25 

4 Scattered Clouds 26-50 

5 Broken Clouds 51-90 

6 Overcast 91-100 

 

Fig. 1. Image Augmentation Pipeline (IAP). 
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E. Image Naming Convention 

After each stage of IAP, a suffix is added to the output 
image’s file name. The list of used suffixes and their 
corresponding augmentation methods is given in Table II. 

TABLE II. AUGMENTATION SETS AND CORRESPONDING FILE NAME 

SUFFIXES 

Serial 

No. 

Augmentation 

Set 
Augmentation Method Suffix 

1 
AS1 

Horizontal Flip HF 

2 Vertical Flip VF 

3 AS2 Down Sample DS 

4 
AS3 

Random Brightness RB 

5 Random Contrast RC 

6 

AS4 

Gaussian Noise GN 

7 Random Grid Shuffle GS 

8 Solar Flare SL 

9 Blur BL 

A sample file called "DSC_0183_7_VF_RC_BL.JPG" 
indicates that the source image is "DSC_0183_7.JPG" and that 
it has been vertically flipped (VF), randomly contrasted (RC), 
and blurred (BL). 

IV. PROPOSED DATASET 

MU-CCD is a visual-range image dataset of six cloud cover 
classes. The dataset is designed for training and testing of DL-

based cloud cover classification problems. The presented 
image format is JPG in RGB color space, and the dimensions 
are 1920x1080 pixels. By applying nine different augmentation 
methods, the number of image instances per class is increased 
from 100 to 1,600, resulting in a total of 9,600 images in the 
dataset. The images in final dataset are then randomly divided 
into training and testing sets at a ratio of 80:20. The summary 
of MU-CCD is presented in Table III. 

TABLE III. SUMMARY OF MU-CCD 

Source 
Images 
per 
Class 

Augmentation 
Methods 
Applied 

Final 
Images 
per 
Class 

Total 
Images 
in 
Dataset 

Training 
Images 

Testing 
Images 

100 9 1,600 9,600 7,680 1,920 

The dataset takes advantage of various data augmentation 
techniques to increase its dataspace. As a result of the carefully 
designed DAP, it represents a balanced proportion of image 
augmentation sets. For example, the dataset can be divided into 
four image augmentation sets. A tabular description is 
presented in Table II. The first augmentation set (AS1) consists 
of the original image and its flipped versions. The second set 
(AS2) contains down-scaled images. The third augmentation 
set (AS3) pool has images with color space variations. Finally, 
the fourth augmentation set (AS4) has a mix of noise injection, 
grid shuffle, weather-related augmentation, and kernel filtering 
applied to the images. Each set has an equal proportion of 25% 
in the dataset. 

For the interest of the reader, in Fig. 2, class-wise original 
and augmented image samples from MU-CCD are presented. 

Class Original Image AS1 AS2 AS3 AS4 

1 

     

2 

     

3 

     

4 

     

5 

     

6 

     

Fig. 2. MU-CCD Class-Wise Original and Augmented Image Samples. 
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V. DATASET EFFECTIVENESS EXPERIMENT 

To validate the effectiveness of MU-CCD in DL-based 
cloud cover classification problems and to provide reference 
measures, we have trained and tested three selected DL models 
on the proposed dataset. In the following subsections, the 
hardware and software setup, selection of deep learning 
models, experimental configurations, training and validation 
results, and discussion are presented. 

A. Hardware and Software Setup 

The experiment was conducted on an Intel (R) Core (TM) 
i7-9750H CPU running at 2.60GHz. The machine has a 16 GB 
main memory and runs the Windows 10 Pro operating system. 
An NVIDIA GeForce RTX 2070 with a Max-Q Design GPU is 
used for DL model training and testing. The GPU has 8 GB of 
memory. All the simulations are conducted on MATLAB 
version R2021a. 

B. Deep Learning Classification Models’ Selection 

For the proposed experiments, three DL models are 
selected based on their ability to improve computational 
accuracy, ease of training, and effective convolutional neural 
networks (CNNs) network scaling ability. The selected models 
are GoogLeNet [20], ResNet-50 [21], and EfficientNet-B0 
[22]. 

The GoogLeNet network was developed by Google [20]. It 
is the winner of the ILSVRC 2014 competition. The network is 
based on the Inception architecture, and its receptive field size 
is 224x224 pixels in RGB color space. GoogLeNet is a 22-
layer deep network that focuses on improving computational 
accuracy. 

Deep residual nets, or ResNet, was the winner of the 
ILSVRC 2014 competition [21]. The plain network 
architecture is inspired by the VGG nets. There are different 
variants of ResNet based on the depth of its layers. The 50-
layer deep variant is known as ResNet-50. The network has a 
receptive field size of 224x224 pixels in RGB color space. The 
network is based on a residual learning framework that eases 
the training of deeper neural networks. 

The EfficientNet-B0 model is developed by Google. The 
baseline network is built using neural architecture search, 
which optimizes the accuracy and efficiency of the network 
[22]. The EfficientNet-B0 has 290 layers, and its receptive 
field size is 224x224 pixels in RGB color space. The model has 
various variants and has shown improvement in the top-1 
accuracy for ResNet-50 on the ImageNet dataset. 

C. Experimental Configurations 

Three separate cloud cover classification experiments are 
designed and performed on MU-CCD. For all three 
experiments, Stochastic Gradient Descent with momentum 
(SGDM) was selected as an optimization algorithm as it is 
known for its faster convergence. The initial learning rate for 
SGDM is set at 0.01. The validation frequency and maximum 
epoch number are fixed at 50 and 10, respectively. Due to the 
relatively increased layer depth of the ResNet-50 and 
EfficientNet-B0 models and GPU memory constraints, an 
image batch size of 64 is selected for these models. The 
GoogLeNet, however, is trained using an image batch size of 

128. For all three experiments, the validation patience is set 
at 5. 

D. Training, Validation Results and Discussion 

All three models are trained and validated on a training-
validation set (TVS) of MU-CCD. The TVS has 7,680 images, 
which are split into 70% and 30% for training and validation 
purposes. The training accuracy and loss graphs for all three 
models are presented in Fig. 4, 5, and 6. In each figure, the top 
graph depicts training accuracy performance, while the bottom 
graph represents the corresponding loss. The legends for Fig. 4, 
5, and 6 are presented in Fig. 3. 

The GoogLeNet took the least amount of time (i.e., 415 
seconds) to train the network, and attained the highest training 
accuracy of 98.4%. However, its validation accuracy remains 
the lowest in the group. Fig. 4 illustrates the training accuracy 
and loss for GoogLeNet. 

As depicted in Fig. 5 and 6, the ResNet-50 and 
EfficientNet-B0 models’ validation accuracies were almost 
similar and slightly higher than GoogLeNet. However, when 
compared for training time, ResNet-50 was trained 27% faster 
than EfficientNet-B0. 

For all three models, overfitting is observed, as their 
validation loss remains higher than their training loss. 
Moreover, it was observed that the EfficientNet-B0 generalized 
well, as it yielded the lowest difference between its training 
and validation loss. Table IV presents the training and 
validation statistics of the evaluated models. 

 

Fig. 3. Legdens for Fig. 4, 5 and 6. 

 

Fig. 4. Training (Top), Validation (Bottom) Graphs for GoogLeNet. 
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Fig. 5. Training (Top), Validation (Bottom) Graphs for ResNet-50. 

 

Fig. 6. Training (Top), Validation (Bottom) Graphs for EfficientNet-B0. 

E. Testing Results and Discussion 

All three models are tested on the testing set (TS) of MU-
CCD, which consists of 1,920 images. 

During the training-validation phase, it was found that 
EfficientNet-B0 generalized well as compared to ResNet-50 
and GoogLeNet. By analyzing the confusion matrix for 
GoogLeNet, ResNet-50, and EfficientNet-B0 in Fig. 7, 8, and 
9, respectively, a similar observation is made. EfficientNet-

B0’s overall classification accuracy of 87.2% remains the 
highest among all three models. However, it was marginally 
higher than ResNet-50’s classification accuracy. For 3 classes 
(few clouds, isolated clouds, and overcast), EfficientNet-B0 
resulted in the highest classification accuracy. The scaled-up 
network dimensions of EfficientNet-B0 can be attributed to a 
higher processing time per image during the testing phase. It 
was 3 times higher than the next best model, i.e., ResNet-50. 
The confusion matrix for EfficientNet-B0 is presented in 
Fig. 7. 

The ResNet-50 showed very competitive results among all 
the deep learning models in question. The model not only took 
less time to process an image, but it also classified the cloud 
cover with high accuracy. Despite the poor performance of 
GoogLeNet and EfficientNet-B0 for class 4 (Scattered Clouds) 
instances’ classification, ResNet-50 yielded relatively better 
results. As presented in Table V, across all six classes, the 
model’s classification performance remains highly competitive 
with the other two models. The confusion matrix for ResNet-
50 is presented in Fig. 8 which shows an overall accuracy of 
87.0%. 

Due to its simple architecture, the GoogLeNet took the 
least amount of time to process an image during the testing 
phase. However, this performance is marginally better than 
ResNet-50. Similarly, in classifying class 1 and 6 instances, the 
model slightly surpassed ResNet-50, but the model’s over-all 
classification performance remains the lowest among all 
models. The model’s overall accuracy was 83.5%, and it is 
illustrated in Fig. 9. 

TABLE IV. TRAINING AND VALIDATION RESULTS OF DEEP LEARNING MODELS 

Model Training Time (sec) Training Accuracy Validation Accuracy Training Loss Validation Loss 

GoogLeNet 415 98.43% 63.63% 0.06 2.65 

ResNet-50 655 95.31% 66.75% 0.10 1.09 

EfficientNet-B0 895 96.87% 66.62% 0.04 0.89 

TABLE V. CLASSIFICATION RESULTS OF DEEP LEARNING MODELS 

Model 
Classification Accuracy 

Per Image Processing Time (sec) 
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Overall 

GoogLeNet 100.0% 85.0% 65.0% 66.9% 85.6% 98.4% 83.5% 0.09 

ResNet-50 97.5% 85.9% 77.2% 73.4% 90.9% 97.2% 87.0% 0.11 

EfficientNet-B0 98.4% 89.7% 88.1% 69.4% 77.5% 100.0% 87.2% 0.32 
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Fig. 7. EfficientNet-B0 Confusion Matrix. 

 

Fig. 8. ResNet-50 Confusion Matrix. 

 

Fig. 9. GoogLeNet Confusion Matrix. 

VI. CONCLUSION AND FUTURE WORK 

Installation and maintenance of weather sensors at remote 
oil and gas platforms entails high CAPEX and OPEX. As an 
alternative, a low-cost deep learning-based weather monitoring 
system can be used. One of the components of such a system 
can be a cloud cover classification model. To train and test this 
model, in this paper, we have proposed a novel visual-range 
cloud cover image dataset named MU-CCD. Across West 
Malaysia, at various occasions and time of the day, sky images 
were captured and preprocessed. The images were then 
manually classified into six cloud cover classes. Various label-
preserving augmentation techniques were applied on manually 
classified images to increase the size and quality of the dataset. 

As a result, the final dataset consists of 9,600 images covering 
six cloud cover states. The dataset can be downloaded from 
https://www.kaggle.com/umairatwork/manzoorumair-cloud-
cover-dataset-muccd. 

The suitability of the proposed dataset for training and 
testing of the DL classification model was evaluated on three 
selected DL models. The classification results of these models 
were also presented. It was found that the dataset is well suited 
for DL-based cloud cover classification model training and 
testing. However, it was observed that for clear sky and 
overcast conditions, the dataset can be further improved for 
more visually distinct features in the source images. 
Additionally, it was observed that EfficientNet-b0 generalized 
well on the presented dataset and effectively classified the 
images. However, because of its increased number of layers, 
the model took the longest time to process an image. While 
considering the classification accuracy and computational cost 
factors in combination, ResNet-50 emerges as an ideal 
candidate for the cloud cover classification problem. However, 
improvement in its generalization capability and classification 
accuracy can be further investigated as a future work. 
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Abstract—Blockchain is one of the most discussed and highly 
accepted technologies, primarily due to its application in almost 
every field where third parties are needed for trust. Blockchain 
technology relies on distributed consensus for trust, which is 
accomplished using hash functions and public-key cryptography. 
Most of the cryptographic algorithms in use today are vulnerable 
to quantum attacks. In this work, a systematic literature review 
is done so that it can be repeated, starting with identifying the 
research questions. Focusing on these research questions, 
literature is analysed to find the answers to these questions. The 
survey is completed by answering the research questions and 
identification of the research gaps. It is found in the literature 
that 30% of the research solutions are applicable for the data 
layer, 24% for the application and presentation layer, 23% for 
the network layer, 16% for the consensus layer and only 1% for 
hardware and infrastructure layer. We also found that 6% of the 
solutions are not blockchain-based but present different 
distributed ledger technology. 

Keywords—Blockchain; quantum computers; distributed ledger 
technology; security; systematic literature review; quantum attacks 

I. INTRODUCTION 
Quantum computing is one of the latest technologies that 

has exploded in popularity in recent years. While the 
foundation of quantum mechanics has been more theoretical 
than practical for over 100 years, now the time has arrived 
when practically all firms are delving into it. In the late 1970s 
and early 1980s, research defining the fundamentals of 
quantum computing surfaced. Paul Benioff, an Argonne 
National Labs scientist, wrote a paper in 1979 that showed the 
theoretical foundation for quantum computing [1] and 
suggested that a quantum computer might be developed. 
Numerous businesses claim to be developing quantum 
computers, such as IBM, which is currently providing its 
clients with the first solutions in the form of a Quantum Gate 
Model. Google, Microsoft and many other companies are 
exploring similar machines. 

Satoshi Nakamoto introduced the decentralised transfer and 
maintenance of digital assets that cannot be duplicated [2]. 
Distributed ledger technology (DLT) was initially used in 
finance, but it was subsequently discovered that it could be 
used whenever we desire to eradicate centralisation or 
intermediaries. The most widely used DLT is blockchain. 
There are other types of DLTs like IOTA [3], Hashgraph [4] 
etc., which are based on Directed Acyclic Graphs. Radix is also 
a DLT that uses a distributed database to store transactions [5]. 
Blockchain may be conceived as a sequence of interconnected 
blocks containing transactions. Every block stores the hash of 
the previous block, which results in a chain that is very difficult 

to modify since modifying every transaction necessitates 
modifying the block, and modifying the block necessitates 
modifying the entire chain. Blockchain is the foundation of 
cryptocurrencies such as Bitcoin [2], Ethereum [6], Litecoin, 
etc. 

Quantum computers cannot solve optimisation issues in a 
substantially scalable manner. In a universal infrastructure, 
there will be classical computers and quantum computers, with 
the quantum computer having a significant edge in terms of 
optimisation. Several quantum algorithms, such as Grover's 
algorithm [7], Shor's algorithm [8], and others, can solve some 
problems far quicker than conventional algorithms. Problems 
that have previously been almost insolvable will now be 
resolved in a reasonable period. In this regard, advancement in 
the quantum computing sector has piqued the curiosity of many 
researchers in both academia and industry. 

Blockchain technology started to proliferate because of its 
nature to provide unbreakable data security, but once practical 
quantum computers are developed, they cannot provide such 
security [9]. Smart contracts can be hampered, and the whole 
technology will go down. The security of the blockchain is 
built on mathematical challenges that are extremely difficult 
for even the most powerful conventional computers to solve. 

Public key cryptography protects cryptocurrencies. To 
breach public key encryption, quantum computers might 
possibly threaten the crypto industry, where some currencies 
are worth trillion of dollars. Encryption can be bypassed, 
allowing attackers to mimic legal owners of digital assets. All 
security assurances will be meaningless if quantum computing 
gets strong enough. To decrypt data, quantum computers will 
need thousands of qubits, compared to today's hundreds. 
Machines will also require persistent qubits that can do 
calculations for much longer than currently achievable. 

NIST (National Institute of Standards and Technology) has 
already started finding, evaluating, and standardising public-
key cryptography algorithms that are quantum-resistant [10]. 
However, it is necessary for the research community to 
primarily focus on blockchain technology. A lot of work is 
going on to create a quantum secure blockchain. To 
systematically analyse them following research questions are 
set: 

RQ1: What challenges and security issues could occur due 
to the rise of quantum computers in blockchain technology? 

RQ2: What are the various strategies and approaches used 
by researchers to make blockchain quantum resistant? 
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To answer these research questions, a systematic literature 
review has been undertaken. In Section 2, the research method 
is discussed in detail. Section 3 explores the basics of 
blockchain and quantum computing and the related challenges 
and solutions associated with these technologies. The survey 
results and answers to the research questions are discussed in 
Section 4, and the work is then concluded in Section 5 with 
future directions. 

II. RESEARCH METHOD 
This research utilised the SLR (Systematic Literature 

Review) method, as it helps to conduct the secondary research 
using a well-defined method. This approach gives us a 
framework to follow in order to discover, analyse, and evaluate 
relevant literature to find unbiased and reproducible answers to 
our research questions [11]. The parts of the process include 
planning, conducting and reporting on the review. Section 1 
deals with the planning phase. Reporting is handled in 
Sections 3 and 4. This section goes through the phases of the 
review process, which includes: 

A. Research Identification 
This preliminary search aims to discover existing 

systematic reviews and determine the volume of studies that 
would be appropriate. A single search string is utilised instead 
of many search strings. Only databases related to the issue and 
widely accepted in the scholarly community are included. For 
this study, only IEEE Xplore, Elsevier, ACM Digital library, 
Springer Nature and Taylor & Francis is used. 

The search string is formed to search throughout the 
metadata using the Boolean operator "AND," and the simple 
search term is ("Blockchain" AND "Quantum"). 

B. Inclusion and Exclusion Criteria 
Inclusion and exclusion criteria should be based on the 

research questions to guarantee that the research questions can 
be effectively interpreted and that the studies are properly 
classified. Because the wide usage of blockchain grew in 
prominence after 2015, we chose all papers published after 
January 2016. We also limited the results to journal and 
conference articles, excluding online material, books, and 
magazines. If duplicate articles or corrections are found in any 
of these articles, they were removed. Finally, only articles 
written entirely in the English language are chosen. 

C. Study Selection Process 
We found 126 items in IEEE Xplore, 395 in Elsevier, 187 

in the ACM digital library, 272 in Springer Nature, and 96 in 
Taylor & Francis Online using the specified search term and 
inclusion-exclusion criteria. A three-stage selection technique 
was implemented to guarantee that only relevant research 
articles were evaluated. Following the search, the results are 
extracted using keywords and titles. Following that, the 
abstracts of the papers were read, and the number of articles 
was decreased. Only high-quality studies that answered the 
research questions were picked in the last step, which involved 
reading whole articles and ranking them based on content. For 
efficient monitoring and control during the selection process, a 
separate folder was created for each evaluation stage, along 
with a new Excel sheet. The research is entirely transparent and 

traceable as a result of this. Table I shows the step-by-step 
selection criteria, and Fig. 1 shows the count of publications 
that were included. 

TABLE I.  CRITERIA FOR ACCEPTANCE AT EACH STAGE 

Review 
Stage Method Criteria for acceptance 

First 
Filter the articles 
using keywords 
and titles. 

The title or keyword should be related to 
the research objective. Select the document 
for the next stage if there is any doubt. 

Second Exclude articles 
based on abstracts 

Check if the abstract relates to the research 
question. In case of doubt, move the paper 
to the subsequent stage. 

Third 

Articles are 
excluded based on 
their entire text 
and article quality. 

Papers that correspond to the research 
subject and proper experiments or 
mathematical proof is provided are 
selected. 

 
Fig. 1. Number of Papers Selected at each Stage. 

D. Data Extraction 
Once the analysis of the selected articles was completed, an 

excel file was created to record the data extracted from each 
publication. Table II shows the fields that were taken from 
each publication. 

TABLE II.  FIELDS USED FOR DATA EXTRACTION 

S. No Field Description 
S1 Title The paper's title  

S2 Database Where an article is published 

S3 Rating According to the content 

S4 Experiment Whether or not proper experimentation is 
carried out 

S5 Mathematical 
Proof 

Whether or not mathematical proof is 
provided 

S6 Architecture/Fram
ework/Algorithm 

Whether the architecture, framework, or 
algorithm is given. 

S7 Code Whether source code is given to duplicate the 
results 

S8 Survey Is it a survey paper 

S9 Problem identified Which type of issue is discussed in the paper 

S10 Category of 
Solution What type of solution is provided 

543 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

E. Data Synthesis 
According to the research questions, all data taken from the 

selected publications was synthesised. This makes it simple to 
understand the challenges and different kinds of solutions 
provided. 

As shown in Tables III and IV, a systematic data analysis 
assisted in the formalisation of specific categories related to the 
description of problems and solutions. 

TABLE III.  CHALLENGES BASED ON LAYERS 

S. No. Layers Articles 

1 Application and Presentation 
Layer [17], [18], [27], [19]–[26] 

2 Consensus Layer [28]–[36] 

3 Network Layer [37], [38], [47], [39]–[46] 

4 Data Layer [48], [49], [58]–[65], [50]–[57] 

5 Hardware and infrastructure 
layer [48] 

6 Not based on Layers [66], [67] 

TABLE IV.  SUMMARY OF SOLUTIONS FOUND IN THE LITERATURE 

S.No. Solution Article 

1 Quantum Properties  [18], [21], [89], [26], [28], [31], [41], 
[44], [46], [70], [88] 

2 Hash Based Signature [24], [25], [50], [56], [58], [59], [71] 

3 Code-Based 
Cryptography [22] 

4 Lattice Based 
Cryptography 

[20], [23], [53], [54], [57], [62], [63], 
[90], [38]–[40], [43], [45], [49], [51], 
[52] 

5 Multivariate 
Cryptography [37], [55], [64] 

6 Directed Acyclic Graph [66], [67] 

7 Quantum Blind 
Signature [18], [38], [42], [55], [70] 

8 Quantum Walks [61] 

9 Hardware And Software 
Based Blockchain [48] 

10 Quantum Cloud 
Computing [17], [48] 

11 Post-Quantum Threshold 
Signature [29] 

12 Quantum Random Oracle 
Model [43] 

13 One Way Function [60][65] 

14 Zero Knowledge Proof [47][27] 

16 New Consensus [21], [28]–[30], [32]–[36] 

17 Review [9], [91]–[94] 

Furthermore, as shown in Fig. 3 and 4, a frequency analysis 
is performed for the problems and solutions under study. 

III. SLR FINDINGS 
We synthesised the data from the selected papers 

depending on the research questions. The problems are not 
clearly defined but presented as an overall solution to 
blockchain problems with quantum computing. In order to 
categorise them properly, the solutions provided are split based 
on different layers of blockchain. Every layer has different 
security requirements, so based on these layers, research 
articles are grouped. Also, some solutions are working of more 
than one layer, so these solutions are identified separately for 
each layer. First, we explain the problems in each layer and 
then different types of solutions studied in the literature. 

A. Challenges and Issues 
After the analysis, it is decided to represent blockchain in 

layers as shown in Fig. 2 and then understand the issues 
according to each layer. Dividing into layers make it easy to 
understand where research is still required. These layers, along 
with problems, are explained below: 

1) Hardware and infrastructure layer: Internet users 
(peers) can now connect with other peers and share data as 
distributed systems are becoming more prevalent. This layer is 
responsible for creating virtual resources such as storage, 
networks, and servers. Nodes are the essential part of this 
layer because nodes are hardware devices that connect to the 
network and help make consensus in the blockchain. 
Infrastructure security frequently necessitates either limiting 
or prohibiting access to the node. So, improvement is needed 
at the infrastructure level to implement quantum blockchain 
properly. 

2) Data layer: Data stored in blockchain depends on the 
type of blockchain-like Hyperledger Fabric [12] that contains 
channel information, whereas a Bitcoin blockchain needs to 
store the information about the sender, receiver, and amount. 
Blockchain network data is added only when consensus is 
reached among the nodes. Hash functions help in the easy 
identification of blocks and the detection of any changes made 
to the blocks. To ensure the confidentiality and integrity of the 
data stored on the blockchain, transactions are digitally signed. 
Blockchain uses asymmetric cryptography to secure 
information about the block, transactions, and transacting 
parties, among other things. 

To sign a transaction, private keys are used, and anyone 
with the public key is used, and anyone with the public key can 
verify the signer. Because the encrypted data is also signed, 
digital signatures ensure data integrity. Every transaction in a 
block is hashed and organised in the form of a Merkle tree. In 
the Merkle tree hash of transactions are organised in the form 
of a binary tree. If any transaction is changed, then the whole 
Merkle tree is changed, which changes the whole block as the 
block contains the hash of the Merkle tree. 
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Fig. 2. Different Layers of the Blockchain. 

As a result, any manipulation will render the signature 
invalid. Most blockchain systems depend significantly on a 
digital signature to improve security. These signatures rely on 
the difficulty of solving a mathematical problem, such as 
determining the factors of large integers. The data layer is 
highly dependent on these algorithms, and once practical 
quantum computers are developed, breaking these algorithms 
will be easy. As a result, this layer is too much vulnerable to 
quantum attacks. 

3) Network layer: The network layer is in charge of inter-
node communication and handles block propagation, 
transactions, and discovery. It is also called the propagation 
layer or peer to peer layer. In a peer-to-peer network, nodes 
share the workload to achieve a common goal in a distributed 
network. This layer ensures that nodes can discover other 
nodes in the network to interact, propagate, and synchronise 
information with other nodes. This layer also handles the 
propagation of the world state. A node can be a light node or a 
full node. Light nodes can merely retain the blockchain's 
header and send transactions. Full nodes are responsible for 
transaction verification and validation, mining, and consensus 
rule enforcement. They are in charge of ensuring the network's 
trustworthiness. So, it is needed that this layer uses quantum 
network in the future. 

The term "Quantum Internet" [13]–[15] refers to the entire 
system, which comprises both quantum and classical packet 
switching networks. A traditional network in which hosts and 
routers can handle quantum information in the network graph 
structure is known as a quantum network. Between these 
nodes, there are classical channel for transferring classical data 
and quantum channel connections for transmitting quantum 
data. 

4) Consensus layer: The rules that nodes follow to ensure 
that transactions are validated within those rules, and that 
blocks respect those rules is known as consensus. There is a 
consensus algorithm behind every blockchain as the trusted 

third party is missing to validate transactions in case of 
conflict. The consensus layer is the most significant layer for 
any blockchain. Consensus protocols provide a set of 
irrefutable agreements between nodes in a distributed peer-to-
peer network. Consensus keeps all of the nodes in sync. 
Consensus is in charge of validating the blocks, ordering 
them, and guaranteeing that everyone agrees. It is easy to 
attack this layer with the help of quantum computers. 
Attackers can search hash collisions, which can subsequently 
be used to change blocks in a network without impacting the 
integrity of the blockchain. Also, for mining, it is required to 
search a nonce, and with quantum computers, it will be very 
fast. This can enable an attacker to reconstruct the whole 
blockchain without getting detected by the network. 

5) Application layer: The application layer includes smart 
contracts[16], chaincode[12], and decentralised apps (dApps). 
Smart contracts are digital contracts built on the blockchain 
that is automatically executed when particular events occur, or 
any external criterion are met. Chaincode is a collection of 
related smart contracts used to do a certain purpose. dApps are 
software applications that run on a blockchain network of 
computers rather than on a single device. Because they are 
decentralised, decentralised apps are free of the control and 
influence of a single authority. 

dApps provide several advantages, including user privacy, 
developer independence and lack of censorship. The 
application layer comprises two layers: the application layer 
and the execution layer. The application layer is where end-
users interact with the blockchain network, including scripts, 
APIs, user interfaces, and frameworks. 

The execution layer, which includes smart contracts, 
underlying rules, and chaincode, is a sublayer. This sublayer 
contains the code and rules that are actually executed. A 
transaction is propagated from the application to the execution 
layer, but it is validated and executed by the semantic layer. 
The execution layer processes transactions and preserves the 
blockchain's deterministic nature. It receives instructions from 
the application layer. A smart contract code should not be 
pulled down or changed after being deployed on a blockchain, 
but it may be possible with quantum computers. Similarly, 
instead of making the smart contract more complex within the 
same technology, it is necessary that from now on, those 
researchers should start moving towards quantum-resistant 
smart contracts. 

B. Solutions 
First, the basic concepts of quantum computing and some 

of the properties are discussed in this section. After that, the 
explanation of the solutions and methods that are found in the 
literature are discussed. 

Quantum computing focuses on developing computer 
systems using quantum theory and quantum bits, or qubits. 
Quantum computers use subatomic particles' ability to exist in 
many states, i.e., it can be 0 or 1 simultaneously. Algorithms 
work by manipulating bits with gates, which change their 
states. The NAND gate is a universal gate, but the NAND 
gate's behaviour is not reversible because it accepts two inputs 
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and returns outputs that are not unique. In quantum computing, 
working with reversible gates is typically convenient since 
every reversible gate may be implemented on a quantum 
computer. The Toffoli gate is a reversible gate that takes three 
bits as input, can imitate the NAND gate. 

Toffoli's gate converts (α,β, γ) to (α,β, (γ +  α ∗
 β) mod 2) . The Toffoli gate maps (α,β, 1) to 
(α,β,α NAND β) when γ =1. Quantum computers are 
classically computationally ubiquitous because they can 
implement the Toffoli gate, even if the Toffoli gate alone is 
insufficient to implement any function on quantum states. The 
electron, which can have a spin pointing up or down, provides 
a simple physical prototype for this two-state system. These 
states are usually written as |0〉 and |1〉 in quantum mechanics 
as a convention. Quantum computers, unlike conventional 
computers, are not limited to manipulating only these two 
states. State superpositions, such as |0〉+ |1〉

√2
 are also feasible. 

These two-state systems are known as quantum bits or qubits. 
Qubit states can alternatively be represented as two-
dimensional vectors, for example. 

|0〉=�1
0�,  |1〉=�

0
1�  (1) 

This is significant because multiplying the corresponding 
vectors allows gates to be represented mathematically as 2 ×
2 matrices acting on qubits. 

A linear combination of |0〉 and |1〉 with complex 
coefficients can be used to describe the state |ψ〉  of any given 
qubit, i.e. 

|ψ〉 = 𝑝|0〉 +  𝑞|1〉, 𝑝, 𝑞 ∈ ℂ.  (2) 

A classical computer requires two complex numbers to 
describe an arbitrary quantum state; similarly, modelling n 
arbitrary quantum states on a classical computer requires 2𝑛 
complex numbers and so a minimum of 2𝑛 Bits. By definition, 
a quantum computer requires just n qubits to describe 𝑛𝑛 states. 
Modelling quantum systems on the classical computer will thus 
take the time that grows exponentially with the number of 
states 𝑛𝑛, whereas modelling the same system on a quantum 
computer only requires time that grows linearly with 𝑛𝑛 . In 
other words, the classical computer takes Օ(2𝑛) time and the 
quantum computer takes Օ(𝑛𝑛) time for this example. 

The Hadamard gate is important in quantum computing. 
This gate, represented by 𝐻, has the following representations 
in matrix form and state notation: 

𝐻 = 1
√2
�11  1−1� =  1

√2
∑ (−1)(−1)𝑎𝑏|a〉𝑎,𝑏 ∈{0,1} 〈b|  (3) 

The Hadamard gate is a crucial component of quantum 
algorithms like Shor's algorithm, Grover's, and Simons 
algorithm as the Hadamard gate translates 𝑛𝑛 qubits that are all 
in the same state to an equal superposition of the 𝑛𝑛  qubits' 
potential states. Shor's algorithm, on the one hand, argues that, 
due to quantum mechanics, factorisation may be done in 
polynomial time rather than the exponential time, which is the 
basis of many public-key algorithms. Grover's algorithm, on 
the other hand, can cut the sufficient security strength of 
algorithms like the AES (Advanced Encryption Standard) in 

half for a given key length, rendering infrastructures secured by 
them open to attack [7]. 

Shor's algorithm is noteworthy because it solves the 
complex problems of integer factorisation. The best extant 
algorithm for this problem is known as the generic number 
field sieve, and it operates in Օ(e(log(𝑁)1/3 𝑝𝑜𝑙𝑦(log log𝑁))) , 
where poly is a complex polynomial. Shor's algorithm 
outperforms Օ((log𝑁)3) in terms of speed. 

Shor's approach employs the well-known Euclidean 
algorithm to compute the greatest common divisor (GCD) and 
then Simon's algorithm to gain the exponential speedup. Given 
an integer Z, one can compute gcd(𝑓,𝑍) by selecting a random 
number 𝑓 < 𝑍 . The problem is solved if 𝑓  is a factor of Z; 
otherwise, gcd(𝑓,𝑍) must equal one. Assume M is the order of 
𝑓, i.e., the lowest positive integer is M such that 𝑓𝑀𝑚𝑜𝑑 𝑁 =
1. Then, as long as M is even and 𝑓𝑀/2 + 1 is not a multiple of 
Z (which is very likely), both gcd(𝑓

𝑀
2 +  1, 𝑍) and gcd(𝑓

𝑀
2 −

 1, 𝑍) are factors of Z. 

The problem is solved as long as the M matching to a 
particular f can be found. Consider the function 𝑔(𝑥) =
𝑓𝑥𝑚𝑜𝑑 𝑍  to compute M. The task of computing M is thus 
reduced to period-finding for this function g since: 

𝑔(𝑥 + 𝑀) = 𝑓𝑥+𝑀 𝑚𝑜𝑑 𝑍 = 𝑓𝑀𝑓𝑥𝑚𝑜𝑑 𝑍 = 𝑓𝑥𝑚𝑜𝑑 𝑍 =
𝑔(𝑥)  (4) 

The problem is solved by using Simon's algorithm. Simon's 
approach solves the period-finding problem, that is, calculating 
the period M of a function g that satisfies 𝑔(𝑥) = 𝑔(𝑥 + 𝑀) 
for any x. This was a significant subproblem in Shor's method 
that provided an exponential speedup: Simon's algorithm runs 
in Օ(𝑛𝑛)  on a quantum computer and Օ�2𝑛/2� on a classical 
computer [68]. 

With a uniform superposition of states over 𝑛𝑛 qubits, 
Simon's algorithm computes the function g on the 
superposition, measures the answer, and applies the Hadamard 
gate to the 𝑛𝑛  resultant qubit states. If the period M is 
represented as a 𝑛𝑛 -bit vector 𝑀��⃗ , measuring the state after 
applying the Hadamard gate returns a vector orthogonal to 𝑀��⃗  
with a high probability. After Օ(𝑛𝑛) iterations of this process, 
one receives 𝑛𝑛 − 1 orthogonal vectors to 𝑀��⃗ . Because 𝑀��⃗  exists 
in an n-dimensional vector space, this is enough to determine 
the period M. 

Grover's algorithm[69] is intended to tackle the problem of 
unstructured search. This problem can be described formally: 
given a function that transforms N-digit binary values to either 
0 or 1, find x. Grover's algorithm is relatively straightforward 
to implement. To begin, use the Hadamard gate on a set of 𝑛𝑛 
qubits to generate a uniform superposition of states, where 
𝑁 = 2𝑛. Following that, a gate is built that rotates the uniform 
superposition towards the state |a〉 corresponding to a. With a 
high probability, measuring the state after Օ�√𝑁�  applications 
of this gate will yield |a〉. This is an improvement over the 
Օ(𝑁) steps a random classical algorithm would take to find a 
best-case situation. 
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1) Quantum properties: A quantum state is a 
mathematical object that offers a probability distribution for 
each potential measurement of a system's outcomes. When we 
combine quantum states, we get another quantum state. Pure 
quantum states cannot be expressed as a mixture of other 
states, whereas mixed quantum states can be described as a 
combination of other states. Quantum computing performs 
computations by utilising the collective characteristics of 
quantum states, such as superposition, collapse, and 
entanglement. 

A superposition of quantum states may be thought of as a 
linear combination of many quantum states, resulting in the 
development of a new valid quantum state. The basic states are 
|0〉 and |1〉. All the Qubits are superposition on these basic 
states. Quantum superposition differs substantially from 
classical wave superposition. A superposition of 2𝑚  states, 
ranging from |0000…0〉 to |1111…1〉 will exist for a quantum 
computer with 𝑚 qubits. The probability of a quantum state 
|ψ〉 is |𝐴𝑣|2 for any set of values v with probability amplitudes 
𝐴𝑘 ∈ ℂ5  in such a way that |ψ〉 ∶= ∑ 𝐴𝑣|ψ𝑣〉𝑣  for the 
measurement of |ψ〉 resulting in ψ𝑣. Authors in [28] discussed 
the new consensus algorithm using quantum entanglement. 

When one particle's quantum state cannot be characterised 
independently of the other particle's quantum state, they are 
said to be entangled. Even if the individual components are not 
in a defined state, the system's quantum state as a whole may 
be characterised. When two qubits become entangled, a one-of-
a-kind relationship is established. The entanglement will be 
demonstrated by measurements, which may produce a value of 
0 or 1 for individual qubits where the measurement of both the 
qubits will be the same.  Even if the particles are separated by a 
significant distance, this is always true. For a quantum state 
|ψ〉 with |ψ〉 ∶= ∑ 𝐴𝑣|ψ𝑘

𝑋,ψ𝑘
𝑌〉𝑣 , then on measurement of |ψ〉 

then probability X sees ψ𝑘
𝑋 and Y sees ψ𝑘

𝑌 is equal to 1. 

While interacting with the outside environment, any wave 
function is reduced to a single eigenstate from the 
superposition of many eigenstates, and then it is called wave 
function collapse. In this case, the probability is 1 for all 
measurements of quantum state |ψ〉   resulting in ψ𝑣  where 
|ψ〉 ∶= ∑ 𝐴𝑣|ψ𝑣〉𝑣 , for some v. 

A quantum channel can transfer both quantum and classical 
information. Quantum channels are trace-preserving mappings 
between spaces of fully positive operators. In other words, a 
quantum channel is just a quantum operation considered as a 
pipeline meant to transmit quantum information rather than 
simply the reduced dynamics of a system. Some solutions, as 
discussed in [18], [65] are based on quantum channels. 

The idea of quantum key distribution (QKD) was initially 
presented in the 1970s, but it was not fully realised until the 
1980s. QKD allows to sharing and distribute secret keys for 
cryptographic protocols. The essential thing is to keep them 
private, just between the communicating parties. Quantum 
superpositions or quantum entanglement and conveying 
information in quantum states may be used to develop a 
communication system that detects eavesdropping. If the extent 
of eavesdropping is less than a certain threshold, only then a 

secure key can be generated otherwise, the communication is 
terminated. This is the general concept of Quantum 
cryptography that is why it is added as a property. Authors in 
[18], [19], [21], [26], [31], [41], [46], [70] discussed the usage 
of QKD for quantum blockchain. 

2) Hash-based signature: The hash-based signature is 
used to utilise the cryptographic safe hash function properties. 
These properties include pre-image resistance, one-wayness 
and collision resistance. Hash-based signature systems rely 
entirely on the underlying safe cryptographic hash function, 
limiting the attack surface and cryptanalysis possibilities. By 
removing the need for several security components, hash-
based signature systems substantially minimise 
implementation complexity. Any hash function that meets the 
security criteria of cryptographic hash functions can be 
employed to build hash-based signature algorithms. Because 
of this inherent flexibility, several underlying hash functions 
may be used to meet the required performance requirements 
based on the application-specific environment. Any difficult-
to-invert function may be converted into a secure public-key 
signature system using hash-based cryptography. As a result, 
this might be a solution for post-quantum blockchains as 
discussed in [24], [32], [50], [71]. 

3) Code-based cryptography: All cryptosystems, 
symmetric or asymmetric, whose security is based, in part or 
entirely, on the difficulties of decoding a linear error-
correcting code, perhaps chosen with some particular structure 
or in a particular family (for instance, quasi-cyclic codes, or 
Goppa codes) is code-based cryptography [72]. The ciphertext 
is a codeword with flaws that can only be corrected by the 
owner's private key (the Goppa code). Grover's algorithm does 
not significantly outperform earlier code-based cryptosystem 
attacks in terms of speed. 

4) Lattice-based cryptography: A lattice is a collection of 
points having a periodic structure in 𝑛𝑛 -dimensional space. 
Given 𝑛𝑛 -linearly independent vectors 𝑣1, 𝑣2,𝑣3, … . . . , 𝑣𝑛 ∈
ℝ𝑚  the set of vectors created by them is the lattice ℒ 

ℒ(𝑣1, 𝑣2,𝑣3, … . . . , 𝑣𝑛) = {∑𝑥𝑖𝑣𝑖 | 𝑥𝑖  ∈ ℤ} (5) 

A basis of the lattice is made up of the vectors 
𝑣1, 𝑣2,𝑣3, … . . . ,𝑣𝑛. 

Because of its strong security proofs based on worst-case 
hardness, reasonably efficient implementations, and 
considerable simplicity, lattice-based cryptography [73] 
appears to promise post-quantum cryptography. In two ways, 
the worst-case security guarantee is critical. It helps us 
determine the cryptosystem's concrete parameters by ensuring 
that the cryptographic framework is free of fundamental flaws. 

5) Multivariate cryptography: A set of (usually) quadratic 
polynomials over a finite field is a public map for a 
multivariate public-key cryptosystem (MPKC) [74]. In 
general, finding a solution to such structures is an NP-
complete/-hard problem [75]. One of the intriguing instances 
is Patarin's Secret Fields [76], which generalises a suggestion 
by Matsumoto and Imai [77]. The NP-hardness of solving 
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nonlinear equations over a finite field underpins its 
fundamental security assumption. This is one of the most 
influential families of PKCs (public-key cryptography), as it 
can withstand even the most powerful quantum computers in 
the future. The MQPKC, unlike many other forms of PKC, 
cannot be solved quickly using Shor's algorithm with a 
conventional computer because it does not rely on any of the 
difficulties that Shor's algorithms can resolve. 

6) Directed acyclic graph: A distributed ledger 
technology, a DAG [66], is an alternative to regular 
blockchain that seeks to solve blockchain technology's speed, 
scalability, and cost concerns. DAG is also a system that uses 
a digital ledger to keep track of transactions. DAG (Directed 
Acyclic Graph) is a more expressive outline than an entirely 
linear model. A DAG is a data or information structure that 
may be used to show a variety of difficulties. It is a 
topologically ordered acyclic graph. The node follows a 
specific sequence for each directed edge. Every DAG begins 
with a node with no parents and ends without children. There 
are no cyclic graphs on this page. A DAG is made up of nodes 
and arrows that connect them. By allowing many chains to 
exist on the system simultaneously, DAG can solve the single-
chain problem of blockchain. IOTA is a DAG currency that is 
quite well-known. DAG Tangle is what they call it. It 
eliminates the need for miners in the verification process 
entirely. The white paper published by IOTA claims that 
Tangle is quantum-proof [3]. 

7) Quantum blind signature: A blind signature is a digital 
signature that blinds the message before it is signed. As a 
result, the message will go undetected by the signer. After 
that, the signed message will be unblinded. It functions as a 
standard digital signature and can be publicly verified. Blind 
signatures that can survive quantum attacks are referred to as 
"post-quantum blind signatures." Blind signatures have been 
widely used in the applications like the creation of e-cash and 
voting agreements. As a result, new quantum blind signature 
technologies will be necessary for the future. This solution 
works with other solutions like lattice-based or multivariate 
cryptography in order to provide quantum-resistant blockchain 
[18], [19], [39], [42], [54], [55]. 

8) Quantum walks: A random walk is a random process in 
mathematical space that defines a path consisting of a series of 
random steps, as defined by Pearson in 1905 [78]. Random 
walks are essential in solving practical issues since they can be 
used to evaluate and mimic the unpredictability of items and 
determine the correlation between them. Quantum walks were 
introduced in 1993 [79]. The polar opposite of traditional 
random walks is quantum walks. Quantum walks differ from 
regular random walks in that they do not converge to any 
limiting distributions and are much faster because of Quantum 
interference[79]–[81]. Quantum walks can outperform any 
traditional algorithm by order of magnitude. The two types of 
quantum walk-based algorithms are continuous time-based 
and discrete time-based algorithms [82]. 

9) Hardware and software based blockchain: As shown, 
blockchain implementation may be implemented into many 
different technology stack layers. So, hardware-based security 
is also essential. It may involve hardware-based secure key 
storage or hardware replacement for quantum channels. 
Hardware-based key storage is already being developed as 
cold wallets, but it must also be quantum secure. The authors 
in [48] develop a quantum computing device as a multi-input 
multi-output quantum channel. 

10) Quantum cloud computing: In a cloud computing 
environment, a cloud quantum computer is a computer that 
can be accessed over the internet. Users may now make use of 
a variety of cloud quantum computing services to solve 
complicated issues that demand a lot of computational power. 
The design and performance of different cloud quantum 
computing systems vary. Solutions discussed in [17], [48] 
used quantum cloud computing. 

11) Post-quantum threshold signature: Threshold signature 
[83] is a unique digital signature that can be used to identify a 
group of users. It is generated by an authorised subset of the 
private keys. The public keys are already generated with these 
private keys. It is very easy to verify these signatures as only a 
single public key and a single signature is enough. If at least n 
users out of m users efficiently sign the message, then the 
system is known as (n, m) threshold. The solution discussed in 
[29] is based on solving quadratic equations in a finite field, 
an NP-hard problem. This system is a threshold signature 
system and is considered safe even after developing a 
powerful quantum computer. 

12) Quantum random oracle model: In a random 
oracle[84], anyone may give it an input and output of fixed 
length. If someone has already requested the input, the oracle 
will provide the identical result. If the oracle receives an input 
that it has not seen before, it generates a random output. To 
make the whole system secure, it is needed to replace all the 
hash functions used in the system with random oracles. 
Traditional oracle models can be easily attacked by using 
quantum superposition. This may result in the failure of many 
classical security proofs and must be rewritten. Quantum 
random oracle along with lattice-based solutions are discussed 
in [43]. 

13) One way function: A one-way function is easy to 
compute on all inputs but complex to invert given the image 
of a random input. In many cryptographic systems, one-way 
functions have proven useful primitive. Extensive work on 
one-way quantum functions has also been done in the post-
quantum period. These one-way functions accept outputs of 
the quantum states by taking classical bit strings as input. 
Many information-theoretically secured digital signature 
techniques rely on the one-wayness characteristic of these 
functions [85], [86] have been proposed. To authenticate both 
classical bit strings and quantum states, these one-way 
functions should be both quantum-classical and classical-
quantum in design. As a result, [60] developed quantum 
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money systems based exclusively on the security of one-way 
functions that are resistant to quantum attacks. 

14) Zero-knowledge proof: Zero-Knowledge Proofs (ZKPs) 
enable data to be validated without disclosing the data itself. 
As a result, they have the potential to transform the way data 
is gathered, used, and transacted. Each transaction is assigned 
a 'verifier' and a 'prover'. In a ZKPs transaction, the prover 
tries to prove something to the verifier without revealing 
anything about it. The authors of [47] suggest employing two 
indistinguishable hash functions combined with 
ZKPs protocols to ensure security against quantum attacks. 

IV. RESULT AND DISCUSSION 
Blockchain is an up-and-coming technology, and it is 

assumed that it is the foundation of web 3.0. Quantum 
computing is not just theoretical now, as can be seen with the 
development of quantum computers by google (72 qubits), 
Xanadu (24 qubits), IBM (127 qubits), Intel (49 qubits) etc. 
Quantum Computers are real threats to blockchain technology, 
as discussed in the article. Our literature review found that to 
make blockchain stable even with quantum computers, work 
must be done at all the layers of blockchain, not just one layer. 
By that, we can genuinely make a quantum-resistant 
blockchain. 

The focus was mainly on the research questions in the 
survey, and both the research questions were answered. The 
security threats on the blockchain are divided based on the 
layers of the blockchain and based on that we analysed the 
papers. As shown in Fig 3, most of the work (i.e., 30%) mainly 
focused on the data layer, which seems likely because mainly 
encryption and transactions are handled in this layer. The next 
area of focus was the application and presentation layer, with 
24% of articles has shown the work on that. This layer includes 
applications based on blockchain, which may include smart 
contracts or chain codes. Therefore, the security of this layer is 
essential; however, the focus of the articles found concerning 
specific applications, so the focus should be on general 
solutions as well. For the network layer, it is found that 23% of 
papers work to find secure quantum networking and 16% of 
the articles found work on either changing the consensus 
algorithm or proposing the new algorithm in itself. Only 1% of 
articles discussed infrastructure and 6% about working with 
distributed ledger other than blockchain like IOTA, which is 
based on the directed acyclic graph. 

 
Fig. 3. Security Challenges Identified based on Blockchain Layers. 

Next, we aimed to categorise solutions based on four 
categories only, i.e. Hash-based signatures, Code-based 
cryptography, lattice-based cryptography and Multivariate 
cryptography as discussed in [87] for post-quantum 
cryptography . However, instead of sticking to these four, we 
decided to make it more transparent and focus on the essential 
solutions. As shown in Fig. 4, around 25% of papers focused 
on lattice-based cryptography. 

Consensus is necessary for blockchain for the settlement of 
the transaction. 14% of the papers proposed a new or modified 
consensus algorithm using either a new hash function, digital 
signature, or quantum properties. As hash functions and digital 
signatures are the backbones of blockchain technology, it is 
necessary to create new or modified signature schemes, and it 
has been found that 11% of research papers focused on hash-
based signatures and 11% of the paper focused on quantum 
blind signatures. So these are the key areas where research is 
going on. Analysing the problems and solutions, it is clear that 
some layers still need some work, like the infrastructure and 
consensus layers. These layers are also necessary. Findings 
also suggest that some authors give a solution for one layer and 
claim that the blockchain will be posted quantum blockchain 
To make blockchain safe from quantum attacks, it is necessary 
to create the solution keeping in mind all the layers and find a 
solution that covers the problems of each layer. 

This paper mainly focused on the research found in the 
literature to increase blockchain security in the post-quantum 
era. Some literature having reviews based on different focus 
areas are also found, like authors in [95] focused on proof of 
stake only, authors in [91] discuss the survival of DLTs after 
quantum computing. However, it was not thorough, focus on 
bridging quantum, and classical computing is done in [9], 
authors in [10] has done a good survey on post-quantum 
blockchain and compared the significant features of the post-
quantum encryption cryptosystems that advanced to the second 
round of NIST call. This study is restricted for database and 
year selection to make the review process repeatable and free 
from any bias. 

Even after that, many articles are obtained, evaluated, read, 
classified, and summarised, and answers to the research 
questions are presented. The findings suggest that it is needed 
to see blockchain systems in layers, and researchers should 
provide solutions to the quantum attacks based on these layers. 

 
Fig. 4. Frequency Analysis of Solution for the Discussed Challenges. 
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V. CONCLUSION 
This study starts with the development of the research 

questions. To appropriately answer these questions, the 
systematic literature review is done, and the process is 
explained in-depth, including the database selection, search 
process, inclusion and exclusion criterion, creating and 
extraction of fields and summarising the results. During this 
process, we found and classified threats based on blockchain 
layers. Some of the threats were spread over different layers, so 
these threats are discussed individually for a proper 
explanation. Many different solutions are also found regarding 
these threats. The mapping between these threats and solutions 
has been presented, keeping in mind the full proof solution of 
post-quantum blockchain. 

We discovered that blockchain could operate after quantum 
computers, but it must work on every layer of the blockchain 
network, or the solution will not be feasible. Even after 
developing solutions, they must be thoroughly tested in the real 
world. If a new application, whether decentralised or not, is 
being created on the blockchain, quantum attacks should be 
considered from the planning phase. It has been discovered that 
blockchain in its current form is unsuitable and must be 
modified. In the future, researchers will need to create similar 
solutions and test them for all such issues that have yet to be 
solved or discussed. 
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Abstract—High efficiency video (HEVC) coding made its 
mark as a codec which compress with low bit rate than its 
preceding codec that is H.264, but the factor that stop HEVC 
from many applications is its complex encoding procedure. The 
rate distortion optimisation (RDO) cost calculation in HEVC 
consume complex calculations. In this paper, we propose a 
method to cross out the issue of complex calculations by 
replacing the traditional inter-prediction procedure of brute 
force search for RDO by a deep convolutional neural network to 
predict and perform this process. In the first step, the modelling 
of the deep depth decision algorithm is done with optimum 
specifications using convolutional neural network (CNN). In the 
next step, the model is designed and trained with dataset and 
validated. The trained model is tested by pipelining it to the 
original HEVC encoder to check its performance. We also 
evaluate the efficiency of the model by comparing the average 
time of encoding for various resolution video input. The testing is 
done with mutually independent input to maintain the accuracy 
of the system. The system shows a substantial saving in encoding 
time that proves the complexity reduction in HEVC. 

Keywords—CNN; HEVC; deep learning; RDO; encoding time; 
complexity reduction 

I. INTRODUCTION 
Video compression is an area to explore while considering 

the flourish of video acquisition devices, social media, live 
transfer of videos etc. The high efficiency video encoding 
HEVC system possess a better compression compared to its 
previous system advanced video coding AVC. However, the 
computational complexity of HEVC is a matter of discussion 
because of its Rate distortion optimisation [1] (RDO) cost 
calculation for coding tree unit [2] (CTU). There for this 
computational complexity in HEVC is a matter of research 
interest, the focus will be to reduce the computational 
complexity[3] with better efficiency. Before going into the 
details let’s review the evolution of HEVC its drawback and 
goodness compared to its ancestral system. 

ITU-T video compression standard introduced H.261 is the 
year November 1988. In the H.26x family, first member, 
H.261 in video coding standards in the domain of the VCEG 
(ITU-T Video Coding Experts Group) then Specialists Group 
on Coding for Visual Telephony” [4]. “H.261 was originally 

designed to transmit data over ISDN lines with data rates as 
multiples of 64 Kbit/s. The coding algorithm was designed in 
such a way to work at video bit rates in 40 Kbit/s to 2 
Mbit/s”[5].MPEG-2 consists of “three different kinds of coded 
frames: I-frame /intra-coded frames, P -frame/predictive-
coded frames, and B-frame/ bidirectionally-predictive-coded 
frames” [3]. The I-frame is a single uncompressed or raw 
frame that is a separately-compressed version. “The I-frame 
coding takes the advantage of spatial redundancy and the 
persistence of vision of human eye ie the inability of human 
eye to detect several changes in the image. I-frames do not 
depend on data in the previous or the next frames,”[6] Unlike 
in P-frames and B-frames, and because of that its coding 
matches with the still photography. The raw frame is spitted 
into 8X8-pixel blocks. The data in all block is transformed 
using discrete cosine transform (DCT)[6]and results is a 
matrix of size 8×8 of coefficients that have real 
number values. The DCT transform converts spatial domain 
into frequency domain, but it does not change the information 
in the block; if the DCT is calculated with perfect precision, 
the original block can be recovered clearly by applying the 
inverse discreet cosine transform” [5] “H.263 [7]is a popular 
video compression standard for low-bit-rate compressed 
format focusing on videoconferencing. It was standardized by 
the organisation ITU-T, Video Coding Experts Group (VCEG) 
in 1995/1996”[4] . H.263 is the member of the H.26x family 
of video coding standards in the domain, ITU-T. Like other 
H.26x standards, H.263 is also based on (DCT) discrete cosine 
transform video compression. It was later advanced to add 
different additional enhanced features in the year 1998 and 
2000. “H.264 is one of the popularly used codec on the planet, 
with significant note in optical disc, broadcast process, and 
streaming in video markets etc.[5] The applications are noted 
in Table I. Still, many uses of H.264 are subject to royalties, 
something that should is taken into considered before 
Google’s WebM, as well as the general availability of 
decoding abilities on target platforms and devices” [8]. H. 264 
mostly called as AVC (Advanced video coding), its block 
segmentation based, motion compensated with DCT 
technique. The aim behind AVC was to transfer video in low 
bit rate with better efficiency for UHD videos to its adaption 
of it. 
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Fig. 1. (a) Rate Distortion Cost Calculation of CU Procedure. (b) The Representation of CU Classification as Layers to Analyze Depth. 

“High Efficiency Video Coding, is also known as HEVC 
or H.265, is the step in this evolution. It builds off a lot of the 
techniques used in AVC/H.264 to make video compression 
even more efficient. When AVC looks at multiple frames for 
change those macroblock chunks can be a few different shapes 
and sizes, up to a maximum of 16 pixels by 16 pixels. With 
HEVC, those chunks can be up to 64×64 in size much larger 
than 16×16, which means the algorithm can remember fewer 
chunks, thus decreasing the size of the overall video” [9]. 
HEVC’s quad tree [10] partitioning uses the brute force search 
for RDO (rate distortion optimisation) cost calculation. The 
complexity of the procedure is more when used with normal 
signal processing steps that makes the HEVC [11]complex. 
Fig. 1(a) shows the procedure of rate distortion optimisation as 
a flowchart. It is divided into check procedure and comparison 
procedure. It initially checks for the rate distortion cost of the 
parent CTU [12] and the total cost of splitting it till end. Once 
this procedure is done comparison is done. In comparison it 
will the checking the RD [11] cost of parent and the cost after 
splitting. if the RD cost after split is more than the system will 
not split it further and if the RD cost of parent is more then it 
will proceed with the split. This calculation procedure in 
HEVC is tedious that make the system complex. This issue 
was addressed by many algorithms, some provides 

enhancement to the existing HEVC system while other set 
provides a totally new algorithm [3] providing a new 
architecture [13] to perform the procedure of compression. 
Deep learning based algorithms [13] [14] started working on 
this in recent years.  So a depth decision algorithm with deep 
CNN [15][16] is modelled to solve this issue. Fig. 1(b) shows 
the level and depth of CTU. Understanding this depth concept 
[6] helps in designing deep CNN [13] algorithm to predict 
depth and thus to make intra prediction less complex. 

The paper aims in complexity reduction in video 
compression (HEVC) by reducing encoding time. It is 
achieved by designing a deep learning-based system that 
predicts the depth of the CTU by making the intraprediction 
procedure less complex. The design is evaluated by pipelining 
it with the original HEVC and evaluates the complexity of the 
system. The overall design idea is shown in Fig. 2. The paper 
is divided mainly into two halves, 1) design of the deep depth 
decision algorithm, here the deep depth decision algorithm is 
designed  tested and validated for datasets and 2) evaluation 
and experimental results of the model pipelined with original 
HEVC, were the model is pipelined with the original HEVC 
and the performance is evaluated for various resolution 
videos. The paper is concluded with the results showing 
encoding time reduction and future scopes. 
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Fig. 2. Illustration of Steps in Order for the Modelling of Deep Depth Decision Algorithm with CNN. 

II. DESIGN OF DEEP CNN DEPTH DECISION ALGORITHM 
FOR INTER PREDICTION 

The inter prediction and its computational complexity was 
the issue took for analysis to model a new network. The 
design of this network should possess less computational 
complexity compared to the existing system and should be 

compatible to the existing codec. The design chosen should be 
compatible for faster transmission of frames while coding, so 
scalability and compatibility will also be the focus while 
designing, considering all this convolutional neural network 
(CNN) is chosen for this purpose so that all features are 
extracted correctly from the frames to produce better 
prediction as shown in Fig. 3. 

 
Fig. 3. The Representation of Deep Depth Decision Algorithm Model, with Input as 64X64 Patch followed by Convolution, MaxPool, Fully Connected Network 

followed by the 16 Length Output. 
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The CNN[17] used here is having multiple layer, the initial 
layer is the input layer. The input used here is video frames. 
The video frame can be of various properties, the YUV is the 
format chosen for this evaluation, other formats are also 
compatible in this model. The next layer in CNN model is 
convolutional layer, this is the layer that extracts the features 
of the frame based on the kernel used. The kernel size can be 
chosen based on the features that need to be extracted, if the 
kernel size is big it collects the global features or information 
from the frame whereas the small kernel [12] extracts the local 
features. Based on the need of the feature kernel can be 
chosen. In the design 5X5, 3X3 along with the 16X16, 4X4 
[18] are also used, so model clearly extracts the global and 
local features from the frame. To cover all the inputs zero 
padding is used in this model. The stride used is same as the 
width of the kernel used in each case in the design. After 
extracting the feature its max pooled to reduce the size and 
converge the multiple values to a single value or less values. 
The activation function helps to decide the neuron is fired or 
not, so activation function is the node is kept in between and 
in the end of neural network. Here the activation function [19] 
used is ReLU rectified linear unit. ReLu maintains a value 
between (0- ∝) zero and infinity by avoiding negative values. 
It’s a simple function that returns if input is negative else 
returns the same value in other cases. Both forward and 
backward propagation exist in CNN [20] network. Here in the 
model training uses backward propagation while validation 
uses forward propagation. 

The model designed takes the input as YUV CTU of 64X 
64, the first convolution layer users its kernel and convers as 
32X32 coding unit. The both CU of 32x32 are concatenated to 
extract more features and its polled to 16X16 patch. The next 
stage of convolution with 3x3 kernel extracts its fine features, 
and a 4x4 for global features. After feature extraction in each 
stage the data are polled by 2x2. In final stage the fully 
connected later flatten the information and compress it using 
SoftMax to 256 to 64 to a 16-length vector holding all the 
information of the CTU depth. The model is trained with 
various resolution input varying from 240p to 4k. After 
training the model will be having a training loss factor of 
3.1049.  the loss function estimated in this model is the cross 
entropy. Cross-Entropy Loss can be evaluated for separate 
images and independently and finally added together to obtain 
the final cross entropy as each path are mutually independent. 
A 66.12% of accuracy is obtained by the trained model. 

A. Dataset 
The dataset is the collection of sample video frames used 

for testing training and validation of the design proposed. 
Multiple and verity in dataset helps in the improvement of 
accuracy in the model.  Here the dataset contains the Coding 
Unit image file extracted from the YUV video files as set of 
input and their corresponding depths for HEVC intra-
prediction as output to train the proposed system. The dataset 
chosen here has multiple resolution and are not of same 
pattern videos to maintain the quality and efficiency of the 
model. 

In HEVC intra-prediction, each I-frame is divided into 
64x64 (CTU). For each 64x64 CTU, there's a depth prediction 

represented by a 16x16 matrix. The elements in the matrix are 
0, 1, 2 or 3, indicating depth 0/1/2/3 for a 4x4 block in the CT. 
The dataset contains images and corresponding labels. 
There're three folders: train, validation, test Image files: Each 
image may have different size based on the resolution of the 
video, and it is one frame extracted from a video. While using 
in the system, split the image into several 64x64 images or 
32x32 and so on. 

Labels: The labels are in separate folder called pkl folder. 
For one CTU, which is a 64x64 image file, the label will be a 
Python list with a length of 16. The length is 16 vectors 
instead of a 16x16 matrix, because there's redundant 
information for a 16x16 matrix, and it can be reduced to a 
16x1 vector. So, for a 64x64 CTU, it has 16 labels, each label 
corresponds to a 16x16 image block in the CTU. If the frame 
is split into 64x64 CTUs, the size of the train dataset is around 
110K images. The size of the validation dataset is around 40K 
images. The name of the image file will be like: 
v_0_42_104_.jpg, were v represents Video Number, followed 
by FrameNumber, CTU number and image extension. The 
Video Number is to find the corresponding .pkl file, like 
v_0.pkl. To get the label for a certain 64x64 CTU, index the 
dict by: 

label_vector = video_dict [FrameNumber][CtuNumber], 
for example: label_vector = video_dict ["42"] ["104"]. The 
label_vector will be a length 16 Python list.  Dataset loading 
in deep learning projects implemented in PyTorch can be done 
by in load_example.py. 

In the final stage for evaluation and comparison CPIH data 
set is also used to know the performance of the proposed 
system verses the existing models. The CPIH data set is not 
used in any of the testing or training for proper quality check. 

B. Input and Pre-Processing Layer 
The input used here is the YUV image patch derived from 

video frames. Each of this will be saved in a folder with 
separate labels in a python dictionary. The raw inputs need to 
be pre-processed by down sampling and splitting into 64x64, 
32x32 and so on. 

C. Convolution Layer 
This layer performs convolution operation between the 

input and the kernel. If i is the pre-processed input and k is the 
kernel of size varying from 5X5 ,4x4,3x3 etc the convolution 
block output can be formulated as equation 1 and * represent 
the convolution operation. The size of the kernel decides the 
nature of the feature extracted. 

In the design both global and fine features are extracted 
with variant kernels. 

𝑜𝑢𝑡𝑝𝑢𝑡 = i ∗ k               (1) 

D. Fully Connected Layer 
The fully connected layer initially flattens the output of 

convolution layer to a large single dimensional vector. The 
SoftMax operation helps to compress it further to required size 
without losing the information in it. The FCN1, FCN2 and 
FC3 along with averaging help it to shrink to 16 length vectors 
changing from 256 to 64 to 16. 
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E. Other Layers 
The system is having a loss of feature dropping as the 

stages are crossing so the activation function ReLU[21][22], 
rectified linear unit shown in equation 2 where z is the input 
and R(z) is the output of ReLu . It should be noted that the 
output is activated by sigmoid function represented by S(z) in 
equation 3. 

𝑅(𝑧) = �𝑧,     𝑧 > 0
0, 𝑧 ≤ 0              (2) 

𝑆(𝑧) = 1
1+e−𝑧

              (3) 

In original HEVC the prediction process is complex and 
time consuming as it should predict the RDO cost, so here the 
CNN network [23],[24]with depth decision [25][26] helps to 
predict the depth of each patch of 64X64 to a 16-length vector 
whereas original HEVC needs a matrix of size 64X64 to store 
it. The model converts the input patch to a 16 vector which 
can predict all the characteristics of that CTU with depth 
information as 0/1/2/3. The model is designed to take the input 
as 64x64 but while processing its split into 32x 32. Predicting 
for 64x64 patch directly doesn’t make sense so the actual 
input is 32x32. The depth is 0 when the patch is not split and 
encoded as it is. The 64x 64 patch represent 16 length vectors. 

So, for representing 32x32 the vector required is 4x4. So, in 
the output blocks of four 4x4 patches will b available as 
output for a CTU of 64x64. Each value in the vector indicate 
the depth of the CTU. if the first vector is 0 it says that It is a 
64x64 patch and if depth is 1 means the 64x64 CTU is split 
once into four 32x32 CTUs and so on. 

III. EVALUATION AND EXPERIMENTAL RESULT ANALYSIS 
OF DEEP CNN DEPTH DECISION ALGORITHM FOR INTER 

PREDICTION 
The designed model is allowed to work with the HEVC 

codec as shown in Fig. 4. To simulate the original HEVC, HM 
software is used. The evaluation is done between the original 
HEVC and proposed model for intraprediction, pipelined to 
HEVC using CPIH dataset.  Integrating neural network 
models in HEVC encoder helps to test the complexity 
reduction using deep-learning-based method in HEVC intra-
prediction. Using neural networks, the system can directly 
predict the Coding Unit (CU) depths for each frame. The 
intention is to speed up the encoding process of HEVC 
encoder. Thus, after we have a trained model, another thing 
that needs to be done is to integrate the deep learning 
prediction process into the HEVC encoder. 

 
Fig. 4. Pipelining Structure with Deep Depth Decision Algorithm Model Added to the Original HEVC Model. It shows the Overall Steps for the Evaluation of 

the Designed Model. 

Compare 
depth 

Use model 

Database construction 

Pre processing 

Split test and train dataset 

Model design with deep CNN for depth decision  

Test database for the model 

Train the database for the model 

Validate the model 

Pipeline the model with original HEVC 

Use HEVC  
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This is to check the compatibility of the model with 
existing HEVC and also it makes the evaluation of the 
performance of our neural network model easier. This pipeline 
is used for evaluating the performance of a neural network 
model in HEVC intra-prediction process. Comparing the 
difference in encoding time, Y-PSNR, U-PSNR, V-PSNR, 
YUV-PSNR with the original HEVC encoder helps to know 
the efficiency of the model. FFmpeg, Python3, PyTorch are 
the requirements to perform this. 

The frames are send for encoding to  HM software for 
original HEVC encoding and calculates encoding time, Y-
PSNR, U-PSNR, V-PSNR, YUV-PSNR and the same set is 
send to the pipelined model or the proposed model and 
calculates the encoding time, Y-PSNR, U-PSNR, V-PSNR, 
YUV-PSNR. Both are evaluated and made as graphical 
representation to check the performance comparison. 

The results show that the time of encoding with and 
without pipelining the deep CNN network is shown in the 
Table I for some sample input. The input chosen for the test is 
mutually independent from the training set to maintain the 
accuracy and the wide range of resolution is also considered to 
check the performance of the system foe different resolution 
video frames. The results clearly show that there is a change in 
encoding time and thus the system proves it can reduce the 
and bit rate in each case, it supports the encoder with a better 
performance. Computational complexity of the original HEVC 
is high due to the RDO cost calculation. The experimental 
results show the time of encoding is drastically changed to low 
values for the proposed method. The PSNR curve is slightly 

low here compared to original model but the system 
performance is not affected by this.  The total process is done 
in python environment, when it's done, it will output with all 
information on the command line, like the encoding time, 
YUV-PSNR and so on. A sample output is shown in Fig. 5 
and the comparison graphs are shown in Fig. 6. The proof of 
reduction in complexity is shown in Fig. 7 with the change in 
encoding time. 

TABLE I. ENCODING TIME COMPARISON 

Image 
source Resolution 

Time of 
encoding 
with HEVC 
pipelined 
with Deep 
CNN 
network(T1) 

Time of 
encoding 
with 
original 
HEVC(T
2) 

T1-T2 
∆  T 
propose
d 

CPIH 
dataset 

768x512 71.273 664.634 
-
593.36
1 

-89.27 

1536x1024 467.671 2741.481 
-
2273.8
1 

-82.94 

2880x1920 2741.481 16417.71 
-
13676.
2 

-83.30 

4928x3264 1910.618 122731.3 
-
12082
1 

-98.44 

Average %∆ T 
improvement    88.49 

 
Fig. 5. Output Window showing the Bitrate-PSNR, U-PSNR, V-PSNR, YUV-PSNR, of Video Frame for Resolution (a) 768x512, (b) 1536x1024, (c) 

2880x1920,(d) 4928x3264 with the State-of-Art Method and by HEVC-HM Software Simulation. 

b a 

c d 
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Fig. 6. Comparison Chart Showing (a) Y-PSNR, (b) U-PSNR (c) V-PSNR (d) YUV-PSNR, with the State-of-Art Method and by HEVC-HM Software 

Simulation for Video Frames of Different Resolution. 

 
Fig. 7. Encoding Time Comparison. 

IV. CONCLUSION 
In this paper, a deep learning based inter-prediction is 

proposed to avoid the computational complexity issue in 
HEVC which predict the depth of the CTU in a 16-length 
vector than calculating the RDO cost by traditional signal 
processing method. The modelling adopted CNN network to 
perform this model with deep layers to predict the depth. The 
data set used for training was YUV and its tested on CPIH 
dataset to maintain the accuracy of the system and to avoid 
transfer or copied learning. The trained model is converted to 

system and pipelined to the original HEVC system to check 
the performance. The system evaluated the time of encoding 
with and without pipelining and calculated ∆  T . The   results 
and simulation clearly show that the design suits for the 
HEVC to work with less encoding time thus by reducing the 
complexity of the HEVC. The results prove it, the future 
enhancement on this can focus on the extension of this to inter 
prediction that improve the HEVC more. 
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Abstract—This paper uses a computer-aided text analysis 

(CATA) to decipher the ideologies pertaining to function words 

in fictional discourse represented by Edward Bond’s Lear. In 

literary texts, function words, such as pronouns and modal verbs 

display a very high frequency of occurrence. Despite the fact that 

these linguistic units are often employed to channel a mere 

grammatical function pertaining to their semantic nature, they, 

sometimes, exceed their grammatical and semantic functionality 

towards further ideological and pragmatic purposes, such as 

persuasion and manipulation. This study investigates the extent 

to which function words, linguistically manifested in two 

personal pronouns (I, we) and two modal verbs (will, must) are 

utilized in Bond’s Lear to convey both persuasive and/or 

manipulative ideologies. This paper sets three main objectives: (i) 

to explore the persuasive and/or manipulative ideologies the four 

function words under investigation communicate in the selected 

text, (ii) to highlight the extent to which CATA software helps in 

deciphering the ideological weight of function words in Bond’s 

Lear, and (iii) to clarify the integrative relationship between 

discourse studies and computer-aided text analysis. Two findings 

are reported in this paper: first, function words do not only carry 

semantic functions, but also go beyond their semantic 

functionality towards pragmatic purposes that serve to achieve 

specific ideologies in discourse. Second, the application of CATA 

software proves useful in extracting ideologies from language and 

helps better understand the power of function words, which, in 

turn, accentuates the analytical integration between discourse 

studies and computer, particularly in the linguistic analysis of 

large data texts. 

Keywords—Computer-aided text analysis (CATA); 

concordance; function words; persuasion; manipulation; ideology; 

Bond’s Lear 

I. INTRODUCTION 

Starting from the assumption that language is a means of 
communication that often reflects the ideologies of its users, it 
can be claimed that there is a reciprocal relationship between 
language and ideology [1]. This relationship has been 
approached within the field of fictional discourse [2], and in 
other discourse genres [3]. The different linguistic units 
expressing language can also be said to be ideology carriers. 
In the realm of critical discourse analysis (CDA), ideology is 
one cornerstone of its analytical umbrella to the extent that it 
is uncommon to conduct a CDA for any text without a 
reference to ideology; CDA takes as one of its core concerns 
the task of decoding the hidden ideologies in discourse, either 
spoken or written. According to van Dijk [4], ideology refers 
to such set of specific rules, beliefs, and attitudes that are 
commonly shared between individuals of the same group, 

institution and/or party. For him, ideologies are individualized 
- and institutionalized-based notions that not only demarcate 
the process of communication within the in-group, but also 
determine specific communicative guidelines to contact with 
the out-group. These shared-beliefs often serve to discursively 
distinguish between the ‘We‟ and „They‟ relationship in 
discourse. The communal relationship between language and 
ideology is clearly evident in discourse, particularly where 
notions of power, dominance, and control are addressed [5]. 
Ideology can be discussed from different linguistic angles, 
including the semantic, the pragmatic, the lexical, or the 
grammatical, and it can also be communicated at the different 
levels of discourse: the word, the sentence, and the utterance. 
Even function words, such as pronouns and modal verbs, 
whose main purpose in discourse is to convey a grammatical 
function, can also be perceived as ideology carriers. 

This paper attempts to decipher the ideological 
significance of function words in Edward Bond‟s Lear. The 
reason why a drama text is selected for the analysis lies in the 
fact that literary genres always witness numerous number of 
function words that are recurrently repeated in these texts. In 
many cases of their usage in texts, these words carry their 
naturally semantic function of grammaticality. So, for 
instance, the different personal pronouns are employed to 
conduct their semantic function of just referring to deictic 
concepts, and also the modal verbs can be discursively used to 
indicate obligation (must, should), high level of certitude 
(will), possibility (can), etc. In light of this paper, these 
function words are linguistically investigated by means of a 
computer-aided text analysis (CATA) and CDA to decode the 
ideologies these words convey beyond their ordinary semantic 
functions. 

As a result of the incessant technological development, 
computer software have come to occupy substantial 
significance in numerous studies within the scope of linguistic 
studies, as they are used to draw both theoretical and empirical 
results that contribute to the field of linguistics in general and 
to textual analysis in particular [6], [7], [8], [9]. These studies 
highlighted the indispensable role of computer software as 
digital tools that serve to support and facilitate a 
comprehensive and enhanced analytical milieu, wherein 
analysts and linguists can easily manage their analyses by 
providing adequate, credible and ample results. According to 
[10], adopting a computational approach to the analysis of 
fictional texts not only facilitates the whole process of text 
analysis, but also emphasizes the integration between modern 
technologies and other social and human disciplines. 
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The paper is theoretically framed upon three concepts. The 
first is critical discourse analysis, which is approached in 
terms of Fairclough‟s [11] model of analyzing grammatical 
concepts in discourse, including pronouns and modality, the 
core concern of this study; the second is ideology, which is 
addressed in light of van Dijk‟s [12] perspective concerning 
the concept; and the third is a computer-aided text analysis, 
which is represented by a frequency distribution analysis 
(FDA) to the four function words under investigation. 
Crucially, the analysis seeks to highlight the analytical 
integration between CDA and CATA, as well as to shed light 
on the way these two analytical tools are interwoven within 
the discourse of Bond‟s Lear to decipher the hidden ideologies 
of persuasion and/or manipulation encoded in the 
conversational turns of characters in the selected play, and 
channeled by the function words employed throughout 
dialogicity. 

Approaching pronouns and modality as carriers of 
ideology in discourse by the application of CATA via 
concordance reflects the significance of the grammatical 
aspects and function words as linguistic tools in the 
communication process [13], and the significance of utilizing 
and applying computer software to the analysis of large data 
texts [14], [15]. There is no discourse that does not carry 
ideological significance; such an ideological significance 
serves to open the gate of research towards recurrent 
discussions that function to discover further meanings 
pertaining to texts, or to challenge and refute the existing 
meanings of such texts. Literature is a fertile soil wherein 
discourse analysts and linguists find so many linguistic 
phenomena worthy of linguistic research [16], [17]. Despite 
the fictional nature of communication in literary texts, they are 
still considered as mirrors of what is going on reality, and, 
therefore, are perceived as parallel to naturally occurring 
conversations. 

A. Research Questions 

The current study tries to offer answers to the following 
research questions: 

1) To what extent does a computer-aided text analysis 

contribute to the analysis of fictional texts? 

2) What are the ideologies communicated by function 

words in the selected play? 

3) To what extent does Key Word in Context (KEWIC) 

offered by concordance contribute significantly to the 

understanding of the power of function words in fictional 

discourse? 

B. Research Objectives 

The answer of the abovementioned research questions 
constitutes the main objectives of the study as follows: 

1) To highlight the extent to which computer-aided text 

analysis helps in deciphering the ideological weight of 

function words in Bond‟s Lear. 

2) To clarify the complementary relation between critical 

discourse analysis and computer-aided text analysis. 

3) To explore the persuasive and/or manipulative 

ideologies function words communicate in the text at hand. 

In what follows, the paper provides the theoretical 
background as well as the review of literature relevant to the 
study of function words as carriers of ideologies in discourse 
in Section II. Section III provides the methodology adopted in 
this paper by offering the analytical procedures, the rationale, 
and the description of the selected data. Section IV is 
dedicated to the analysis of the selected data. Section V 
presents the discussion of the results reported in this study, 
and Section VI is the conclusion of the article, which also 
provides recommendations for further research. 

II. LITERATURE REVIEW 

A. Computer-Aided Text Analysis (CATA) 

The employment of a computer-aided text analysis 
(hereafter, CATA) proves useful for the understanding of the 
thematic and ideological message of texts in corpus linguistics 
[18]. Applying the different computer software to the analysis 
of texts serves to facilitate the process of interpretation 
pertaining to these texts, which in turn, helps decode the 
ideological significance encoded in the linguistic expressions, 
either at the word level or the sentence one. Such ideological 
significance carried by words and/or sentences is difficult to 
be deciphered if it is approached manually; that is, without the 
work of computer [19]. Nowadays, computer software 
occupies an integral part in the field of linguistics. The 
importance of computer software is not only confined to the 
computational linguistics studies, but they have their 
contributive part in the other fields of linguistics, including 
pragmatics, semantics, morphology, and discourse studies 
[20]. This is because computer software such as concordance 
can efficiently foster the analytical process in large data texts 
in a way human performance alone proves to be inadequate 
[21]. 

It is worth mentioning that CATA offers various analytical 
tools and options. One of these analytical options is the 
Frequency Distribution Analysis (FDA), which entirely 
functions to provide the number of occurrences a searched 
item occurs in a text. According to [22], the frequency 
analysis that can be generated by concordance makes it 
available for analysts to have a general look about the textual 
nature of a specific lexis in a text. This further serves to direct 
the analytical wheel towards the significant precedence of one 
occurrence over another, which is computationally enabled by 
the second variable offered by CATA, that is, the variable of 
Key Word in Context (KWIC). The variable of KWIC 
provides the contextual picture in which a specific searched 
word occurs. In other words, KWIC clarifies the contextual 
environment of the searched items, which, in turn, helps arrive 
at the ideological significance pertaining to words and/or 
phrases [23]. A further analytical option realized by CATA is 
Content Analysis (CA). For Weber [24], content analysis 
serves to categorize the different words into classes according 
to their semantic features. This content or semantic 
categorization is very contributive to the thematic 
intelligibility of texts, as it classifies words into semantic 
groups that ultimately function to achieve a comprehensive 
understanding of the thematization of texts, particularly large 
data texts such as the literary ones, as is the case with the play 
under investigation. 
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In light of this paper, CATA is enabled by the program of 
Concordance to provide the analytical options listed above. 
Concordance is a computer software that enables analysts and 
users to collect, access, classify and analyze the different types 
of texts, specifically those that abound in large amount of data 
[25], [26]. Concordance, therefore, can retrieve all 
occurrences of a searched lexis in a text, can display the 
contextual environment of any word, and can categorize all 
words according to their semantic content [27]. By deriving 
the frequency distribution of the four function words under 
investigation, which is accompanied by both the use of KWIC 
and content analysis, the ideologies the four function words 
carry will be revealed. 

B. Ideology and Discourse 

Ideology has been a main area of concern for discourse 
and ideological discourse analysts within linguistic studies 
adopting critical discourse analysis as their theoretical 
framework [28], [29], [30], [31]. These studies have 
emphasized the connection between language, power and 
ideology. They point out that ideology is enacted through 
language and helps to legitimate domination. They argue that 
any aspect of structure could be ideologically significant; that 
is, all linguistic expressions can communicate ideological 
significance, which can also be manifested phonologically, 
syntactically, semantically, pragmatically, etc. Highlighting 
the significant role of institutionalized ideology, van Dijk [32] 
postulates that ideologies are specific types of ideas that form 
what he terms 'belief systems' or 'social representations'. He 
maintains that such beliefs cannot only perceived as belonging 
to individuals, but they also form the general cognitive and 
background shared by groups. 

According to van Dijk [33], ideology is a mediator element 
between society and discourse. Such a relationship serves to 
facilitate and activate the linguistic intelligibility among the 
different members of the group. Forming and agreeing upon a 
unified ideological background within the in-group is a 
prerequisite that helps to establish a successful act of 
communication produced by the different representations of 
discourse. By means of ideology, relations of power and 
dominance are motivated in discourse; power relations are 
produced and practiced. Ideology is employed also to 
persuade and/or manipulate; in both cases, it is a medium 
through which the powerful exercise their power and the 
powerless resist. Consequently, one can find different 
discursive practices that tend to manipulate and others to 
persuade. The targets sought beyond each type determine the 
type of ideology practiced in the process of communication, 
that is, whether or not the benefit is both speaker and hearer-
oriented (persuasion), or only speaker-oriented 
(manipulation).Van Dijk maintains that ideology intelligibility 
among the members of the group leads to a successful 
participation of the individual member towards the ideological 
principles shared by the group as a whole. This ideological 
participation tends to create a discursive cohesion among 
discourse participants, which, for Khafaga [34], accentuates 
the idea that individually-based ideology affects and is 
affected by the institutionalized ones; it is an unremitting 
process of influence that emphasizes ideology-discourse 
reciprocity. 

C. Fairclough’s Grammatical Approach to Critical Discourse 

Analysis 

In discussing the role of function words and their 
ideological significance in discourse studies, Fairclough [11] 
proposes four sets of items that can be used for the linguistic 
analysis of function words in texts and discourse. The first set 
requires the investigation of the experiential values of texts, 
which necessitates the analysis of pronouns and modality. The 
second set involves the analysis of the relational values of 
texts, and entails a focus on the grammatical features, such as 
the type of sentence used, i.e. declarative, interrogative, or 
imperative; the type of modality: truth, obligation, or 
possibility modality; and the type of pronouns used in 
discourse. The third set of items constitutes the study of the 
expressive values grammatical features have, including 
expressive modality. The fourth set comprises the analysis of 
the different types of sentences used; for example, simple, 
compound, or complex, as well as the relationship between the 
various structures of sentences. Fairclough's sets of items 
abound in grammatical aspects relevant to produce an 
ideology-loaded type of discourse. Pronouns and modality are 
discursively employed to express, produce and maintain 
agency, particularly in the field of ideological/critical 
discourse studies [35], [36], [37]. These studies clarified that 
the reason lies in the fact that agency is closely related to 
notions of power and domination, and it is difficult to find any 
ideological discourse that does not address issues of power, 
dominance, persuasion, and manipulation. 

D. Pronouns 

Using pronouns in discourse is perceived as one way of 
communicating agency, which, in turn, operates as conduits of 
ideologies in discourse [38], [39]. The use of the pronoun 'I' 
serves to communicate the competency, authority and 
responsibility of the speaker, whereas the pronoun 'you' 
conveys domination among discourse participants. Concerning 
the pronoun „we‟, Fairclough [11] argues that it is divided into 
two types: "inclusive 'we' and exclusive 'we'". The inclusive 
'we' includes both the reader and the writer (speaker and 
hearer), whereas the exclusive 'we' refers to the writer 
(speaker) only without any reference to the other participants 
in discourse. Pinto [40] further affirms that the use of the 
inclusive 'we' indicates that the goals and benefits of the whole 
group is more important than the benefits of the individual, 
whereas the exclusive „we‟ establish a border between the 
benefits of the individuals and those of the group. Pinto 
maintains that in the case of manipulative discourse, the 
inclusive „we‟, once employed, masks imposition under the 
guise of cooperation, as it manipulatively shows that the 
benefits of the group is inferior than those of the individual. 
Therefore, the inclusive „we‟ is discursively used to show 
unity, solidarity and competency, whereas the exclusive „we‟ 
indicates distance and separateness between the speaker and 
his/her addressees. 

E. Modality 

According to [11], modality is classified into "relational 
modality" and "expressive modality." Such categorization, for 
him, is based on the type of authority exercised by the speaker 
over his/her addressees. In relational modality, the authority is 
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practiced by one participant over another, while in expressive 
modality; the focus is on the speaker‟s authority in terms of 
the truth of the propositional content of the linguistic 
expression. He maintains that it is not only through modal 
verbs that modality can linguistically be communicated, but it 
can also be expressed by other grammatical tools, including 
adverbs and tense. For Fowler [41], modality has four types: 
truth, obligation, permission and desirability. Truth modality 
can be expressed by modal auxiliaries represented in 'will', 
adverbs of certitude such as 'certainly'. This type of modality 
shows that the speaker's assumption is completely true. Truth 
modals are used to express a high level of certitude. 
Obligation modality can be realized by the use of some modal 
auxiliaries, such as 'must', 'should' or 'ought to'. Obligation 
modality draws the recipient's attention to the necessity of 
carrying out the speaker's proposition. Permission modality 
can be presented by the modal auxiliaries, such as 'can' and is 
used to give their participants permission to carry out their 
propositions. As for desirability modality, it concerns itself to 
clarify the speaker's status of accepting or refusing what is 
communicated by his/ her proposition. 

F. Previous Studies 

The use and application of computer software in general 
and concordance in particular to the analysis of large data 
texts such as the fictional ones has been the focus of many 
studies within the field of linguistics. [42], for example, used 
data mining to investigate the semantics, rhythm and pace in 
narrative writing. They clarified the extent to which input data 
can significantly contribute to the final interpretation of 
fictional texts, and concluded that data mining via 
visualization can mirror the semantic categorization a fictional 
text carry. Another study conducted by [43] explored the 
extent to which concordance is effective in the analysis of 
fictional discourse. This study demonstrated that concordance 
can be applied to large data texts in order to generate authentic 
and credible results that contribute to the interpretation of 
texts. This study focused on two analytical variables generated 
by concordance: frequency distribution analysis and key word 
in context. The study concluded that the application of 
concordance to the study of literary genres contribute to the 
thematic and ideological understanding of texts. 

Within the scope of translation studies, [44] showed the 
significance of using modern technological software in 
producing credible versions of translations. The study 
recommended the incorporation of computer software into the 
process of teaching and learning university courses of 
translation in the different academic institutions in Saudi 
Arabia. Furthermore, [45] conducted a research in which they 
explored the impact of CALL software (computer assisted 
language learning) on the performance of students who major 
English as a foreign language (EFL) in Saudi university. This 
study clarified that the application of CALL to EFL settings 
influences the various learning outcomes of EFL students 
positively. The study is based on testing the effectiveness of 
using the two computer programs of SnagitTM and Screencast 
on acquiring the skill of reading. The study revealed that the 
application of the two computer software serves to improve 
the academic level of students, by fostering the linguistic skills 
pertinent to the acquisition of the skill of reading. The study 

also reported that such technological incorporation into EFL 
course functions to develop not only the linguistic competence 
of EFL students, but also their communicative skills. This 
study concluded by recommending the application of the 
different CALL software to the different EFL courses in the 
context of Saudi universities. 

Within courtrooms settings and legal discourse studies, 
[46] conducted a research in which they explored the extent to 
which concordance helps investigate the linguistics of opening 
statements, by decoding the various ideologies beyond the 
semantic proposition of the linguistic expressions. This study 
employed a frequency distribution analysis to arrive at the 
hidden meanings and the pragmatic purposes targeted as a 
result of the recurrent employment of particular lexical items 
in the analyzed texts. The aforementioned studies show the 
effective and contributive role computer software play in the 
field of linguistic studies, either on fictional texts or outside 
the scope of fiction, i.e., in EFL and courtroom settings. Such 
contributive significance is anticipated to be extended in this 
study to present a further dimension of the application of 
CATA to decipher the ideologies of function words in fiction. 

It is perspicuously evident that all previous studies have 
employed CATA software into the linguistic analysis of texts. 
Some of these studies focused on fictional texts, whereas other 
studies have presented discussions on legal texts, EFL 
settings, etc. One observation concerning related literature is 
that it did not use CATA software within the scope of 
pragmatics; that is, none of the previous studies has employed 
CATA software to explore the different pragmatic purposes in 
discourse. This last point is the core concern of the current 
study, which constitutes the research gape attempted to be 
addressed in this article. 

III. METHODOLOGY 

A. Data and Rationale 

The data in this study encompasses Edward Bond‟s Lear 
[47]. The play is structured around 4 acts that constitute 
eighteen scenes forming the whole production of the dramatic 
work. The rationale beyond the selection of this play in 
particular is due to the fact that it witnesses a significant usage 
of some grammatical aspects that prove indicative in 
communicating different ideologies, varying from the 
persuasive to the manipulative. This has been marked by the 
frequency analysis added in this article, which displays an 
ideological weight for such grammatical aspects; they are not 
employed chaotically in the dramatic dialogue of the play, but 
are vessels of ideology. Significantly, Bond‟s Lear exhibits a 
remarkable ideological discourse that requires a concise 
linguistic analysis, specifically with regard to the dexterous 
employment of pronouns and modality to communicate 
ideologies. 

B. Research Procedures 

Three procedural steps were followed in the analysis of the 
selected play. The three stages revolved around the use of 
three variables of CATA: frequency distribution analysis 
(FDA), key word in context (KWIC), and content analysis 
(CA). The first stage constituted preparing the text of the 
selected play, by uploading it electronically so as to be ready 
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for analysis. This stage offered a general idea of the way the 
discursive atmosphere of the play is communicated via the 
conversational turns of its characters. In the second stage the 
four function words (I, we, will, must) were electronically 
highlighted to mark their occurrence in the play. This was 
conducted by using a frequency distribution analysis to the 
whole play-text, wherein occurrences of each searched item 
were monitored. The third stage presented an interpretative 
task in which all highlighted items were discussed in terms of 
their indicative occurrences within the particular contextual 
environment in which they occur. After the three analytical 
stages, findings were firstly reported, and then interpreted in 
terms of the extent to which the searched items were 
contributive to conveying specific persuasive and/or 
manipulative ideologies. Significantly, all emphases 
(italicized) in the selected extracts in the analysis part are 
made by the author for analytical reasons. 

C. The Frequency Analysis 

During the process of analysis, the work of concordance 
was confined to reflecting a frequency distribution analysis for 
the searched lexical items that marked as indicative in the 
study of pronouns and modality as ideology carriers. This 
frequency analysis is conducted by concordance. Concordance 
facilitates the process of accessing and examining large data 
texts in order to arrive at credible and concise results that 
could be difficult to be realized if the analysis is conducted 
without the help of computer software [48], [49]. The options 
provided in concordance here were only to mark the word in 
its contextual environment. This context was determined by 
only five words before and other five words after the searched 
item. This functions to give a brief about the nature of the 
linguistic context in which the word occurred in text. Kennedy 
[50] argues that concordance is a software that serves to 
generate all occurrences of a given word or lexis in a corpus. 
Further, Hockey [51] points out that a concordance or a 
frequency analysis is produced by virtue of the searched item 
and the contextual environment in which it occurs. 
Concordance, for him, offers what is called KWIC (Key Word 
in Context), that gives much information about the searched 
word in its different contexts in text. This, in turn, serves to 
extend the interpretative process, opening new horizons that 
help better interpret the linguistic expression. 

IV. DATA ANALYSIS AND RESULTS 

This part constitutes two analytical strands: pronouns and 
modality, both of which reflect the extent to which pronouns 
and modality are carriers of specific ideologies, persuasive 
and/or manipulative in the discourse of the selected play. 

A. Pronouns 

This part of the analysis presents two pronouns that are 
used in the discourse of Bond‟s Lear to communicate specific 
ideologies varying from persuasion to manipulation: the 
pronoun „I‟ and the pronoun „we‟. 

1) The pronoun I: The pronoun 'I' is used in Bond's play 

to communicate specific ideologies, whose core concern 

varies from persuasive ideology to manipulative one. The 

former aims to get the addressees persuaded of some 

particular idea, whereas the latter constitutes the realization of 

the speaker‟s desire even if it runs counter to the recipients‟ 

attitudes. Thus, one can say that the first type is addresser-

/addressees-benefit oriented, while the second type is only an 

addresser-benefit oriented. Consider the following extract: 

Lear. I knew it would come to this! I knew you were 
malicious! I built my wall against you as well as my enemies! 
(Lear (henceforth, L)., p. 7) 

Lear manipulates the first-person pronoun 'I' to persuade 
his participants of the legitimacy of building his wall. He 
employs the deictic 'I' to show that he was right when he 
decided to build the wall. Lear's use of the past tense in knew 
and built also serves to prove his competency, and to clarify 
that he was far-sighted when he started to build the wall. Lear 
puts himself in the position of the agent and puts his two 
daughters in the position of the patient. Through using agency, 
Lear tries to communicate that it is he who has the 
competency to foresee the future and to give judgment. In this 
way he tries to make them accept everything he is going to 
allege. The following tables present a frequency analysis of 
the thematic use of the pronoun 'I', through which the different 
types of ideologies communicated by the first person singular 
„I‟ can be caught by the context in which it occurs. 

TABLE I. A FREQUENCY DISTRIBUTION ANALYSIS OF THE 

MANIPULATIVE „I‟ 

I..........................TF (555)  

context word context line 

when I was young.  I stopped my enemies  103 

 my sworn enemies.  I killed the fathers 176 

 me. And when  I killed the fathers I 178 

when I killed the fathers  I stood on the field among 178 

This is not possible!  I must be obeyed!.  238 

 two bodies with them. I Knew it would come 289 

It would come to this I Knew you were malicious!  289 

you were malicious! I Built my wall against  290 

 That's how  I crushed the fathers 341 

 O why did  I cut his tongue out? 625 

Note: TF means total frequency of the searched word 

TABLE II. A FREQUENCY ANALYSIS OF THE PERSUASIVE „I‟ 

I..........................TF (555)  

Context word context line 

So stay. LEAR .  I could have a new life 1048 

wall down, and  I had to stop that  2001 

 hand.) And now  I must move them  2003 

 Murderer. And now  I must begin again.  2518 

must begin again.  I must walk through my life 2519 

shivering in blood,  I must open my eyes 2522 

hurry on. LEAR.  I am the King! I kneel 2765 

what she's doing!  I must tell her  2798 

eyes, my eyes!  I must stop her 2805 

all my mistakes,  I understand all that 3255 

As fit as I Was.  I can still make my mark 3662 
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As indicated from the two tables above, Table I shows that 
only 10 occurrences out of 555 are employed to convey 
manipulative ideologies. Table II clarifies that 11 occurrences 
are used to indicate persuasion. The contextual environment in 
which the deictic „I‟ occurs reflects the extent to which it is 
employed to achieve persuasion and/or persuasion, which is 
clarified by the thematic and content analysis of the KWIC 
pertaining to the pronoun „I‟. 

2) The pronoun ‘we’: The pronouns 'we', 'us', and 'our' are 

used inclusively in Bond's play to establish relations of 

agreement, solidarity, and inclusion; and exclusively to show 

power, distinction and authority. These pronouns are among 

the main rhetorical strategies speakers used to communicate 

ideology, or as [52] puts it pronouns are “one of the major 

tools of persuasion used by politicians" (P. 37). Consider the 

following extract: 

Cordelia. You were here when they killed my husband. I 
watched them kill him. I watched and I said we won't be at the 
mercy of brutes anymore, we'll live a new life you must stop 
speaking against us. (L., p. 83). 

Cordelia tries to convince Lear to stop talking against the 
new government. She starts her persuasive ideology with 
clarifying a number of irrationalities committed against her on 
the hands of Bodice and Fontanelle. She involves Lear in her 
speech as a witness you were her when they killed my 
husband. Cordelia then uses the pronouns „we‟ and „us‟ both 
inclusively in we won't be at the mercy of brutes anymore and 
„we'll live a new life; and, exclusively, in you must stop 
speaking against us to show intimacy and solidarity with the 
old king in the first two utterances, and to threaten the him in 
the third utterance so as to stop him talking against her. 
Cordelia's use of the first-person plural pronoun also indicates 
that she is authoritative enough to speak on behalf of others in 
the government, which reflects her power and domination. 
Cordelia's first utterance we won't be at the mercy of brutes 
anymore emphasizes her power and determination that she 
will never allow herself to be at the mercy of brutes again. Her 
second utterance we'll live a new life is an attempt to 
manipulate Lear's mind through a seductive promise of a new 
life in the future in which he will live in peace under her rule. 
The connection between the truth modal 'will' and the pronoun 
'we' emphasizes her ability to carry out what she promises to 
do. Cordelia's exclusive 'us' in against us serves to show her 
power and domination over the situation. She establishes 
herself as a leader who has the complete access to speak on 
behalf of others in the government. Tables III and IV offer a 
frequency distribution analysis and a KWIC of both the 
inclusive and exclusive 'we'. 

TABLE III. A FREQUENCY ANALYSIS OF THE INCLUSIVE „WE‟ 

WE.........................TF (104)  

Context Word Context Line 

 How could  we ever be free?  105 

 and I said we Won't be at the mercy 3478 

 brutes any more,  we will live a new life 3479 

 much suffering But  we made the world 3531 

 and fragile and  we have only one thing  3532 

TABLE IV. A FREQUENCY ANALYSIS OF THE MANIPULATIVE „WE‟ 

WE.........................TF (104)  

Context Word Context Line 

CORDELIA. When  we 
have power these things 
won't 

1867 

 don‟t build the wall. 

Cordelia 
we must. Lear.  3499 

Tell her . 

CARPENTER.  
We came to talk to you 3508 

 There are things  We have other opponents 3539 

and tell you this before  we put you on trial 3542 

The two tables show that the pronoun 'we' is used 
inclusively 5 times (Table III), and exclusively 5 times (Table 
IV) out of 104 occurrences. In both cases the pronoun 'we' is 
employed to carry manipulative ideology. Again, this 
manipulative usage of the pronoun „we‟ is demonstrated 
through the variable of KWIC. That is, by looking at the 
contextual environment in which this pronoun occurs in text. 

B. Modality 

Two types of modality are discussed in this section: 
obligation modality and truth modality. Both types expresses 
agency and are carriers of ideology. 

1) Obligation modality: The obligation modals 'must' and 

'should' are dexterously employed in Bond's Lear to reflect the 

power of the speaker over his participants. Speakers use these 

modals to impose their own ideology over their recipients and 

to direct their behavior towards a complete obedience and 

submission to their own purposes [53]. The use of obligation 

modality dominates the discourse of oppression in which 

powerful characters use these modals to practice their 

domination over those who are powerless. Notice the 

following extract: 

Bodice. We must go to our husbands tonight. We must 
attack before the wall's finished. We must help each other. (L., 
p. 8). 

Bodice is talking to her sister, Fontanelle, with regard to 
their plan to attack Lear's army and to wrest him from his 
kingdom. Bodice uses the obligation modal 'must' three times 
to convey the necessity of doing what they decide to do, and 
to emphasize that attacking their father becomes urgent so as 
to stop the acts of building on the wall. Bodice's use of the 
obligation modals in we must go to our husband, we must 
attack before the wall's finished, and we must help each other 
is to emphasize her power and domination over her sister. She 
directs her even in her relation with her husband. The first-
person plural pronoun 'we' which precedes the modals 
emphasizes solidarity, which Bodice tries to communicate to 
Fontanelle in order to make her sure that she seeks her 
interest; this in turn functions to push Fontanelle to carry out 
what her sister demands quite willingly. The obligation modal 
'must', thus, is manipulated to channel manipulative ideology. 
The following frequency analysis adds more clarification for 
the manipulative use of the obligation modal 'must', both in 
the affirmative and negative forms. 
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TABLE V. A FREQUENCY ANALYSIS OF „MUST‟ 

MUST.......................TF (100)  

Context Word Context Line 

 (To WARRINGTON.) 

You  
must deal with this fever. 64 

 the FIRING SQUAD). 

They  
must work on the wall 123 

to help me, but you  must let me deal with the 129 

But the work's slow. I  must do something to make 136 

 kind or merciful. I  must 
build the fortress. 
Bodice 

165 

 and now you  must understand ! BODICE.  168 

Wall , wall, wall this wall  must 
be pulled down 

Fontanelle. 
227 

This is not possible! I  must 
be obeyed! 
WARRINGTON.  

238 

Fontanelle are left alone. 

We 
must 

go to our husbands 

tonight 
322 

terrified of him. Bodice. 

We 
must 

attack before the wall's 

finished 
324 

the Council of war. We must 
help each other. 
Goodbye 

327 

know what she's doing! I  must tell her - write to 2798 

My eyes, my eyes! I  must stop her before I die 2805 

TABLE VI. A FREQUENCY ANALYSIS OF “MUSTN‟T” 

MUSTN'T....................TF (9) 

Context Word Context Line 

this act. Bodice. You  Mustn't talk like that in front 151 

Tables V and VI demonstrate that 13 occurrences of the 
affirmative 'must' and 1 occurrence of the negative 'mustn't' 
are used as carriers of manipulative ideology in the discourse 
of the novel. Despite its very low frequency, the negative 
obligation modal is highly indicative in communicating 
manipulative ideologies. The indication here lies in the fact 
that the high frequency of one word is not an indicator that 
this word is thematically indicative. However, low frequency 
words are also very indicative in many cases. 

2) Truth modality: Many characters in Bond's play use the 

truth modal „will‟ to reassert their trustworthiness, and to 

prove the validity of their speech. In Lear, the modal 'will' is 

used to communicate both persuasive and manipulative 

ideology. Here are some extract: 

Fontanelle. I know you will get on with my husband. He's 
very understanding; he knows how to deal with old people. 

Bodice. You will soon learn to respect them like your sons. 
(L., pp. 5-6). 

Both Fontanelle and Bodice try to convince their father to 
bless their secret marriage from his hereditary enemies; the 
duke of North and the duke of Cornwall. Both of them know 
for sure that their father refuses their marriage, so they uses 

the truth modal 'will' to influence their father's opinion 
towards their husbands. Fontanelle's utterance I know you'll 
get on with my husband signifies to state her determination to 
marry Cornwall. Bodice's utterance you'll soon learn to respect 
them like your sons is another trial to make her father bless 
her marriage from North. Bodice's use of the pronoun 'you' 
shows her power in delivering her message to her father. The 
two daughters try to remove the feeling of fear that occupies 
Lear's mind against the two husbands so as to accept their 
marriage without any objection. Tables VII and VIII present a 
frequency distribution analysis of the manipulative and 
persuasive 'will'. 

TABLE VII. A FREQUENCY ANALYSIS OF MANIPULATIVE „WILL‟ 

WILL...........TF (77) 

Context Word Context Line 

keep our enemies out. 
People  

will live behind this wall 107  

live in peace. My wall  will  make you free 109  

you can be -because you  will have my wall.  158  

 LEAR. My enemies  will not destroy my work 264  

When I'm dead my people  will live in freedom and peace 271  

TABLE VIII. A FREQUENCY ANALYSIS OF PERSUASIVE „WILL‟ 

Will…………TF ( 77)  

Context Word Context Line 

 Fontanelle. I know you will Get on with my husband 206 

Straighter! Bodice you will Soon learn to respect them 213 

 look after you. You  will live in decent quietness 3235  

 LEAR. The wall  will destroy you  3505  

Tables VII and VIII show that the total frequency of the 
truth modal 'will' is 77; only 9 occurrences are indicative in 
expressing particular ideologies, 5 of which are employed to 
convey manipulative ideology (Table VII), whereas 4 
occurrences are used to communicate persuasive ideology 
(Table VIII). These two tables further emphasize the 
complementary relationship between the two variables of 
CATA used here: the FDA and the KWIC variables. To 
clarify this point, one can obviously notice that despite its 
ability to offer us the total frequency of a specific word, FDA 
still inadequate to help us better understand the indicative 
occurrence of a given word. Only through the variable of 
KWIC one can identify what is indicative and what is non-
indicative among occurrences. This complementary nature of 
the two variables further strengthens the whole interpretative 
process of the analyzed text. 

V. DISCUSSION 

The analysis demonstrates that pronouns and modals, 
sometimes, and within particular contexts, go beyond their 
grammatical and semantic functions to communicate and 
maintain particular pragmatic purposes and ideological 
meanings, including persuasion and manipulation. The four 
function words under investigation convey a specific type of 
ideology in the discourse of Bond‟s Lear. The following table 
adds more clarification. 
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TABLE IX. PRAGMATIC IDEOLOGIES OF FUNCTION WORDS IN BOND‟S 

LEAR 

Type of function 

words 
Linguistic manifestation Type of ideology 

Pronouns 

Pronoun „I‟     
persuasive 

manipulative 

Pronoun „we‟ manipulative 

Modality 

Obligation modality  
persuasive 

manipulative 

Truth modality  
persuasive 
manipulative 

As indicated from Table IX, communicating persuasive 
and manipulative ideologies is realized in Bond‟s Lear 
through pronouns, which manifest themselves in the pronouns 
„I‟ and „we‟; each pronoun is employed to achieve a specific 
ideological and pragmatic purpose. The table also 
demonstrates that truth and obligation modalities are very 
indicative in communicating both persuasive and manipulative 
ideologies in the discourse of the play. 

Other findings are also demonstrated in this study as 
follows: 

First, the application of CATA software proves useful in 
extracting ideologies from language and helps better 
understand the power of function words, which, in turn, 
accentuates the analytical integration between discourse 
studies and computer, particularly in the linguistic analysis of 
large data texts. It is analytically evidenced that the two 
variables of FDA and KWIC are complementary in nature in 
the sense that the latter is a context-oriented that target the 
identification of indicative words generated by the total 
frequency analysis of the former. Significantly, both FDA and 
KWIC contribute to the linguistic analysis of literary texts, 
particularly to decipher the hidden ideologies beyond the 
semantic propositions of the mere linguistic expressions. 

Second, the analysis demonstrated that function words, 
manifested here by pronouns and modality, have ideological 
significance in discourse. This goes in conformity with 
Fowler‟s [54] argument that there is a reciprocal relationship 
between language and ideology in the sense that each single 
linguistic unit can communicate specific ideology of its user. 
Ideology is usually there in language and the employment of 
particular linguistic expressions rather than others is 
ideological in nature, that is, it is produced in this particular 
way and in such a specific linguistic expression to 
communicate particular ideological meanings of the 
speaker/writer. Consequently, every single word can mirror 
the ideology of its user. In the context of this study, it is not 
only content words that communicate and maintain ideologies 
in discourse. However, function words contribute significantly 
in communicating and maintaining ideologies. In particular 
discourse contexts, function words cease to maintain their 
common semantic meaning to convey further ideological 
purposes. 

Third, manipulative ideology is presented by personal 
pronouns ('I' and 'we'), and modality (obligation „must‟ and 
truth „will‟). The pronouns 'I' and 'we' are used to show the 

speaker's power and domination over his participants which 
facilitate his persuasive task. Obligation and truth modals are 
also used to express necessity and certitude. All these 
strategies are more representative in the discourse of 
oppression. This correlates with previous studies, such as [11], 
[20], and [46], which emphasize the ideological weight of 
pronouns and modality. 

Fourth, persuasive ideology is presented in Lear through 
agency (pronoun I) and modality (must, will).Using agency 
through the pronoun „I‟ reflects the desire of the speaker to 
express competency. Obligation and truth modals are used to 
express necessity and certitude, while negation is employed to 
expose the daughters‟ violence, disobedience and cruelty. 
These linguistic strategies serve to convey a persuasive 
ideology that can be said to be based on facts and past 
experiences. This also goes in the same direction with 
Sornig‟s [55] argument that persuasion can be realized by 
means of the different linguistic levels, including the 
grammatical one which constitutes the employment of 
grammatical aspects, such as the use of modality, deixis, 
negation, and passive structures. 

VI. CONCLUSION 

This study offered a computer-aided text analysis to 
decode the ideological significance of function words 
represented by the pronouns (I, we) and the modal verbs 
(must, will) in the discourse of Edward Bond‟s Lear. The 
study used three analytical strands: van Dijk‟s ideological 
discourse analysis, Fairclough‟s model of the grammatical 
aspects in the analysis of discourse, and a computer-aided text 
analysis, which is analytically enabled by the three variables 
offered by CATA: frequency distribution analysis (FDA), key 
word in context (KWIC), and content analysis (CA). The three 
approaches are analytically incorporated to explore the extent 
to which pronouns and modality contribute to the 
communication of specific ideologies that vary from 
persuasion to manipulation in the selected text. The analysis of 
the selected play has evidenced the employment of pronouns 
and modality for ideological purposes. In terms of the use of 
pronouns, the analysis identified their linguistic weight as 
carriers of ideological agency. Sometimes, these pronouns are 
used inclusively, as is the case for the inclusive „we‟, and in 
other discursive cases they are used exclusively, as is the case 
for the exclusive „we‟. Also, the first person singular pronoun 
„I‟ is analytically used to communicate competency. With 
regard to the use of modality, the analysis showed that truth 
modals are used to communicate the ideological agency of 
certitude on the part of the user, whereas obligation modals 
are employed to exercise agency via expressing a high level of 
commitment, both on the part of speakers/writers and the 
hearers/readers alike. The analysis further demonstrated that 
pronouns and modality in the current study are employed to 
achieve two types of ideology: manipulative and persuasive; 
the former always targets the benefits of speakers/writer, 
while the latter often serves the benefits of all discourse 
participants. 

This paper recommends further applications of other 
variables of CATA, such as LWIC (Linguistic Inquiry and 
Word Count) and DICTION (software package that contains 
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31 predefined Dictionaries) to the textual and thematic 
analysis of other types of function words, such as prepositions, 
conjunctions, and demonstratives. This might reveal different 
and/or similar findings than what is approached in this paper. 
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Abstract—Road traffic injuries and deaths cause considerable 
economic losses to individuals, families, and nations as a whole. 
One of the strategies needed to curtail these fatalities is the 
surveillance of helmetless motorcyclists, which is carried out by 
developing an automatic detection system based on computer 
vision. Generally, this system consists of three subsystems, 
namely, moving object segmentation, motorcycle classification, 
and helmetless head detection. HOPG-LDB (Histogram of 
Oriented Phase and Gradient - Local Difference Binary) 
descriptor for this system produced good accuracy; however, it 
still has a drawback related to a large number of features. Based 
on these observations, this paper proposed an Adaptive Two-
phase Mutation Binary Improved Fruit Fly Optimization 
Algorithm (ATMBIFFOA) to reduce the features. The 
ATMBIFFOA is a new feature selection algorithm that improved 
BIFFOA (Binary Improved Fruit Fly Optimization Algorithm) 
with an adaptive two-phase mutation algorithm. The BIFFOA 
produced good accuracy; however, weak in reducing feature 
dimension. The adaptive two-phase mutation algorithm was used 
to cover this weakness. The experiment results show that the 
proposed method can reduce the number of features and 
computation time effectively from BIFFOA. The proposed 
method produced motorcycle classification accuracy of 96.06% 
for the JSC1 dataset and 96.85% for the JSC2 dataset. As for 
helmetless head detection, the proposed method produced an 
average precision of 66.29% for the JSC1 dataset and 63.95% for 
the JSC2 dataset. 

Keywords—Motorcycle classification; helmetless head 
detection; BIFFOA; two-phase mutation algorithm 

I. INTRODUCTION 
Road traffic injuries and deaths cause considerable 

economic losses to individuals, families, and nations as a 
whole. Based on the current trends, these problems are 
predicted to continually occur for a long period. Furthermore, 
World Health Organization (WHO) published that traffic 
accidents were the 7th leading cause of death in the world, with 
1.35 million mortality cases being recorded yearly [1]. In 
Indonesia, the number of deaths caused by two and three-wheel 
motorcyclists was approximately 74% among other traffic 
accidents [1]. The main cause of this type of accident is the 
head injury sustained due to the unyieldingness of the use of 
helmets. WHO reported that the use of helmets reduces the risk 
of 69% of head injuries [1]. Most countries mandated the use 
of helmets; however, many motorcyclists still violate the 
regulation and escape the consequences, because of the 
difficulty of direct surveillance on the highway, which is not 

monitored for a full day. Meanwhile, research in automatic 
detection based on computer vision has been growing rapidly, 
to curtail these problems. 

In general, the study of detection of motorcyclists not 
wearing helmets was divided into two subsystems, namely 
motorcycle detection and helmetless head detection [2]. The 
feature extraction process gives an impact on the performance 
of both subsystems. Previous studies have used hand-crafted 
features and a convolutional neural network (CNN). The 
Histogram of Oriented Gradient (HOG) descriptor is a hand-
crafted feature that results in relatively high accuracy. The 
author in [3] used HOG to classify vehicles in various 
environments and views. The author in [4] used HOG in both 
subsystems which resulted in good accuracy, but it still 
incorrectly detects distant objects. The author in [5] reported 
that HOG produces higher accuracy than Wavelet Transform 
(WT), Local Binary Pattern (LBP), and their combination in 
helmetless head detection. The author in [6] reported that HOG 
produces higher accuracy than Scale-Invariant Feature 
Transform (SIFT) and LBP in both subsystems. 

Currently, the CNN method is popular for classification 
and detection in various domains. The author in [7] used CNN 
for motorcycle detection to overcome the problem of changing 
lighting and poor video quality. CNN was also used for 
helmetless head detection with various models, for example, 
AlexNet [8], VGG16 [9], VGG19, Inception V3, and 
MobileNets [10]. The author in [11] combined HOG and LBP 
for vehicle classification, and compared hand-crafted features 
(combination of HOG, LBP, and Haralick) and Custom CNN 
for helmetless head detection. The result showed that the 
method produces higher accuracy than HOG and LBP for 
motorcycle classification. For helmetless head detection, 
Custom CNN is superior in terms of accuracy and hand-crafted 
features are superior in terms of prediction time with relatively 
good accuracy. In addition, [12] compared several hand-crafted 
features (HOG, LBP, and Gabor) and CNN for vehicle 
classification. The result showed that the HOG produces better 
accuracy than other descriptors and CNN. 

However, several authors stated that the HOG lacks to deal 
effectively with images of varying lighting [13], and different 
local patterns [14]. This ineffectiveness can be solved by 
combining HOG, Histogram of Oriented Phase (HOP), and 
Local Difference Binary (LDB) descriptors called Histogram 
of Oriented Phase and Gradient - Local Difference Binary 
(HOPG-LDB) [15]. The result of the experiment showed that 
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the HOPG-LDB descriptor increases the accuracy of the HOG, 
however, it still has a drawback related to a large number of 
features. The author in [16] stated that one of the preprocessing 
techniques that reduce these numbers is feature selection. The 
author in [17] stated that feature selection techniques are 
divided into 2, namely filters and wrappers. The author in [18] 
reported that the wrapper method tends to provide better 
performance than the filter. This technique can significantly 
improve the selection of relevant features [19]. 

The author in [20] reported that Binary Improved Fruit Fly 
Optimization Algorithm (BIFFOA) feature selection produces 
a good performance. Based on the experiment of this method 
compared with other algorithms, namely binary Gray Wolf 
Optimization (bGWO), Binary Gravitational Search Algorithm 
(BGSA), Binary Bat Algorithm (BBA), Binary Salp Swarm 
Algorithm (BSSA), Binary Grasshopper Optimization 
Algorithm (BGOA), Genetic Algorithm (GA), Particle Swarm 
Optimization (PSO), Correlation-based Feature Selection 
(CFS), Fast Correlation-Based Filter (FCBF), F-Score, 
Information Gain (IG), and spectrum. The results showed that 
the BIFFOA has the best accuracy, however, weak in reducing 
feature dimensions. 

A solution for reducing feature dimensions was proposed in 
[21], which integrated the Gray Wolf Optimizer algorithm 
(GWO) and two-phase mutation (TMGWO). The first phase 
mutation is used to reduce feature dimensions and the second 
attempt to increase accuracy. The experiments of this method 
were compared with other algorithms, namely BBA, Binary 
Crowd Search Algorithm (BCSA), binary Gray Wolf 
Optimization Algorithm (bGWOA), binary Whale 
Optimization Algorithm (bWOA), Discrete Particle Swarm 
Optimization (DPSO), Flower Algorithm (FA), Multi-Verse 
Optimization (MVO), PSO, and Non-Linear Particle Swarm 
Optimization (NLPSO). The results showed that the TMGWO 
produces the best accuracy and second-best feature reduction 
compared to other methods. 

Detection of motorcyclists not wearing helmets in real-time 
is be required the high accuracy and speed. The addition of a 
feature selection process can improve this performance. 
BIFFOA feature selection produced a good performance; 
however, weak in reducing feature dimension [20]. This 
weakness can be solved by adding a two-phase mutation 
algorithm. This study aims to add a feature selection process to 
detect motorcyclists not wearing helmets. The addition of the 
proposed feature selection is to reduce the number of features 
so the computation time of motorcycle classification and 
helmetless head detection can be reduced. The main 
contributions of this paper are: 

• Adaptive Two-phase Mutation Binary Improved Fruit 
Fly Optimization Algorithm (ATMBIFFOA) is 
proposed. This algorithm is a fusion of BIFFOA and an 
adaptive two-phase mutation algorithm. 

• An algorithm of adaptive two-phase mutation that is 
modified from a two-phase mutation is proposed. 

• The ATMBIFFOA feature selection is added after the 
feature extraction process to reduce features in the 
motorcycle classification and helmetless head detection. 

This paper is organized as follows. Related work is 
presented in Section II that is divided into two parts: 
motorcycle detection and helmetless head detection. Section III 
explains the dataset used, the proposed algorithm, and the 
evaluation methods. In Section IV, we present the experimental 
result and discussion. Finally, the main conclusion is 
introduced and future work is suggested in Section V. 

II. RELATED WORK 
In general, this study is divided into two subsystems: 

motorcycle detection and helmetless head detection. 

A. Motorcycle Detection 
Motorcycle detection has concerned three processes: 

vehicle segmentation, feature extraction, and classification. 
The author in [22] used three shape features: length, width, and 
their ratios to categorize vehicles into five groups. The result 
received from the usage of the decision tree (DT) classifier 
confirmed high accuracy, however, the features had been now 
no longer able to differentiate bicycles, motorcycles, and 
tricycles. The author in [23] used the features of length, width, 
area, diameter, and the ratio of distance to decide the object’s 
center of mass and its main axis length. The classification 
method used a multilayer perceptron (MLP) to categorize the 
vehicles into three categories: heavy and mild duties, and 
motorcycles. 

The author in [24] used the area feature to categorize 
motorcycles and others. Meanwhile, the author in [25] 
proposed a way that specializes in calculating the number of 
motorcycles on the street in real-time. The features used are 
area, height, and width to categorize motorcycles and non-
motorcycles. 

The author in [6] compared a few descriptors: HOG, SIFT, 
and LBP in classifying motorcycles and non-motorcycles. The 
effects confirmed that the HOG descriptor has exceptional 
accuracy. The author in [26] compared HOG, Speeded Up 
Robust Features (SURF), SIFT, and LBP in motorcycles 
detection. It has a look at extensively utilized information of 
images taken from in front, besides, and at the back of 
motorcycles. The result confirmed that the HOG descriptor has 
better accuracy. 

A observe through as in [27] proposed a system that 
categorized vehicles into four categories: cars, vans, buses, and 
motorcycles. The system used Intensity Pyramid-based HOG 
(IPHOG) descriptor and support vector machine (SVM) 
classifier. The outcomes confirmed that the situations of 
climate and light converting have decreased accuracy than the 
normal condition. 

The author in [28] used the LBP descriptor and SVM 
classifier to locate motorcycles. This descriptor became as 
compared with SURF, HOG, and Haar Wavelet. The outcomes 
confirmed that the proposed method has higher accuracy than 
the others. The author in [5] proposed a WT descriptor that 
became as compared with LBP, HOG, and SURF. The 
outcomes confirmed that the WT descriptor has higher 
accuracy than the others. 

The author in [29] proposed a combination of shape and 
color features comprising of area, the ratio of width and height, 
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and color deviation standard. These features served as entering 
for the k-nearest neighbors (KNN) classifier to decide the 
motorcycles and non-motorcycles. The proposed approach 
becomes capable of calculating the wide variety of passengers 
on a motorcycle. The outcomes confirmed mistakes in type due 
to the fact the data had been taken from afar, overlapping 
vehicles, and the passenger sitting too near the rider. The 
author in [11] concatenated HOG and LBP with sequential 
minimum optimization (SMO) for training the SVM classifier. 
The outcomes display that the combination of those descriptors 
produced higher accuracy than the HOG and LBP descriptors. 
The author in [15] concatenated HOG, HOP, and LDB 
descriptors with MLP classifier. The results show that the 
proposed descriptor has higher accuracy than HOG, HOP, 
LDB, HOG-HOP, HOG-LDB, and HOP-LDB descriptors. 
Moreover, the proposed method has higher accuracy than in 
[5], [6], and [11]. 

CNN has additionally been used for motorcycle detection. 
The author in [30] used CNN which specializes in jam 
situations. The CNN is also used in [7] to address numerous 
lights and bad video quality. The take a look at outcomes 
displays that the accuracy generated is better than hand-crafted 
features, however, the computation time is much longer. 

B. Helmetless Head Detection 
Helmetless head detection has involved three stages: ROI 

(region of interest) determination, feature extraction, and 
classification. The ROI determination pursuits to check the 
region round a rider’s head. The heads of the rider and 
passenger are above the motorcycle image; therefore, the 
studies focused at the top a part of the object. Once the head 
region is known, the following steps are feature extraction and 
classification. 

The author in [24] used the circular hough transform (CHT) 
descriptor for helmetless head detection. The result confirmed 
that it error still occurs for the detection of two or extra 
passengers. The author in [5] proposed the HOG descriptor, 
and the dataset was taken in a static environment. The 
assessment was performed by comparing HOG, WT, LBP, 
WT+LBP, WT+HOG, LBP+HOG, and WT+HOG+LBP 
descriptors. The result confirmed that the HOG descriptor has 
the best accuracy. The author in [6] compared HOG, SIFT, and 
LBP descriptors. The outcomes confirmed that HOG has the 
best accuracy. However, the data were taken on a quiet road. 

Some researchers have combined shape, texture, and color 
features to enhance accuracy. The author in [29] used features 
of arc circularity, average intensity, and hue. Data were taken 
from three recording conditions, which include near, far, and 
medium. It turned into located that the greatest mistakes had 
been from the data recording acquired from afar. 

The author in [26] used the features of arc circularity, 
average intensity and hue, and Center Symmetric-Local Binary 
Pattern (CS-LBP). These features served as entering the KNN 
classifier for the classification of heads with and without 
helmets. The technique focused on troubles with data recording 

taken from special angles withinside the front, besides, and 
back. However, the head images were cropped manually. The 
author in [31] extensively utilized arc circularity, average 
intensity and color, and HOG. 

The author in [28] used geometric, shape, and texture 
characteristics. The study used a combination of CHT, LBP, 
and HOG descriptors. CHT is used to decide the geometric 
form of an image. This technique has a weak point that the 
incapability of detecting images of low resolution. The author 
in [15] used the HOPG-LDB descriptor that concatenated 
HOG, HOP, and LDB descriptors. The results show that the 
HOPG-LDB descriptor has higher accuracy than HOG, HOP, 
LDB, HOG-HOP, HOG-LDB, and HOP-LDB descriptors. 
Moreover, the proposed method has higher accuracy than in [5] 
and [6]. 

The author in [32] used CNN with the YOLOv2 model to 
detect riders without helmets. The author in [7] used the 
AlexNet model on each light and heavy traffic. The author in 
[8] extensively utilized the AlexNet model and inaccurate 
detections have been made for riders placing on hats. The 
author in [33] used the iter_45, Inception-V3 network, and full 
ImageNet network models. The author in [34] proposed Faster 
Regions with Convolution Neural Network (R-CNN) for 
decreasing the computing time. However, inaccurate detections 
have been nevertheless made for bicycle riders. The author in 
[11] compared hand-crafted features (a combination of HOG, 
LBP, and Haralick) and Custom CNN. Custom CNN is 
advanced in terms of accuracy and hand-crafted features are 
advanced in terms of prediction time with pretty proper 
accuracy. 

III. MATERIALS AND METHODS 

A. Dataset 
This study used two datasets, namely JSC1 and JSC2 taken 

from the rear and front of an object, respectively. Both datasets 
contain motorcycle and non-motorcycle images used for the 
input of motorcycle classification. The input of helmetless head 
detection used the motorcycle images. Fig. 1 shows some 
samples of both datasets. 

The datasets were generated from the segmentation process 
of the video. This process consists of several stages, namely 
histogram equalization of video frames that have been 
converted to grayscale, Gaussian Mixture Model (GMM) to 
determine foreground, and morphological operations (opening 
and dilation) to remove noise. The author in [35] stated that 
GMM is robust to lighting changes. The first video for the 
JSC1 dataset was recorded on Cipinang Baru Timur Street at 
East Jakarta, Indonesia with a frame speed of 19.49 fps. The 
second video for the JSC2 dataset was recorded on Budi Raya 
Street at West Jakarta with a frame speed of 20 fps. Both 
videos have a resolution of 1280 x 720 pixels and a duration of 
3 hours. Training data was generated from the first 2 hours and 
testing data was generated from the rest. This data division 
technique was also used in [6]. The number of the training and 
testing data are shown in Table I and Table II, respectively. 
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(a) JSC1 Dataset 

      

      
(b) JSC2 Dataset 

Fig. 1. Samples of Datasets. 

TABLE I. THE NUMBER OF TRAINING DATA 

Dataset 

Motorcycle Classification 
Subsystem 

Helmetless Head Detection 
Subsystem 

Motorcycle Non-
motorcycle 

Head with  
helmet 

Head without 
helmet 

JSC1 1602 1602 2052 1694 

JSC2 4066 4066 1984 1984 

TABLE II. THE NUMBER OF TESTING DATA 

 
Dataset 

 Motorcycle Classification 
Subsystem 

 Helmetless Head Detection 
Subsystem 

Motorcycle Non-
motorcycle 

Motorcyclist 
with helmet 

Motorcyclist 
without helmet 

JSC1   531   587   416 115 

JSC2 1390 1852 1091 299 

B. Developed System 
In general, the system for detecting helmetless 

motorcyclists is divided into 3 subsystems, namely moving 
object segmentation, motorcycle classification, and helmetless 
head detection. This study focuses on developing motorcycle 
classification and helmetless head detection, as shown in Fig. 
2. The stage of the head detection in the helmetless head 
detection subsystem is begun the determination process of the 

ROI of the head from the motorcycle image. The ROI limits 
are determined based on the minimum and maximum positions 
of the upper 1/3 of the blob image generated from the 
segmentation process. The resulting image was converted to a 
grayscale image and was enhanced by its contrast using 
CLAHE (contrast-limited adaptive histogram equalization). 
Fig. 3(a) is an example of a motorcycle image. Fig. 3(b) is the 
result of this process. The next step was to create two binary 
images with opposite intensities using thresholding and inverse 
thresholding, but some blobs still need to be filtered and fixed. 
Fig. 3(c) shows the result of this process. The filtering was 
carried out by morphological operations (opening and filling 
holes), removing blobs on the side and top edges, and 
removing too big blobs. Moreover, overly tall blobs were fixed 
by removing the bottom. Fig. 3(d) shows the result of this 
process. Edge detection of Laplace of Gaussian (LoG) is used 
for the next step with the results as in Fig. 3(e). After that, CHT 
is applied to both images, and then the results are combined on 
an ROI head image. An example of this result is as in Fig. 3(f). 
The classification in the head detection is used to classify the 
objects bounding box on the circular into the head and non-
head. Classification in helmetless head detection is used to 
classify head objects into heads wearing a helmet and not 
wearing a helmet. Fig. 3(g) is an example of the classification 
of head detection. The author in [5] reported that the MLP 
classifier produces a good performance so this paper used it. 
The feature extraction process used the HOPG-LDB descriptor 
[15]. 

C. Binary Improved Fruit Fly Optimization Algorithm 
(BIFFOA) 
The author in [20] explained that BIFFOA is developed 

from the Improved Fruit Fly Optimization (IFFO) algorithm 
for the feature selection, by converting it from continuous to 
binary version. The author in [36] explained that the IFFO 
algorithm is improved from the Fruit Fly Optimization (FFO) 
algorithm that is used to determine global optimization. The 
weakness of the FFO algorithm is that the search radius on all 
iterations is the same. In the IFFO Algorithm, the search radius 
(r) for each iteration is calculated using (1). 

𝑟 = 𝑟𝑚𝑎𝑥 ∙ 𝑒𝑥𝑝 �𝑙𝑜𝑔 �
𝑟𝑚𝑖𝑛
𝑟𝑚𝑎𝑥

� ∙ 𝐼𝑡𝑒𝑟
𝐼𝑡𝑒𝑟𝑚𝑎𝑥

� (1) 

where rmax and rmin are the radii of maximum and 
minimum, respectively. Iter represents the iteration, and Itermax 
represents the maximum number of iterations. The author in 
[37] explained that rmin = (UB-LB)/2 and rmax= 10-5, where UB 
(upper bound) and LB (lower bound) value 1 and 0, 
respectively. 

The initialization parameters in the BIFFOA algorithm are 
PS, rmax, rmin, and Itermax. In addition, the initial swarm 
location is initialized by selecting the best solution, which is 
determined by the agent with the smallest fitness value. The 
fitness function is designed as shown in (2). 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛼 𝛾𝑅(𝐷) +  𝛽 |𝑅|
|𝐶|

  (2) 
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Fig. 2. A Developed System of Motorcycle Classification and Helmetless Head Detection. 

  

 
 

 

 
 

 

 
 

 

 
 

  
(a) (b) (c) (d) (e) (f) (g) 

Fig. 3. Image Sample of Results from each Step: (a) Motorcycle Input (b) ROI Head Determination (c) Thresholding (d) Filter and Fix Blob (e) Edge Detection 
(f) CHT Application (g) Classification. 

where γR(D) represents the classification error rate of a 
given classifier. |R| and |C| denote the length of the selected 
feature subset and the total number of features, respectively. α 
and β represent the weight of classification accuracy and 
selected feature subset, respectively. The values of α and β for 
this study are 0.99 and 0.01, respectively. The agents used are a 
swarm of fruit fly positions. The initial positions of this fruit 
fly are binary numbers randomly generated. The position of 
fruit flies is updated using (3). 

𝑥𝑖,𝑗 = �
1 − 𝛿𝑗 𝑖𝑓 𝑆(∆𝑥𝑖,𝑗) ≥ 𝑟𝑎𝑛𝑑()
𝛿𝑗 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒, 𝑗 = 1,2, …𝑛 (3) 

where n is the dimension length and rand() is the generation 
of random numbers between [0, 1]. δj is the jth dimension of the 
optimal solution. S(∆xi,j) is the sigmoidal transfer function (S-
shaped), as in (4). 

𝑆�∆𝑥𝑖,𝑗� = 1

1+𝑒−∆𝑥𝑖,𝑗
  (4) 

where ∆xi,j is calculated using (5). 

∆𝑥𝑖,𝑗 = �
𝛿𝑗 ± 𝑟. 𝑟𝑎𝑛𝑑() 𝑖𝑓 𝑗 = 𝑑
𝛿𝑗 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒, 𝑗 = 1,2, …𝑛 (5) 

where r is the search radius for every iteration that is 
calculated using equation (1). d is a dimension index that is 
chosen randomly. The pseudocode of the BIFFOA is shown in 
Algorithm 1 [20]. 

Algorithm 1. The standard BIFFOA 
1. Input: PS, rmax, rmin, Itermax 

//Initialize the BIFFOA parameter: 
2. Set PS, rmax, rmin, Itermax 
3. Calculate the fitness of all agents using (2) 
4. Set the best solution as swarm location 
5. Iter=0 
6. X*=∆ 
7. Repeat 
8. Calculate the search radius r using (1) 
9. Calculate ∆xi,j using (5) 

//Osphres is foraging phase 
10. For i=1, 2,..., PS 
11. Calculate the S(∆xi,j) using (4)  
12. Using (3) to generate food source, Xi= (xi,1, 

xi,2 ,..., xi,n) 
13. End for 

// Vision foraging phase 
14. Calculate the fitness of all agents using (2) 
15. Update swarm location when there is a better solution 

in the population 
16. Until Iter=Itermax 
17. Output: Solution X* 

D. Two-Phase Mutation Algorithm 
A two-phase mutation algorithm was proposed in [21] to 

improve the GWO algorithm. Algorithm 2 shows the 
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pseudocode of the two-phase mutation [21]. The input of this 
algorithm is the best grey wolf (Xα) in each iteration. The Xα 
is mutated in two phases, the first is used to reduce features and 
the second is utilized in improving accuracy. The mutation is 
executed when the r is less than the Mutation Probability (Mp). 
The value of r is between 0 and 1, which is generated randomly 
and the Mp value is 0.5. 

Algorithm 2. The standard two-phase mutation 
1. Input: the best grey wolf Xα from each iteration 
2. Fitness= calculate the fitness of Xα 

//start the first phase 
3. Define vector one_positions to store the locations of the 

selected features in Xα 
4. Define Xmutated1= Xα 
5. For i=1 to length of one_positions  //for each selected 

feature in Xα 
6. Generate a random number r 
7. If (r < Mp) 
8. Xmutated1[one_positions[i]]= 0 while keeping 

the other features 
9. Fitness_mutated= the fitness of Xmutated1 
10. If (Fitness_mutated < Fitness) 
11. Fitness= Fitness_mutated 
12. Xα= Xmutated1 
13. End if 
14. End if 
15. End for 

//start the second phase 
16. Define vector zero_positions to store the locations of 

the unselected features in Xα 
17. Define Xmutated2= Xα 
18. For j=1 to length of zero_positions  //for each 

unselected feature in Xα 
19. Generate a random number r 
20. If (r < Mp) 
21. Xmutated2[zero_positions[j]]=1 while keeping 

the other features 
22. Fitness_mutated=the fitness of Xmutated2 
23. If (Fitness_mutated < Fitness) 
24. Fitness= Fitness_mutated 
25. Xα= Xmutated2 
26. End if 
27. End if 
28. End for 
29. Output: the improved Xα 

E. Proposed Algorithm: Fusion of BIFFOA with Adaptive 
Two-Phase Mutation Algorithm 
ATMBIFFOA is a new feature selection algorithm that is 

proposed in this paper. It improved the BIFFOA by adding an 
adaptive two-phase mutation algorithm that aims to reduce 
feature dimensions. The pseudocode of the ATMBIFFOA is 
found in Algorithm 3, while that of the adaptive two-phase 
mutation algorithm is found in Algorithm 4. 

The input of the adaptive two-phase mutation algorithm is 
the best solution for each iteration (X*) that is defined as 
shown in (6). 

𝑋∗ = (𝑥1, 𝑥2, … , 𝑥𝑛)  (6) 

where xj is the jth dimension of X*, and n is the dimension 
length of X*. When each xj values= 0, then the corresponding 
feature is unselected. And when each xj values= 1, then the 
corresponding feature is selected. The Mp is defined as the 
vector as shown in (7). 

𝑀𝑝 = (𝑚𝑝1,𝑚𝑝2, … ,𝑚𝑝𝑛)  (7) 

where mpj is the mutation probability of the jth dimension. 
The mpj values are constant at the beginning of iteration (mpj 
in the study is 0.5). However, when the iteration is greater than 
or equal to the weight iteration (Iw), then Mp is equal to the 
dimension weights of the best agents. The Iw is calculated 
using (8). 

𝐼𝑤 = 𝑡𝑤 × 𝐼𝑡𝑒𝑟𝑚𝑎𝑥  (8) 

where tw is a weight threshold that values a range of [0, 1]. 

The dimension weights of the best agents are represented in 
the vector (Wi), as in (9). 

𝑊𝑖 = �𝑤𝑖,1,𝑤𝑖,2, … ,𝑤𝑖,𝑛�  (9) 

where wi,j is the weight of the best agent in the ith iteration 
and jth dimension that is calculated using (10). 

𝑤𝑖,𝑗 =
𝑤(𝑖−1),𝑗× (𝑖−1)+𝑥𝑖,𝑗

𝑖
  (10) 

where xi,j is the value of the best solution in the ith iteration 
and jth dimension. 

Algorithm 3. The proposed ATMBIFFOA 
1. Input: PS, rmax, rmin, Itermax 

//Initialize the ATMBIFFOA parameter: 
2. Set PS, rmax, rmin, Itermax 
3. Set W0, Mp, Iw 
4. Calculate the fitness of all agents using (2) 
5. Set the best solution as swarm location 
6. Iter=0 
7. X*=∆ 
8. Repeat 
9. Calculate the search radius r using (1) 
10. Calculate ∆xi,j using (5) 

//Osphres is foraging phase 
11. For i=1, 2,..., PS 
12. Calculate S(∆xi,j) using (4)  
13. Using (3) to generate food source, Xi=(xi,1, xi,2 

,..., xi,n) 
14. End for 

// Vision foraging phase 
15. Calculate the fitness of all agents using (2) 
16. Update the swarm location when there is a better 

solution in the population 
17. Update Wi using (9) 
18. If Iter >= Iw 
19. Mp=W 
20. End if 

//Mutation process 
21. Process of the adaptive two-phase mutation 
22. Until Iter=Itermax 
23. Output: Solution X* 
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The mutation process in the two-phase mutation algorithm 
is executed in all dimensions of one_position and zero_position 
vector. Therefore, this algorithm takes a long time when used 
in a large number of features. The adaptive two-phase mutation 
algorithm limited the number of mutated dimensions with the 
1st Mutation Candidate Probability (Pmc1) and the 2nd Mutation 
Candidate Probability (Pmc2), therefore, its computation time 
can be reduced. The mutation position of both vectors is 
selected through random permutation. 

Algorithm 4. The proposed adaptive two-phase mutation 
1. Input: the best solution X* from each iteration 

//start the first phase 
2. Define vector one_positions to store the locations of the 

selected features in X* 
3. Define Xmutated1= X* 
4. Define the number of mutation candidate nmc=Pmc1 × 

length of one_position 
5. Define vector one_mutation_candidate to store the 

location of the mutated candidate by selecting nmc 
random permutations in one_position. 

6. For i=1 to length of one_mutation_candidate   
7. Generate a random number r 
8. If (r < Mp[one_mutation_candidate[i]]) 
9. Xmutated1[one_mutation_candidate[i]]= 0 

while keeping the other features 
10. Fitness_mutated= the fitness of Xmutated1 
11. If (Fitness_mutated < Fitness) 
12. Fitness= Fitness_mutated 
13. X*= Xmutated1 
14. End if 
15. End if 
16. End for 

//start the second phase 
17. Define vector zero_positions to store the locations of the 

unselected features in X* 
18. Define Xmutated2= X* 
19. Define the number of mutation candidate nmc=Pmc2 × 

length of zero_position 
20. Define vector zero_mutation_candidate to store the 

location of the mutated candidate, by selecting the nmc 
random permutations in the zero_position 

21. For j=1 to the length of zero_mutation_candidate   
22. Generate a random number r 
23. If (r < Mp[zero_mutation_candidate[j]]) 
24. Xmutated2[zero_mutation_candidate [j]]=1 

while keeping other features 
25. Fitness_mutated=the fitness of Xmutated2 
26. If (Fitness_mutated < Fitness) 
27. Fitness= Fitness_mutated 
28. X*= Xmutated2 
29. End if 
30. End if 
31. End for 
32. Output: the improved X* 

F. Evaluation Methods 
The parameters for measuring performance were feature 

number (NF), time of average classification (Time), accuracy 
(Acc), precision (Pre), and recall (Rec). Especially for 
helmetless head detection, we used average precision (AP) to 
measure accuracy. Equations (11), (12), and (13) are used in 
calculating accuracy, precision, and recall, respectively. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

  (11) 

𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

  (12) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

  (13) 

where TP, TN, FP, and FN represent true positive, true 
negative, false positive, and false negative, respectively. The 
TP is the true detection of the ground-truth bounding box. The 
correct detection was measured using the intersection over 
union (IOU) as in (14). 

𝐼𝑂𝑈 = 𝑎𝑟𝑒𝑎(𝐵𝑝∩𝐵𝑔𝑡)
𝑎𝑟𝑒𝑎(𝐵𝑝∪𝐵𝑔𝑡)

  (14) 

where Bp and Bgt represent the predicted and ground-truth 
bounding box, respectively. The detection is considered correct 
when the IOU is greater than or equal to the threshold. In this 
study, the threshold value was 0.5. 

AP is the area under the precision-recall curve which has a 
range of [0, 1] and it is calculated as in (15) [38]. 

𝐴𝑃 = ∑ (𝑅𝑛+1 − 𝑅𝑛)𝑃𝑖(𝑅𝑛+1)𝑛 , (15) 

where Pi(Rn+1) is calculated using (16). 

𝑃𝑖(𝑅𝑛+1) = 𝑚𝑎𝑥𝑅�:𝑅�≥𝑅𝑛+1 𝑃(𝑅�)  (16) 

where 𝑃�𝑅�� is the precision measured at the time of recall 𝑅�. 

The experiment was carried out by selecting the best result 
on each process, namely a combination of cell and block sizes 
on the HOPG-LDB descriptor, variation of tw value on the 
ATMBIFFOA, and a combination of hidden layer number, 
neuron number, and training algorithm on the MLP. The block 
size variations were 2×2 and 3×3 cells. The cell size variations 
in the 2×2 blocks were 4×4, 6×6, 8×8, and 12×12 pixels and 
the 3×3 block sizes were 4×4 and 8×8 pixels. The variations of 
tw values were 0.25, 0.5, and 0.75. The variations of the 
number of hidden layers used are 1, 2, and 3. The number of 
neurons in the hidden layers (nH) was determined by using (17) 
[39]. 

𝑛𝐻 = �𝑛𝑖 + 𝑛𝑜 + 𝑙   (17) 

where ni is the number of neurons in the input layer, no is 
the number of neurons in the output layer, and l is an integer 
constant of 1 to 10. The l variation of this study was 1, 5, and 
10. Finally, we used 8 variations of the training algorithm, 
namely the gradient descent with adaptive learning rate 
backpropagation (traingda), scaled conjugate gradient 
backpropagation (trainscg), conjugate gradient 
backpropagation with Powell-Beale restarts (traincgb), 
conjugate gradient backpropagation with Fletcher-Reeves 
update (traincgf), conjugate gradient backpropagation with 
Polak-Ribiére update (traincgp), one step secant 
backpropagation (trainoss), gradient descent with momentum 
and adaptive learning rate backpropagation (traingdx), and 
gradient descent backpropagation (traingd). This paper used 
the learning rate of 0.05, the epoch maximum number of 1000, 
and the limit for error of 0.001 for the training. The author in 
[40] reported that these parameters result in a good 
performance. 
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For the ATMBIFFOA, the parameters of PS and Itermax are 
24 and 100, respectively. The values of Pmc1 and Pmc2 are 0.25 
and 0.01, respectively. The K-fold cross-validation (K=5) was 
used to separate the training and validation data in the feature 
selection process. Each experiment is run 5 times and the 
average results are used. All the experiments were carried out 
in Windows 10 Ultimate 64-bit operating system, with 
processor Intel Core (TM) i7-9750HQ CPU and 16 GB of 
RAM. All the algorithms were implemented in the MATLAB 
R2019a Software. 

IV. RESULTS AND DISCUSSION 
This section shows the experiment results of the proposed 

method for motorcycle classification and helmetless head 
detection. 

A. Motorcycle Classification 
The first experiment is to determine the best accuracy of 

the proposed method (ATMBIFFOA) with variations of tw. 
Table III shows the results of this experiment for the 
motorcycle classification. From this table, we can be seen that 
the best accuracy reaches 96.06% for the JSC1 dataset and 
96.85% for the JSC2 dataset. 

Furthermore, the proposed method is compared with the 
previous study, namely in Table IV. Here, [20] used BIFFOA 
feature selection. From this table, it can be seen that the 
proposed method is superior in terms of the number of features 
and classification time. Meanwhile, in terms of accuracy, the 
proposed method is superior for the JSC1 dataset, and [20] is 
superior for the JSC2 dataset. For this reason, we conclude that 
the addition of an adaptive two-phase mutation algorithm in 
BIFFOA can effectively reduce the number of features. 

TABLE III. EXPERIMENTAL RESULTS WITH VARIATION OF 𝑡𝑤  FOR 
MOTORCYCLE CLASSIFICATION 

Dataset tw Acc (%) Pre (%) Rec (%) NF Time  
(×10-3 s) 

JSC1 

0.25 95.90 95.38 96.05 899.0 46.4321 

0.50 96.06 95.63 96.12 951.8 42.6672 

0.75 95.39 95.28 95.03 829.6 38.1412 

JSC2 

0.25 96.71 97.28 94.98 232.8 34.9727 

0.50 96.85 97.38 95.21 227.8 34.2448 

0.75 96.71 97.46 94.81 253.0 41.5804 

TABLE IV. FEATURE SELECTION COMPARISON BETWEEN PROPOSED 
METHOD AND PREVIOUS STUDY 

 
Dataset Method NF 

Time 
 (×10-3 
s) 

 Acc 
 (%) 

 Pre  
 (%) 

 Rec  
 (%) 

JSC1 
[20] 1155.4 48.685 96.05 95.62 96.08 

Proposed method 951.8 42.667 96.06 95.63 96.12 

JSC2 
[20] 283.6 42.320 96.96 97.67 95.19 

Proposed method 227.8 34.244 96.85 97.38 95.21 

 
(a) JSC1 Dataset. 

 
(b) JSC2 Dataset. 

Fig. 4. Convergence Curve of the Proposed Method and the Previous Study 
for Motorcycle Classification. 

Fig. 4 displays the convergence curve of the proposed 
method and the previous study in [20]. The proposed method 
produces a better optimal solution than the BIFFOA. 

B. Helmetless Head Detection 
Table V shows the experimental results of helmetless head 

detection with variations in the value of tw. From this table, it 
can be seen that the highest AP reaches 66.29% for the JSC1 
dataset and 63.95% for the JSC2 dataset. Furthermore, the 
proposed method is compared with previous studies. 

Table VI shows a comparison of the proposed feature 
selection method and previous study. Here, [20] used the 
BIFFOA feature selection. From this table, it can be seen that 
the proposed method is superior in terms of the number of 
features and classification time. In addition, the AP of the 
proposed method is superior for the JSC2 dataset, although it is 
slightly lower for the JSC1 dataset. Fig. 5 shows the 
comparison of the convergence curve between the proposed 
method and the previous study. The proposed method produces 
a better optimal solution than [20]. Therefore, we can conclude 
that the addition of an adaptive two-phase mutation algorithm 
to BIFFOA can reduce features effectively. 
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TABLE V. EXPERIMENTAL RESULTS WITH A VARIETY OF 𝑡𝑤  FOR 
HELMETLESS HEAD DETECTION 

Dataset tw AP 
(%) 

Pre 
(%) 

Rec 
(%) NF Time 

(×10-3 s) 

JSC1 
0.25 66.29 57.19 76.74 138.6 4.489 
0.50 63.59 55.63 75.56 151.6 4.499 
0.75 66.09 54.90 76.74 147.6 4.487 

JSC2 
0.25 60.49 51.65 79.18 416.2 6.044 
0.50 63.95 52.68 81.82 391.2 4.464 
0.75 61.92 49.98 80.95 419.0 5.929 

TABLE VI. FEATURE SELECTION COMPARISON BETWEEN PROPOSED 
METHOD AND PREVIOUS STUDY FOR HELMETLESS HEAD DETECTION 

 
Dataset  Method NF 

 Time  
 (×10-
3 s) 

 AP  
 (%) 

 Pre  
 (%) 

 Rec 
 (%) 

JSC1 
[20] 159.6 4.641 66.68 57.31 77.19 

Proposed method 138.6 4.489 66.29 57.19 76.74 

JSC2 
[20] 445.0 5.255 62.55 51.59 81.23 

Proposed method 391.2 4.464 63.95 52.68 81.82 

 
(a) JSC1 dataset 

 
(b) JSC2 dataset 

Fig. 5. Convergence Curve of the Proposed Method and the Previous Study 
for Helmetless Head Detection. 

The proposed method is also compared with previous 
studies, as shown in Table VII. Here, [6] used a combination of 
HOG descriptor and SVM classifier, and [5] used a 
combination of HOG descriptor and MLP classifier. AP of the 
proposed method is superior when compared to these methods. 
Fig. 6 shows a comparison of the precision-recall curve of the 
proposed method and these methods. 

TABLE VII. COMPARISON BETWEEN PROPOSED METHOD AND PREVIOUS 
STUDIES FOR HELMETLESS HEAD DETECTION 

Dataset Method AP (%) Pre (%) Rec (%) 

JSC1 

[6] 43.41 53.18 68.15 

[5] 52.45 57.50 68.15 

Proposed method 66.29 57.19 76.74 

JSC2 

[6] 40.47 52.27 78.59 

[5] 54.30 50.00 78.13 

Proposed method 63.95 52.68 81.82 

 
(a) JSC1 dataset 

 
(b) JSC2 dataset 

Fig. 6. The Curve of Precision-Recall of the Proposed Method and the 
Previous Study. 
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V. CONCLUSION 
This paper proposed a new feature selection algorithm 

called ATMBIFFOA for motorcycle classification and 
helmetless head detection. The experiment used two datasets 
with different recording angles, namely the rear and front of an 
object. The motorcycle classification accuracy of the proposed 
method reaches 96.06% for the JSC1 dataset and 96.85% for 
the JSC2 dataset. Meanwhile, the AP of helmetless head 
detection reaches 66.29% for the JSC1 dataset and 63.95% for 
the JSC2 dataset. The proposed algorithm is more effective 
than BIFFOA in terms of the number of features and the time 
of classification. For this reason, the proposed method is more 
suitable for the detection of motorcyclists who do not wear 
helmets in real-time. However, the addition of an adaptive two-
phase mutation algorithm to BIFFOA can significantly increase 
the feature selection time. In the future, ATMBIFFOA can be 
used with faster classifiers such as KNN, SVM, and DT to 
reduce the time consumption of feature selection. 
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Abstract—The COVID-19 pandemic has had catastrophic 

consequences all over the world since the detection of the first 

case in December 2019. Currently, exponential growth is 

expected. In order to stop the spread of this pandemic, it is 

necessary to respect sanitary protocols such as the mandatory 

wearing of masks. In this research paper, we present an 

affordable artificial intelligence-based solution to increase the 

protection against COVID-19, covering several relevant aspects 

to facilitate the detection and prevention of this pandemic: non-

contact temperature measurement, mask detection, automatic 

gel-dispensing, and automatic sterilization. Our main 

contribution is to provide high-quality, real-time learning and 

analysis. To achieve this goal, we used a deep convolutional 

neural network (CNN) based on MobileNetV2 architecture as the 

learning algorithm and Advanced Encryption Standard (AES) as 

an encryption protocol for sending secure data to notify hospital 

staff. The experimental results show the effectiveness of our 

model by providing 99.7% accuracy in detecting masks with a 

runtime of 1.54 s. 

Keywords—Face mask detection; coronavirus; COVID-19; 

deep learning; MobileNetV2; AES 

I. INTRODUCTION 

The world faces a serious pandemic named COVID-19 as a 
result of the new SARS-CoV-2 virus, which began in China in 
late December 2019.This epidemic spread quickly beyond 
China on February 25, 2020 for the first time [1]. By January 
20, 2022, the total number of identified cases was 338 807 207 
while 5 581 841 individuals had passed away worldwide [2]. 
The most common symptoms of COVID-19 are fever, 
headache and loss of smell, muscle pains, and dry cough. In the 
most severe forms, the onset of acute respiratory distress 
syndrome leads to death, especially in people who are more 
fragile because of their age or comorbidities [3]. Coronavirus 
infections are frequent in humans and in most cases, they are 
transmitted directly (from one person to another) by respiratory 
droplets. However, they are also transmitted indirectly by 
surfaces [4]. To reduce the spread of this disease, many 
protective and safety measures have been taken by the 
authorities such as mandatory wearing of an indoor mask, 
physical distancing, self-isolation, limitation of citizen 
movement within a country‟s borders and abroad, closure of 
non-essential workplaces and educational institutions, and 
finally reduction of public transport and restriction of domestic 
and international travel [5]. Overall, the sanitary protocols of 

preventing COVID-19 have shown positive results in reducing 
the spread of the virus [6]. 

Consequently, we propose a new system of access control 
in compliance with health protocols. In this article, we present 
an intelligent system to help organizations comply with 
COVID-19 security rules and reduce the spread of the 
pandemic. We focus on the most common internal measures, 
such as the distance between people, which should be at least 
1.5 to 2 meters. Equally crucial is wearing a mask and washing 
hands with hydro alcoholic gel. Finally, people with a 
temperature above 38°C should stay at home and receive health 
care, and should not go to work or school or interact with 
others outside the home. 

Our system is designed to help the fight against this 
pandemic by monitoring the wearing of masks to reduce the 
spread of viruses [7]. Moreover, this system detects the fever of 
people without making contact. The room is sterilized daily 
and automatically when an abnormal temperature is detected. 
Gel is distributed without the need to touch the dispenser since 
COVID-19 could be transmitted by a plastic surface. Finally, 
the algorithm used in this work detects mask-wearing at 99.7% 
efficiency. 

The remainder of this paper is organized as follows: The 
second section explores some related works and similar 
approaches to COVID-19 detection. In the third section, we 
outline our suggested method for COVID-19 detection and 
prevention. Then, in the fourth section, we describe the 
materials and methods used in the experiment, including the 
results of the evaluation. In the fifth section, we offer the 
conclusion. 

II. RELATED WORK 

It has become increasingly important to consider some 
methods of COVID-19 prevention and detection to limit and 
restrict the rapid spread of the epidemic virus. In their works, 
several researchers have proposed numerous approaches to 
detect COVID-19 and protect persons from this virus. 

The authors in [8] have proposed a portable non-contact 
method to screen the health status of people wearing masks 
through analysis of respiratory characteristics. In their work, 
they proposed the use of a device which consists of a thermal 
camera FLIR ONE and an Android phone. This work is based 
on face detection in a video stream to capture technical 
breathing data. Then, the deep learning algorithm Gated 
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Recurrent Unit (GRU) is applied to the respiratory data to 
obtain the result of medical screening. While this method can 
help to combat the current epidemic of COVID-19, the 
proposed algorithm is not stable in the respiratory status 
measurement because of the effects of different types of 
masks.. 

In another work [9], the authors focus on the workflow 
based on the detection of COVID-19 from image classification 
using the deep learning model‟s convolutional neural network 
(CNN), they provided a pre-processing pipeline aimed at 
removing the sampling bias and improving the image quality. 
The results show that the CNN algorithm based on a Visual 
Geometry Group (VGG19) model provides better COVID-19 
detection results against pneumonia for the ultrasound images. 
This work enables quick, accessible, affordable, and reliable 
identification of COVID-19 and helps to slow the transmission 
of COVID-19 infection. However, the used database requires a 
large number of images for better identification. 

Jordi Laguarta and all, in [10] built a data collection 
pipeline of COVID-19 cough recordings between April and 
May 2020. They created the largest balanced COVID-19 audio 
cough to develop an intelligent speech-processing framework 
that leverages acoustic biomarker feature extractors to pre-
screen COVID-19 from cough recordings. 

In [11], the authors proposed a mask-wearing detection 
system. This system recognizes whether or not a person is 
wearing a mask based on the transfer learning technique. The 
ResNet-50 model is based on YOLO v2 (deep learning 
algorithm), which gives an accuracy of 81% of mask detection. 
The major drawback of this work is that the authors did not 
give details about the confusion matrix of the proposed 
algorithm. 

Regarding temperature detection, there are several variant 
Arduino-based solutions. For instance, in [12], IoT systems for 
security monitoring based on temperature detection were 
presented. However, the used sensor does not give accurate 
results. In this context, in [13], the authors present a 
comparison between three types of sensors to measure 
temperature without making contact. According to the obtained 
results, the thermal camera Lepton gives the most accurate 
value with a minimum error rate. 

To summarize, the previously cited works were carried out 
to design and deploy COVID prevention and detection 
systems. However, we deduce that these systems perform 
poorly for small and unvaried datasets because of the great 
variety of masks and the differing of symptoms from one 
person to another. 

To remedy the problems mentioned above, our main 
objective is to offer a COVID-19 detection and prevention 
system based on deep learning for the detection of mask-
wearing. We provide an effective and intelligent solution with 
a secure monitoring process based on the MobileNetV2. 
Moreover, because of the sensitivity of transmitted results to 
doctors, we need to ensure confidentiality. In fact, to provide 
secure end-to-end service, data are encrypted based on 
symmetric cryptography using AES (advanced encryption 
algorithm). 

III. OVERVIEW OF THE PROPOSED SCHEME 

The pandemic of COVID-19 is spreading rapidly every 
day. This disease has become a major threat to people‟s lives 
as it often causes death. Therefore, we base our research on the 
prevention and detection of this disease in the field of work and 
the health sector. 

In this section, we provide an overview of our proposal to 
achieve the previously presented goals. We start by defining 
the system model containing the elements of our solution, 
where we implement specific algorithms. Indeed, we present 
an intelligent solution for the detection of and prevention from 
coronavirus. Our proposed model consists of the following 
subsystems, illustrated in Fig. 1. 

Our model is useful in buildings such as hospitals, clinics, 
and company headquarters. Indeed, we contribute the design of 
an intelligent system to detect and prevent COVID-19 based on 
the use of deep learning algorithms to classify people with and 
without mask, and an algorithm for non-contact temperature 
detection. Our solution is based on the extraction of significant 
face parameters such as eyes and nose, followed by the 
application of the CNN algorithm based on MobileNetV2 
architecture. Then, to detect the temperature, we apply an 
algorithm that generates a thermal image and measures the 
temperature. After detecting an abnormal temperature value, 
we use an encryption algorithm to send the result to the 
hospital. These results are decrypted using an open-source 
application. Furthermore, to clean hands when entering the 
building, we use a system that allows the automatic contactless 
distribution of alcohol gel. 

 

Fig. 1. COVID-19 Detection and Prevention Model. 
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Finally, for the automatic sterilization phase, we ensure our 
system is equipped with high quality cleaning products to 
sterilize the room every day and following the detection of 
abnormal temperature. 

Fig. 2 presents a flowchart of the COVID-19 detection and 
prevention process, beginning with the presence of a person. 
First, he/she must practice social distancing, which at 
minimum is equal to 1.5 meters. After that, she/he moves on to 
the next step of mask detection. 

If the person is not wearing a mask or not covering their 
nose, an audible signal is sent to warn him to wear the mask 
correctly and repeat the test. Otherwise, he/she must leave. If 
the mask is worn correctly, the second step is processed to 
measure the temperature without contact. For this task, the 
thermal sensor will be triggered using an infrared sensor to 
measure the temperature. 

In the event that this person has a body temperature above 
normal, the door remains closed and an audible signal informs 
this person to go to the waiting room for five minutes and then 
repeat a second temperature measurement test. For this 
duration of waiting, we used a timer which is triggered by a 
sensor after entering the waiting room. After the second test, if 
the person's temperature remains high, a signal is displayed 
informing them to exit and wait for the ambulance service. As 
soon as the sensor detects the exit of a person, an audible 
message informs the other persons to leave. After three 
minutes, the sterilization is triggered automatically using a 
cleaning product against the virus. However, if the personis 
wearing the mask correctly and the temperature does not 
exceed the normal degree, then the door opens and it goes to 
the gel-dispensing stage. For this step, if the sensor detects the 
presence of a hand at a distance of less than 7 cm, the gel is 
dispensed automatically. Otherwise, if the distance is greater 
than 7 cm, the system remains closed. 

 

Fig. 2. The Proposed Detection and Prevention Model. 

A. Mask Detection Algorithm 

For our mask detection algorithm, we rely on 
MobileNetV2, which is a convolution optimization for 
convolutional neural networks. This small, low latency, low 
power model is adjusted to meet the resource constraints of a 
variety of use cases. MobileNetV2 is a highly efficient 
architecture that can be applied to embedded devices with 
limited computing capacity. Used for feature extraction, facial 
recognition, and object detection, it is based on separable in-
depth convolution as the base unit. This convolution has two 
layers: deep convolution and point convolution (1 * 1 
convolution) [14]. 

An inverted residual structure is used to allow the network 
to calculate the activations (ReLU) more efficiently, and to 
retain more information after activation. These connections are 
between the bottleneck layers. 

MobileNetV2 architecture contains the fully convolutional 
initial layer with 32 filters, followed by 19 bottleneck residual 
layers [15]. Algorithm 1 presents the steps of the proposed 
system. 

Algorithm 1: mask port detection  

Inputs: database containing different images with and 
without masks 

Outputs: categorized images showing the presence of a 
face mask 

For the images in the database of two categories, 

1. Convert RGB (red, green, blue) images into grayscale 
images 

2. Resize the images to 224*224 

3. Normalize the image and convert it to a four-
dimensional array 

End 

To build the MobileNetV2model, 

1. Add a convolution layer of 32 filters 

2. Add a convolution layer 1*1 

3. Insert a flattening layer in the network classifier 

4. Add a dense layer to activate ReLU  

5. Add AveragePooling2D 

6. Add the final dense layer with two outputs for two 
categories 

End 

Train the model 

We use OpenCV (Open Source Computer Vision Library) 
to detect faces in an image [16]. This software is a very popular 
algorithm that is used to detect one or more faces in the image 
(Fig. 3). 
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Fig. 3. Mask Detection Chain. 

B. Fever Detection Module 

For the detection of fever, we propose the temperature 
detection process following Algorithm 2. 

Algorithm 2: Fever detection algorithm 

Input: Amount of infrared energy emitted by an object 

Output: Read the temperature of the sensor 

1. Measure the amount of infrared energy 

2. Calculate the signal using DSP (calculation unit) 

3. Convert to a temperature value using an ADC 

4. Generate data via the I2C communication protocol 

5. Read the temperature 

If t>38°C, the door remains closed and the person enters 
the waiting room 

Otherwise, if t<38°C, the door is opened automatically 

End 

The flowchart illustrated by Fig. 4 summarizes the mask 
and temperature detection. When the person wears the mask 
properly and his temperature does not exceed 38°C, the door 
opens automatically followed by the automatic alcohol gel-
dispensing step to clean hands from viruses. Alternatively, if 
the sensor detects an abnormal temperature with a false mask 
port, then the door remains closed. 

 

Fig. 4. Flowchart for Mask and Temperature Detection. 

C. Automatic Gel Dispenser 

For the gel dispenser, we use a specific sensor that 
measures the distance between a body and the used component. 
As presented above, if a person places their hand less than 7 
cm in front of the sensor, the gel will be automatically 
dispensed without touching it. We use this contactless system 
to clean the person‟s hands from viruses before entering the 
building to reduce the transmission of this epidemic. 

D. Message-Sending System 

For this task, after detecting the temperature using the 
thermal sensor and verifying that it exceeds normal 
temperature, a message is sent quickly to the hospital. This 
message contains the location of the company headquarters and 
the degree of detected abnormal temperature. To secure the 
sending of the message against malicious attacks, our system is 
based on the AES-CBC-256 algorithm. AES guarantees that 
sensitive data is only accessible for authorized users to read. 

E. Automatic Sterilization System 

To curb the spread of this epidemic, our system is based on 
high quality cleaning products. Therefore, the automatic 
sterilization system uses a water pump to dispense the cleaning 
products against the virus. The purpose of sterilization is to 
reduce the population of microorganisms, facilitate cleaning, 
protect personnel when handling instruments, and avoid 
contamination of the environment. 

IV. EXPERIMENTS AND RESULTS 

We describe in this section the detailed realization of our 
proposed system. Fig. 5 introduces the architecture of the 
detection and prevention system, subdivided into four 
subsystems. For the mask port and temperature detection 
system, we chose a Raspberry Pi 4 model b card. This card is 
equipped with a 1.5 GHz processor and 8 Go RAM. We chose 
a USB-type camera to allow better resolution of 8 megapixels 
for mask detection against a 5 megapixel camera. For 
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contactless fever detection, we chose MLX90614 thermal 
sensor for its advantages of low cost and small size. As 
previously described, when the system has checked that the 
person is wearing the mask correctly and his temperature does 
not exceed the normal degree, then the door opens, and an SG 
90 servo motor is used to switch to the automatic gel 
distribution system. To this end, we have chosen the SG 90 
servo motor as an ultrasonic sensor and an Arduino Nano 
board equipped with a microprocessor. For the detection of the 
body, we propose using ATMega328, and for the message-
sending phase, we chose an Arduino mega 2560 card equipped 
with a microprocessor: ATMega2560 and a GSM SIM 800L 
V2 module. The GSM module SIM800L V2 starts and 
searches the network automatically, and has low energy 
consumption. It can be directly connected to Arduino which 
has 5V level [17]. If the module receives a signal via serial 
communication from the USB port with the Raspberry Pi, it 
sends directly to the hospital an encrypted message containing 
the location of the company headquarters and the abnormal 
temperature of the person.This encryption is determined by the 
AES algorithm. For the automatic sterilization system, we used 
a speaker, a mini water pump, an ultrasonic sensor, and an 
Arduino Nano board. 

The experiments are conducted in the Anaconda 
environment (version 5.2.0) using Python language. The 
experimental configuration computer is an Intel i5-3317U 
processor at 1.70 GHz with 6 GB of RAM. We present in the 
following section the results of each module. 

A. Mask Detection Camera 

1) MobileNetV2implementation: To develop the model, 

we must first import the required functions from the Keras ML 

library. Keras is a deep learning API written in Python. Keras 

enables rapid experimentation which is able to move from 

idea to result as quickly as possible. The basic data structures 

of Keras are layers and models [18]. All layers used in the 

MobileNetV2 model are implemented using Keras. 

2) Database description: The dataset [19] consists of 

3833 images in which 1915 images are people who are 

wearing face masks and the remaining1918 images are people 

who are not wearing face masks. This large number of images 

is used to train and test our algorithm to improve the 

performance of the model. Fig. 6 contains mainly a front face 

pose with different mask colors. 

First, each image is converted from RGB (red, green, blue) 
to a grayscale image that contains a single-color channel (the 
“grayscale” of each pixel). The images are then resized to 
reduce the complexity and computational power of the 
MobileNetV2 model. 

In this algorithm, we used the cv2.cvt Color function to 
convert the RGB image to grayscale, and the cv2.resize 
function to resize our image to the dimensions (img_size, 
img_size). Our img_size parameter was set to 224, so that each 
image becomes a 224*224 square image. The prepared image 
is added to the „data‟ list and the class label is added to the 
„labels‟ list. To optimize the training time and reduce the 
complexity of the model, we convert the „data‟ list into a more 
efficient NumPy array, and then we divide the array by 255, 
which normalizes the pixel range between 0 and 1. In the 
proposed model, we used TensorFlow to reshape the data 
(image) in data processing. 

TensorFlow is an open-source interface developed by 
Google researchers to perform deep learning and other 
statistical and predictive analysis workloads. It is designed for 
running advanced analytics applications for users such as 
predictive modelers and data scientists [20, 21]. 

 

Fig. 5. Proposed Evaluation Scheme. 
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Fig. 6. Image Data Set with Two Classes of “with Mask” and “without 

Mask”. 

3) Simulation results: The evaluation of our proposal is 

based on different metrics, where the confusion matrix, the 

false positive (FP), the true positive (VP), and the true 

negative (TN) rates are calculated. Fig. 7 presents the 

confusion matrix. This matrix is in the form of a table which is 

often used to describe the performance of our classification 

model on the set of images with and without masks. Our 

algorithm detects with a true positive 1569 out of 1574 images 

with masks, and detects with a true negative 1569 out of 1574 

images without masks. 

 

Fig. 7. Confusion Matrix. 

The first intuitive indicator of success is precision. It is the 
quantitative relationship between correctly predicted positive 
observations and total predicted positive observations [22]. 

The formula (1) is used to calculate the precision of our 
algorithm, where our method achieves an accuracy of up to 
99.7%. 

Accuracy = TP + TN / TP + FP + FN + TN * 100           (1) 

Moreover, Recall or Sensitivity is the quantitative 
relationship of positive observations correctly predicted, or all 
observations within the actual class-yes [23]. It is calculated 
following Equation (2). Our model reaches a Recall equal to 
99.68%. 

Recall = TP / TP + FN * 100            (2) 

The F1 score (Equation (3)) is used to assess a two-class 
system. It is a method which combines the precision of the 
model and the recall rate. It is defined as the harmonic mean of 
the model accuracy and the recall rate, where the result 
retrieved from our model is. F1 score = 99.69%. 

F1 Score = 2*(Recall * Accuracy) / (Recall + Accuracy)     (3) 

Fig. 8 illustrates the contrast between loss of training and 
corresponding validation to the dataset. One of the main 
reasons for obtaining this precision resides in Average Pooling 
[24]. 

A much higher number of neurons and filters can cause a 
decrease in performance. The optimized values of the filters 
and the size of the pool allow the main part (face) of the image 
to be filtered in order to detect the presence of a face. 

The system is able to effectively detect faces which are 
partially obscured either with a mask, hair, or a hand. It 
considers the degree of occlusion over four regions –nose, 
mouth, chin, and eyes – to differentiate an annotated mask 
from a face covered by a hand. 

 

Fig. 8. Training Loss and Accuracy of the Model. 
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MobileNetV2 works best for all types of masks, thereby 
introducing the effectiveness of the proposed model in 
detecting masked faces. We improve our model using the 
Adam optimizer. Table I illustrates the results of comparing 
different related work methods in terms of precision. The work 
presented in [12] used the Medical Masks Dataset (MMD). The 
authors of [11] obtained an average test precision equal to 81% 
using YOLO v2 with ResNet-50, where in [25] the authors use 
the CNN model, which achieves a validation precision of 96% 
for the detection of facial mask. In [26], the authors use Real-
World Masked Face Recognition Dataset (RMFRD) in their 
work. They obtained a test accuracy equal to 97% using 
ResNet-50. 

By analyzing the performance of MobileNetV2 in the 
management of all types of masks, we find that our model is 
the most efficient and fast, where it achieves a mask detection 
accuracy of 99.7% thanks to its optimized architecture that 
contains inverted residuals and linear bottlenecks. 

TABLE I.  COMPARISON OF RESULTS 

References Algorithms Precision in classifying images 

[11] YOLO v2 with ResNet-50 81% 

[25] CNN 96% 

[26] ResNet50 97% 

Our work MobileNetV2 99,7% 

On the webcam stream (as shown in Fig. 9) of using the 
MobileNetV2, the classification results are displayed on a label 
above the visual rectangle. 

 

Fig. 9. Results obtained without Masks and with Masks. 

B. Fever Detection Module 

For fever detection, we used MLX90614 non-contact 
sensor [27]. This infrared (IR) temperature sensor can be used 
to measure the temperature of particular objects ranging from -
70°C to 380°C. It includes two built-in devices: one is infrared 
thermopile detector (detection unit) and the other is DSP signal 
conditioning device (computing unit). The sensor uses IR rays 
to measure the temperature of the object without making any 
physical contact, and it communicates with the microcontroller 
using the I2C protocol. The sensor measures both the object 
temperature and the ambient temperature to calibrate the object 
temperature value. The detection results are shown in Fig. 10. 
As evident in this figure, if the infrared sensor detects the 
presence of the hand, then the MLX90614 will automatically 
measure the temperature and the result obtained below the 
visual rectangle. 

 

Fig. 10. Simulation Result for Non-Contact Temperature Measurement. 

We conducted the test on 130 students from our school by 
using an IR thermometer with the MLX90614. Table II 

summarizes our assessment. The results show that there is an 
average difference between the two sensors of 2.5°C for 
measuring a person‟s temperature. Our system only has two 
errors of incorrect temperature measurement. To conclude, our 
system helps us to reduce the spread of this pandemic. 

TABLE II.  EVALUATION OF OUR PROTOTYPE 

Number of students tested 130 

Test result for MLX90614 Between 32.6°C and 34.3°C 

IR thermometer test result Between 35.1°C and 36.8°C 

Temperature degree difference 

between mlx90614 and IR 
2.5°C 

Number of errors 2 

Test duration for each student 2.6 seconds 

CPU temperature for the 

Raspberry board 
Between 42°C and 59°C 

Detection distance for two sensors 2cm 

Fig. 11 illustrates the functional prototype for the detection 
of mask wear and fever. 

 

Fig. 11. Functional Prototype for the Detection of Mask Wear and Fever. 
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C. Automatic Gel Dispenser 

For this module, we used the ultrasonic sensor. We send a 
high pulse of 10μs to the trigger pin of the sensor. Then, this 
sensor sends a series of eight ultrasonic pulses at 40 KHz 
(inaudible to the human ear). The ultrasounds propagate in the 
air until touching an obstacle and then return in the other 
direction towards the sensor. After that the sensor detects the 
echo and triggers the measurement. Finally, the signal on the 
echo pin of the sensor remains high. This allows for the 
duration of the round trip of the ultrasound to be measured and 
thus the distance to be determined [28]. The Equation (4) 
calculates the distance. 

Distance = (pulse duration (in μs) / 2) / 29.1           (4) 

Using Proteus 8 Professional software, we obtained the 
results presented in Fig. 12. In fact, if the ultrasonic sensor 
detects the presence of a body, then the servo motor turns to 
distribute the alcohol gel. 

 

 

Fig. 12. Functional Schemefor the Automatic Gel Distribution. 

Fig. 13 shows the experimental result for the automatic 
dispensing of gel. The sensor detects the presence of a human 
hand to disperse the gel automatically. 

 

Fig. 13. Experimental Scheme for the Automatic Gel Distribution. 

D. Message-Sending System 

After an abnormal temperature detection, the system sends 
a signal to the message-sending system via USB 
communication. This message is based on Arduino Mega 2560 
board and GSM SIM 800LV2 module. If this signal is 
received, then the module has to send an encrypted message 
quickly to the hospital from the SIM card. This message 
contains the location of the company headquarters and the 
abnormal temperature level of the person. 

For the decryption phase, we used an open-source 
application called CrypTool [29]. Its use is simple: when 
receiving the encrypted message, the receiver must put it in the 
field message encrypt with the secret code of 24 bit. Then, the 
message will be decrypted automatically after 1s. 

E. Automatic Sterilization System 

To reduce the transmission of COVID-19 [30], we have 
built a smart contactless system to automatically sterilize the 
room. In this regard, our system is based on ultrasonic sensor, 
water pump, speaker, push button, and Arduino Nano. Fig.  14 
show the experimental results. 

In fact, after that the ultrasonic sensor detects the exit of the 
person, the sound message will be triggered to inform other 
people to exit. After three minutes, the Arduino board will send 
a signal to the water pump to automatically dispense the 
cleaning product. For the sterilization phase each day, we have 
provided our system with a push button to control the start of 
cleaning product dispensing. 
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Fig. 14. Experimental Scheme of the Automatic Sterilization System. 

V. CONCLUSION 

In this article, we present an intelligent temperature and 
mask detection system. The main objective is to improve 
internal security against COVID-19 by ensuring a detection 
and prevention method. 

To achieve this goal, we applied a deep convolutional 
neural network based on the MobileNetV2 architecture. We 
used a real database composed of masked and unmasked 
images. Moreover, we use AES-CBC- 256 as the encryption 
protocol to ensure security and privacy information users. The 
MLX90614 is implemented as a contactless temperature 
detection sensor. The results show that by using OpenCV, 
Keras, and TensorFlow, our MobileNetV2 architecture 
operates with a maximum accuracy of 99.7% and a runtime of 
1.53s. The maximum contactless temperature detection 
distance must not exceed 2cm. 

For future work, we will improve our algorithm to detect 
false mask-wearing, to identify building personnel wearing 
their masks, and record their temperature every day. 
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Abstract—This Emotion recognition plays a prominent role in 
today's intelligent system applications. Human computer 
interface, health care, law, and entertainment are a few of the 
applications where emotion recognition is used. Humans convey 
their emotions in the form of text, voice, and facial expressions, 
thus developing a multimodal emotional recognition system 
playing a crucial role in human-computer or intelligent system 
communication. The majority of established emotional 
recognition algorithms only identify emotions in unique data, 
such as text, audio, or image data. A multimodal system uses 
information from a variety of sources and fuses the information 
by using fusion techniques and categories to improve recognition 
accuracy. In this paper, a multimodal system to recognise 
emotions was presented that fuses the features from information 
obtained from heterogenous modalities like audio and video. For 
audio feature extraction energy, zero crossing rate and Mel-
Frequency Cepstral Coefficients (MFCC) techniques are 
considered. Of these, MFCC produced promising results. For 
video feature extraction, first the videos are converted to frames 
and stored in a linear scale space by using a spatial temporal 
Gaussian Kernel. The features from the images are further 
extracted by applying a Gaussian weighted function to the second 
momentum matrix of linear scale space data. The Marginal 
Fisher Analysis (MFA) fusion method is used to fuse both the 
audio and video features, and the resulted features are given to 
the FERCNN model for evaluation. For experimentation, the 
RAVDESS and CREMAD datasets, which contain audio and 
video data, are used. Accuracy levels of 95.56, 96.28, and 95.07 on 
the RAVDESS dataset and accuracies of 80.50, 97.88, and 69.66 
on the CREMAD dataset in audio, video, and multimodal 
modalities are achieved, whose performance is better than the 
existing multimodal systems. 

Keywords—Emotion recognition; multimodal; fusion; MFCC; 
MFA; FERCNN; CREMAD; RAVDESS 

I. INTRODUCTION 
Emotion recognition is the process of determining a 

person's emotional state. Affective computing and human-
computer interaction (HCI) applications rely heavily on it [1]. 
In recent studies, emotion identification has sparked increased 
attention in academics and the commercial sector [2]. It is used 
in a variety of applications, including analysis of Twitter, 
tutoring systems, playing video games, prediction of consumer 
satisfaction, and military healthcare [3-5]. 

Speech or audio emotion recognition has been employed in 
medical studies to examine the changes in the emotions of 
depressed patients and in children who are having 
communication difficulties. It can also be used to warn the 
drivers during driving when the condition of the driver is 
fatigued to avoid accidents. Low level information from the 
speech or audio signals is extracted by the speech or audio 
emotion recognition system to comprehend the emotion status. 
Compilation of databases related to emotions, extraction of 
emotional features from the speech or audio signal, reduction 
of features by using dimensionality reduction techniques, and 
classification of emotions into respective classes are all part of 
this classification problem based on speech or audio signal 
sequences. K nearest neighbour, Gaussian mixture model, 
Support vector machines, and artificial neural networks are 
some of the traditional techniques that are used for speech or 
audio emotional recognition and are not that efficient because 
human emotions have high complexity and uncertainty [6]. 

About 93% of communication with humans is done 
through nonverbal means such as voice tone, facial 
expressions, and body language [7]. Identifying emotions 
through facial expressions which has been extensively studied 
[8][9] resulted in higher accuracies by making the changes at 
the pre-processing stage. To reduce overfitting during the 
training stage, adding dropout to the CNN model plays a 
prominent role in reducing overfitting during training [10]. 
Extracting of faces from the chain of video sequences and 
extracting the features from the resulted images are the steps 
followed in general to detect the emotions of the faces in the 
video sequences [11]. The robust face detection algorithm [12], 
the AdaBoost learning algorithm [13], and the spatial template 
tracker [14] are some of the techniques used in detecting the 
faces in the video. Fisher vectors, Active Shape model, Active 
Appearance model, local binary patterns, principal component 
analysis [15] and Gaussian mixture model [16] are some of the 
methods that are used for feature extraction in facial images. 
Occlusions and light changes may also lead the identification 
technique to be misled. If the emotion is to be identified 
through speech, ambient noise and differences in the voices of 
different participants are major factors that might affect the 
final recognition result. According to both physiological and 
psychological research, humans need both audio and visual 
signals to correctly understand emotions for which multimodal 
systems that fuse audio and video signals can be used. 
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Thanks to recent research interest in multimodal systems, 
the limitations of monomodal systems [17] [18] have been 
overcome. The information obtained from different modalities 
at different levels of fusion was fused by multimodal systems. 
The different fusion levels are classified into two different 
categories, namely: matching prior to fusion and matching after 
fusion. Feature level and sensor level fusion techniques [19] 
come under the first category, and decision, rank, and score 
level fusion techniques come under the second category. To 
combine the audio and video features of the multimodal, a 
fusion method that takes advantage of both decision and 
feature-level fusion was developed. Latent space fusion 
methods preserve analytical or numerical correlation between 
the different modalities and store them in a common latent 
space. 

II. RELATED STUDIES AND MOTIVATIONS 
Many attempts have been made by researchers to enhance 

emotion identification using a combination of audio and visual 
information [20]. According to [21], audio-visual emotion 
detection may be categorized as kernel-based, feature level, 
model-level, decision-level, score-level, and hybrid level 
fusion techniques. In this paper, we focus on latent-space 
fusion methods and multimodal recognition to detect emotions. 
Multimodal emotion recognition systems consistently 
outperform unimodal systems [22], [23], and [24]. Although 
there are certain benefits to using multimodal affective 
systems, they also face some important challenges [24]. 
Selecting the modalities that result in the best combinations is 
the area that has been focused on in recent studies [25]. 
CREMA-D [26], RAVDESS [27], and SAVEE [28] are some 
of the existing multimodal datasets that have been considered 
for research in recent times. A multimodal method by Cid et al. 
[29] used tempo, pitch, and energy feature extraction 
techniques to extract the audio features and a Bayesian 
classification method to classify the emotions. Edge-based 
characteristics are obtained from visual images to classify them 
in the SAVEE database. 

Gharavian et al. [30] evaluated the performance of a neural 
network called FAMNN. MFCC, Zero Crossing Rate, and 
pitch are some of the audio feature extraction techniques used 
to extract the audio features. Visual information is obtained by 
using marker positions on the face concept, and the resulted 
features are given to a feature selection algorithm (FCBF). For 
audio features, Huang et al. [31] used prosodic and frequency 
domains, while for facial expression description, they used 
geometry and appearance-based features. Using a back-
propagation neural network, each feature vector was utilised to 
train a single-modal classifier. They suggested a genetic 
learning-based collaborative decision-making model, which 
was compared to concatenated equal weighted choice fusion, 
BPN learning-based weighted decision fusion, and feature 
fusion methods. The audio spectrum features are obtained from 
BERT and CNN and are combined in parallel to form a 
multimodal [32]. 

A HGFM method was proposed by Xu [33], which fuses 
the hand-crafted features and the features extracted from the 
gated recurrent unit. The key frame videos are summarized by 

the method proposed by Noroozi [34] which uses a CNN 
model and the concept of stack fashion or late fusion for 
detecting the emotions. Xu et al. [35] proposed a multi-hop 
memorized network that describes the single-modality and 
cross-modality interactions among the three different feature 
domains in aspect-level sentimental analysis of a multimodal 
system. Zadeh et al. [36] introduced a tensor fusion network 
that uses the product of audio, visual and image elements to 
represent multimodal fusion information. 

RMFN, a multistage recurrent network for fusion described 
by Liang et al. [37], divides the multimodal fusion into various 
stages that utilize LSTM to record multimodal interactions in 
both synchronous and asynchronous modes. Liu et al. [38] 
lowered the computational complexity of the parameters by 
using a low-rank multimodal fusion approach that employs a 
low-rank tensor to relieve the increased computational cost of 
considering all three modalities. Poria et al. [39] used LSTM to 
isolate audio, video and text elements before combining them 
in a multi-level architecture. Ghosal et al. [40] developed a 
multi-attention recurrent network architecture for multimodal 
representation that learns features through attention. Tsai et al. 
[41] suggested learning interactions between modalities by 
employing multimodal transformers to construct an attention-
based cross-modal architecture. 

By using the RAVDESS dataset Fu Z et al. [47], R. 
Chatterjee et al. [48], Chang X et al. [49], Wang W et al. [50] 
achieved test accuracies of 75.76, 90.48, 91.4, and 89.8 on their 
respective multimodal systems. Ghaleb E et al. [52], He G et 
al. [53] proposed multimodal systems which resulted in test 
accuracies of 66.5 and 64 on the CREMAD dataset. Rory 
Beard et al. [51] proposed a multimodal where CREMAD and 
RAVDSR datasets are used for experimentation and resulted in 
test accuracies of 65.0 and 58.3, respectively. 

III. RESEARCH METHOD 

A. Dataset Description 
CREMAD and RAVDESS datasets are used for 

experimentation and evaluation purposes. Both datasets consist 
of data related to the emotions of actors in both audio and 
video modes. Angry, disgust, fear, happy, neutral, and sad are 
the common emotions present in both datasets in both modes, 
whereas RAVDESS audio data consists of two more emotions, 
calm, and surprise. CREMAD consists of 22326 and 60359 
emotions related to audio and video. RAVDESS consists of 
4321 and 45225 emotions related to audio and video. A 
detailed overview of the datasets is given in Table I below. 

B. Image Feature Extraction 
From the given set of video sequences of the multimodal 

dataset the videos should be converted into images and then 
facial features should be extracted from the images. The 
detailed description of the features is extracted from the videos 
is given below. 

From the given set of facial emotion videos  𝑓𝑣𝑖𝑑  of a 
multimodal dataset, the images are represented in linear scale 
space 𝐿𝑠𝑠  which is obtained by convoluting 𝑓𝑣𝑖𝑑  with 3 
dimensional Gaussian Kernel. 
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TABLE I. DESCRIPTION OF CREMAD AND RAVDESS DATASETS 

Name of 
The Dataset 

Emotion 
Type 

Data mode and Number of Emotions 
Audio Mode Video/Image Mode 

CREMAD 
Dataset 

Angry 3510 10472 
Disgust 4116 10098 
Fear 3918 10626 
Happy 3709 9661 
Neutral 3666 10867 
Sad 3417 8635 

RAVDESS 
Dataset 

Angry 476 7603 
Calm 524 NA 
Disgust 628 7885 
Fear 542 7394 
Happy 610 7784 
Neutral 385 7419 
Sad 559 7140 
Surprise 596 NA 

Lss�. ;  σLss
2 , τLss

2 �  =  Gauk�. ;σLss
2 , τLss

2 �  ∗  fvid(. )           (1) 

linear scale space, fvid is video sequence, σLss
2 is Spatial 

variance, τLss
2  is Temporal variance, Gauk is Spatial Temporal 

Gaussian Kernel. 

Gauk(x, y, td:σLss2 , τLss2 ) = 

                             exp(−(x2 + y2) 2σLss2 − td2⁄ / 2 τLss2 )         (2) 

Whereas 𝑥 and 𝑦 represents the axis of the frames that are 
obtained from the facial input video sequence  fvid, td denotes 
the axis if time in the temporal domain 

A method proposed by Forstner and Harris [42] [43] 
considers a Gaussian window to identify distinct points of the 
image which in turn determines the locations in fvid when there 
are significant changes in the intensity of image in the given 
space and time domains when sliding the Gaussian window in 
various directions. The distinct points can be detected by 
convoluting Spatial-Temporal Second Momentum matrix with 
the given Gaussian weighted function Gauk(. ;σi2, τi2). 

The Spatial-Temporal Second Momentum matrix is 3 × 3 
dimensional matrix and is given as 

�
Lssx2 LssxLssy LssxLsst

LssxLssy Lssy2 LssyLsst
LssxLsst LssyLsst Lssz2

�             (3) 

And the distinct points identification is given by 

μch = Gauk(. ,σi2, τi2) ∗ ��
Lssx2 LssxLssy LssxLssz

LssxLssy Lssy2 LssyLssz
LssxLssz LssyLssz Lssz2

��(4) 

Where Lssx, Lssy & Lsst are first order derivatives that are 
defined as follows 

Lssx(. ,σlss2 , τlss2 ) =  ∂x(Gauk ∗  fvid)           (5) 

Lssy(. ,σlss2 , τlss2 ) =  ∂y(Gauk ∗  fvid)           (6) 

Lssz(. ,σlss2 , τlss2 ) =  ∂z(Gauk ∗  fvid)            (7) 

Where σi2 =  Sssk ∗  σlss2  , τi2 =  Sssk  ∗  τlss2   and  Sssk is a 
constant 

The existence of distinct points in the fvid is indicated by 
the eigen values λ1, λ2, λ3 that can hold larger values. In the 
Spatial-Temporal domain the variations that are existing in the 
intensity of image are obtained by concatenating the tracelss 
and determinant of μch which is given as  

Hfn =  |(μch)| − K ∗  tracelss3 (μch)  

=  λ1 ∗ λ2 ∗ λ3 − k(λ1 + λ2 + λ3)             (8) 

K is a constant and the function 𝐻𝑓𝑛is normalized such that the 
effect of variations in the images due to illumination can be 
removed 

C. Audio Feature Extraction 
Zero crossing rate (ZCR), Mel Frequency Spectrum 

Coefficient (MFCC), pitch and energy are   some of the feature 
extraction techniques used to extract the features of the 
emotions from the given audio signal. 

1) Zero crossing rate: The number of times the audio 
signal crosses the zero-line, x-axis, is referred to as the zero-
crossing rate, and it is stated as follows. 

Ztn =  1
2N
∗  ∑ �

SignAud�xAudt(n)� −
 SignAud�xAudt(n − 1)�

�N
n=1             (9) 

SignAud(xAudt) = �1       if xAudt > 0 
0          Otherwise

�         (10) 

Where, tn ∈  [tn1, tn2], xAudt(tn) is the respective audio signal 
that was divided into segments by using a sliding window that 
was having al length of T, n ∈  [0, N] and  xAudt(n) is the tnth 
Segments time sequence 

2) MFCC (Mel frequency cestrum coefficient): The 
coeeficients of the corresponding spectral form of the audio 
stream are represented using a nonlinear Mel scale. The Mel 
frequency was used to analyse cepstral coefficients, and the 
steps below were followed. 

𝑆𝑡𝑒𝑝 1: 𝐴𝑢𝑑𝑖𝑜 𝑆𝑖𝑔𝑛𝑎𝑙𝑠 𝑎𝑟𝑒 𝑠𝑝𝑙𝑖𝑡𝑡𝑒𝑑 𝑖𝑛𝑡𝑜 𝑓𝑟𝑎𝑚𝑒𝑠 𝑏𝑦 𝑢𝑠𝑖𝑛𝑔  

𝑓𝑖𝑥𝑒𝑑 𝑠ℎ𝑖𝑓𝑡 𝑎𝑛𝑑 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑧𝑒𝑠. 

𝑆𝑡𝑒𝑝 2:  𝐹𝑎𝑠𝑡 𝐹𝑜𝑢𝑟𝑖𝑒𝑟 𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚 (𝐹𝐹𝑇)  

𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑟𝑎𝑚𝑒 𝑖𝑠 𝑐𝑎𝑙𝑐𝑢𝑙𝑙𝑎𝑡𝑒𝑑. 

𝑆𝑡𝑒𝑝 3:  𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠 𝑎𝑟𝑒 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑀𝑒𝑙 𝑆𝑐𝑎𝑙𝑒 𝑢𝑠𝑒𝑑. 

𝑆𝑡𝑒𝑝 4:  𝐿𝑜𝑔𝑎𝑟𝑖𝑡ℎ𝑚 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑢𝑙𝑡𝑒𝑑 𝑜𝑢𝑡𝑝𝑢𝑡 𝑜𝑓 𝑆𝑡𝑒𝑝 3 𝑖𝑠  

𝑐𝑎𝑙𝑐𝑢𝑙𝑙𝑎𝑡𝑒𝑑. 

𝑆𝑡𝑒𝑝 5:  𝐷𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝐶𝑜𝑠𝑖𝑛𝑒 𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚 (𝐷𝐶𝑇) 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ  

𝑓𝑟𝑎𝑚𝑒 𝑖𝑠 𝑐𝑎𝑙𝑐𝑢𝑙𝑙𝑎𝑡𝑒𝑑. 

Acoustic tube characteristics pitch and energy are exhibited 
by MFCC that contains great amount of emotional information 
which plays a key role in emotion recognition. 
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3) Pitch: It depicts the signal's fundamental frequency 
[44]. The valence of an audio stream is connected to its 
rhythm and average pitch from an emotional standpoint. For 
example, higher amount of pitch may be associated to 
discomfort, lower standard deviation to sadness and usually 
happiness and discomfort are having higher talk and pitch 
rates whereas sadness can be represented by lower talk and 
pitch rates [45]. Autocorrelation is used to calculate the pitch 
of the audio signal and is given as follows. 

xAud[n]  be Stochastic Process Sinusoidal function 

xAud[n] = Cos(w0n +  ∅ )  and the autocorrelation of 
 xAud[n] is given as 

RAud[t] = E{ xAud∗ [n] ∗  xAud∗ [n + t] }         (11) 

=
1
2

cos (w0t) 

Maximum of the autocorrelation value is used to calculate the 
pitch, SAud Samples are used to calculate the estimate of 
RAud[t] 

RAud
^ [t] =  1

SAud
∗  ∑ (WAud[SAud] ∗ xSAud ∗

SAud−|t|
SAud=0

                                                               WAud[SAud + |t|])       (12) 

WAud[SAud] is window length of SAud the Expected value of  

RAud
^ [t] is given as  

EAud�RAud
^ [t]� =  �1 −  |t|

SAud
 � ∗  Cos(wAud0∗ SAud)

2
 , |t|  <  SAud 

             (13) 

4) Energy: It represents the signal's intensity or total 
energy. From an emotional standpoint, an audio signal having 
exciting emotions (e.g., pain or happiness) has more energy 
than an audio signal containing sadness or fatigued feelings 
[46]. The energy of the audio signal 𝑥𝐴𝑢𝑑𝑡(𝑛) is given as 

EnergyAud =  �1
N
∗  ∑ �xAudt(n2)�N

n=1             (14) 

D. Feature Level Fusion 
From the features obtained from audio and video signals, 

only a few portions of the features are related to emotions. 
Personality, age, gender, and many other features are obtained 
from audio and video signals, which may impact the quality of 
recognition of the emotions that are used in the model for 
training. Feature Level Latent Space methods are one of the 
existing categories of methods that are used to find the 
common features related to emotions and map them into the 
required latent space. By maximizing the cross correlation of 
the respective features and by minimizing the feature distance 
or by taking the normalization of the features, they can be used 
in feature level fusion. Marginal Fisher Analysis (MFA) is a 
supervised method that is used for audio video feature level for 
fusion by extracting the required features from the respective 
modalities. The process of 𝑀𝐹𝐴𝑠 feature level fusion is given 
as below. 

Information related to class labels is used in latent space 
generation. The compactness in the intra class is given as 

Scompact =  � � �WAV
T  xi −  WAV

T  xi�
2

i ∈ Nk1(j)
+i

    

 = 2 WAV
T XAV(DAV − SAV) ∗  XAVT wAV

          (15) 
 XAV =  {x1, x2, . . . , xn} Pis the frame set, N is the total samples 
and Nk1

+  is k1 in the same class. 

SijAV =  �1             if  i ∈  Nk1
+ (j) 

0                    Otherwise
            (16) 

Dij
AV =  ∑ SijAV j              (17) 

And the Inter-Class Separability is given by 

IcpP =  ∑ ∑ �WAV
T xi − WAV

T xj�
2

(i,j)∈Pk2(ci)i          (18) 

= 2 WAV
T  XAV�DAV

P − SAVP � ∗  WAV
T WAV 

ciis the emotion of class i, Pk2(ci) is the set of K2 nearest pairs 
and SAV is given by 

SAVij
P = �1                           if(i, j) ∈ Pk2(ci)

0                                     Otherwise
            (19) 

And the objective function is given as follows 

WAV
^ =  argWAV �min �WAV 

T XAV�DAV−SAV� XAV
T WAV

WAV
T XAV�DAV

P −SAV
P � XAV

T WAV
��            (20) 

And the optimal solution is given by 

YAV = XAvT WAV             (21) 

LAV .  YAV =  λ LAV 
P .            (22) 

Where LAV =  DAV −  SAV     and LAVP = DAV
P − SAVP  are called 

Laplacian matrices for WAV and WAV
P  

E. Proposed CNN Architecture 
The proposed CNN architecture consists of four fully 

connected layers, one flattening layer and two dense layers. All 
the fully connected layers are interconnected with each other 
where the output features obtained from each fully connected 
layer are given as an input to the next fully connected layer. 
The inputs to the first fully connected layer are audio, video, 
and multimodal features that are obtained during pre-
processing by applying the audio feature, image feature, and 
feature level fusion extraction techniques described in the 
above sections. The first fully connected layer consists of 
convolution and max polling layers, and the representation of 
the first fully connected layer is given as 

Outconv1 =  Act�∑ LAVi ∗  Wi,j
n�           (23) 

Where Outconv1  is the output of the convolutional layer, 
Act is the activation function,  LAV is the latent space or latent 
features obtained after applying feature level fusion, and Wi,j

n is 
the set of weights associated with the convolutional layer 

Outconvf1 = Max polling{Outconv1}         (24) 
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Outconvf1  is the output obtained from the max polling 
layer, where the input is Outconv1, the first convolutional layer 
output. The output of the first fully connected layer 
OutMaxpoll1 is given as input to the second fully connected 
layer, which consists of convolutional, max polling, and 
dropout layers, and the representation of the second fully 
connected layer is given as 

Outconv2 =  Act�∑ OutMaxpoll1i ∗  Wi,j
2n�         (25) 

OutMaxpoll2 = Max polling{Outconv2}         (26) 

Out conv2f = Act ��OutMaxpoll2 .∗ Drop(0.2)� � ∗ W[2n+1]  
             (27) 

Out conv2f is the output of the second fully connected layer, 
Drop(0.2) means that 20% of the features are dropped from 
the output of the max polling layer, and W[2n+1] are associated 
weights used. 

Out conv2f  the output of second fully connected layer, is 
given as input to the third fully connected layer which consists 
of the same layers as second fully connected layer and the 
output of the third fully connected layer is given as 

Out conv3f = Act ��OutMaxpoll3 .∗ Drop(0.2)� � ∗ W[2n+2](28) 

Out conv3f is given as input to the fourth fully connected 
layer which consists of a convolution and max polling layers 
and the output is given as 

Outconv4 =  Act�∑ Out conv3fi  ∗  Wi,j
n�          (29) 

Outconv4f = Max polling{Outconv4}         (30) 

The output of the fourth fully connected layer is flattened 
by giving to a flatten layer and the output is represented as 

FlattenCNN =  Flatten(a1Outconvf1, a2Outconvf2 , 

a3Outconvf3 , a4Outconvf4)           (31) 

The output of a flattening layer is given to a dense layer 
and a dropout of 20% is applied to the output obtained from the 
dense layer. The resultant features are given as input to the next 
dense layer where the output is classified. Relu activation 
function is used in the dense layers that are used in between, 
and a SoftMax activation function is used in the final dense 
output layer. The representation of the dense, dropout, and final 
output layers is as follows: 

OutDense1l = Dense�DenN, ActRelu(FlattenCNN)�        (32) 

OutDropl = Act�OutlDense1 .∗ Drop(0.2)� ∗ W         (33) 

OutFl = Dense �DenC, ActSoftmax�OutDropl ��         (34) 

OutDense1l  is the output of the dense layer, OutDropl  is the 
output of dropout layer OutFl  is the final classified output. The 
architecture of the proposed CNN is given in the Fig. 1. 

 
Fig. 1. Proposed CNN Architecture. 

F. Data Preprocessing 
For experimentation, the RAVDESS and CREMAD 

datasets are used in this paper. The datasets contain data related 
to audio and video emotions of various actors, and the 
description of the data is given in the dataset description 
section of the same module. The features of the video and 
audio data are obtained by using the image feature extraction 
and audio feature extraction methods explained above. There is 
dissimilarity in the number of features obtained from audio and 
video datasets. There are more features in the resultant dataset 
of video images when compared to audio files. A 
dimensionality reduction technique is applied to the image set 
to reduce the number of features so that the same number of 
features is present in the audio and video resultant datasets. 
Finally, a multimodal dataset is obtained by combining the 
resultant features of audio and video from the respective 
datasets by using the feature-level fusion technique that was 
explained in Section D, namely the "Feature Level Fusion" of 
the same module. The features obtained after applying Feature 
Level Fusion are given to the proposed CNN Model for 
Evaluation, and the description of the proposed CNN Model is 
explained in Section E, named "Proposed CNN Architecture." 
Fig. 2 gives the workflow of the proposed work done in this 
paper. 
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Fig. 2. Workflow of the Proposed Method. 
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IV. EXPERIMENTATION AND RESULTS 
Fig. 3(a) and (b), 3(c) and (d) and 3(e) and (f) represent 

training and testing accuracy and loss comparisons in audio, 
video, and multimodal modes on the RAVDESS dataset. Test 
accuracies of 95.96, 96.28, and 95.07 were observed. On the 
CREMAD dataset, train and test accuracies and train and test 
accuracies losses are shown in Fig. 4(a) and (b), 4(c) and (d), 
and 4(e) and (f) represent training and testing accuracy and loss 
comparisons in audio, video, and multimodal modes. Test 
accuracies of 80.70, 97.88, and 69.66 were observed. A 
detailed description of the results is given in Table II. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

(f) 
Fig. 3. (a) Training and Testing Loss of Audio Data in RAVDESS Dataset, 
(b) Training and Testing Accuracy of Audio Data in RAVDESS Dataset, (c) 

Training and Testing Accuracy of Video Data in RAVDESS Dataset, (d) 
Training and Testing Loss of Video Data in RAVDESS Dataset, (e) Training 

and Testing Loss of Multi Modal Data in RAVDESS Dataset, (f) Training and 
Testing Accuracy of Multi Modal Data on. 
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(a) 

(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 4. (a) Training and Testing Loss of Audio Data in CREMAD Dataset, 
(b) Training and Testing Accuracy of Audio Data in CREMAD Dataset, (c) 
Training and Testing Loss of Video Data in CREMAD Dataset, (d) Training 
and Testing Accuracy of Video Data in CREMAD Dataset, (e) Training and 

Testing Loss of Multi Modal Data in CREMAD Dataset, (f) Training and 
Testing Accuracy of Multi Modal Data in CREMAD Dataset. 

TABLE II. ACCURACY AND LOSS OF RAVDESS AND CREMAD 
DATASETS ON DIFFERENT TYPES OF DATA IN THE DATASET 

Name of 
Dataset Type of Data Train 

Accuracy 
Test 
Accuracy 

Train 
Loss 

Test 
Loss 

RAVDESS 

Audio 92.19 95.56 0.2430 0.161 

Video 96.92 96.28 0.1716 0.173 

Multi Modal 91.95 95.07 0.2155 0.136 

CREMAD 

Audio 72.70 80.50 0.7293 0.588 

Video 95.33 97.88 0.1978 0.151 

Multi Modal 65.20 69.66 0.7840 0.646 

Fig. 5(a) and 5(b) represent the confusion 
matrix/classification report of how the classes are classified 
during the testing phase on audio data of the RVDSR and 
CREMAD datasets. It has been observed that an average 
precision, recall, f1-score and support values of 0.955, 0.954, 
0.953 and 540 on RAVDESS, 0.807, 0.806, 0.805 and 744 on 
CREMAD datasets, respectively. The detailed description of 
various emotions and their respective performance measure 
values of RAVDESS and CREMAD audio data is given in 
Table III. 
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(a) 

 
(b) 

Fig. 5. (a) Confusion Matrix/Classification Report of RAVDESS Dataset 
Audio Data, (b) Confusion Matrix/Classification Report of CREMAD Dataset 

Audio Data. 

TABLE III. PERFORMANCE METRICS OF RAVDESS AND CREMAD 
DATASETS ON AUDIO DATA 

Name Of the 
Dataset Type of 

Emotion 
Performance Metrics 

RAVDESS  

Precision recall f1-score    Support 
Angry 0.98 0.97 0.98 564 

Calm 0.97 0.97 0.97 516 

Disgust        0.98 0.92 0.95 580 

Fear 0.95 0.98 0.96 644 

Happy 0.94 0.98 0.96 592 

Neutral 0.90 0.95 0.92 332 

Sad 0.97 0.90 0.93 568 

Surprise 0.95 0.96 0.95 524 

CREMAD 

Angry 0.94 0.87 0.90 774 
Disgust 0.75 0.82 0.78 726 

Fear 0.82 0.73 0.78 748 

Happy 0.81 0.81 0.81 812 

Neutral 0.73 0.85 0.78 616 

Sad 0.79 0.76 0.78 790 

Fig. 6(a) and 6(b) represent the confusion 
matrix/classification report of how the classes are classified 
during the testing phase on video data of the RVDSR and 
CREMAD datasets. It has been observed that an average 
precision, recall, f1-score and support values of 0.98, 0.985, 
0.985 and 997 on RAVDESS, 0.973, 0.975, 0.975 and 1027 on 
CREMAD datasets, respectively. The detailed description of 
various emotions and their respective performance measure 
values of RAVDESS and CREMAD video data is given in 
Table IV. 

 
(a) 

 
(b) 

Fig. 6. (a) Confusion Matrix/Classification Report of RAVDESS Dataset 
Video Data, (b) Confusion Matrix/Classification Report of CREMAD Dataset 

Video Data. 
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TABLE IV. PERFORMANCE METRICS OF RAVDESS AND CREMAD 
DATASETS ON VIDEO DATA 

Name Of the 
Dataset Type of 

Emotion 
Performance Metrics 

RAVDESS  

Precision recall f1-score    Support 
Angry 0.99 0.98 0.98 1028 

Disgust        0.97 0.99 0.99 1012 

Fear 0.98 0.99 0.98 1075 

Happy 0.99 0.99 0.99 940 

Neutral 0.97 0.99 0.99 1082 

Sad 0.98 0.97 0.98 842 

 

CREMAD 

Angry 0.99 0.96 0.97 1068 
Disgust 0.96 0.99 0.98 1031 

Fear 0.97 0.98 0.97 1084 

Happy 0.99 0.97 0.98 987 

Neutral 0.96 0.99 0.98 1108 

Sad 0.97 0.96 0.97 884 

A multi-modal dataset has been obtained by combing the 
features of audio and video by using the feature level fusion 
techniques described in the feature level fusion section of the 
proposed method on the RAVDESS and CREMAD datasets. 
Fig. 7(a) and 7(b) give the classification report/confusion 
matrix obtained from the proposed CNN architecture during 
the evaluation stage. The classification report shows how the 
six classes, namely angry, disgust, fear, happy, neutral, and 
sad, are properly classified during their test by the proposed 
CNN architecture. An average precision of 0.953 & 0.716, 
recall of 0.953 & 0.7, f1-support of 0.951 & 0.688, and support 
of 1613 & 2817 were observed by the proposed CNN 
architecture during the evaluation phase on RAVDESS & 
CREMAD multimodal. The detailed description of the results 
is explained in Table V. 

 
(a) 

 
(b) 

Fig. 7. (a) Confusion Matrix/Classification Report of RAVDESS Dataset on 
Multimodal Data, (b) Confusion Matrix/Classification Report of CREMAD 

Dataset on Multimodal Data. 

TABLE V. PERFORMANCE METRICS OF RAVDESS AND CREMAD 
DATASETS ON MULTIMODAL DATA 

Name of the 
Dataset Type of 

Emotion 
Performance Metrics 

RAVDESS  

Precision recall f1-score    Support 

Angry 0.97 0.98 0.97 1601 

Disgust        0.92 0.96 0.94 1698 

Fear 0.96 0.94 0.95 1561 

Happy 0.98 0.92 0.95 1688 

Neutral 0.99 0.95 0.97 1523 

Sad 0.90 0.97 0.93 1607 

CREMAD 

Angry 0.56 0.25 0.35 2917 

Disgust 0.81 0.74 0.77 2836 

Fear 0.88 0.76 0.82 2891 

Happy 0.74 0.77 0.75 2621 

Neutral 0.79 0.87 0.83 2821 

Sad 0.49 0.81 0.61 2817 

A detailed description of the macro average and weighted 
average accuracies Precision, recall, f1-score and support of 
RAVDESS and CREMAD datasets in all the three modes 
(Audio, video, and multimoded) are given in Table VI. 

The performance of the current work done has been 
compared with earlier work. It has been observed that the 
proposed method performed better, and a detailed description 
of the comparisons is given in Table VII. 
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TABLE VI. MACRO AVERAGE AND WEIGHTED ACCURACIES OF 
PERFORMANCE METRICES IN DIFFERENT MODES ON RAVDESS AND 

CREMAD DATASETS 

Name of 
The 
Dataset Type of 

Accurac
y 

Type of 
Data 

Performance Metrics 

RAVDES
S 

Precisio
n 

recal
l 

f1-
scor
e 

Suppor
t 

Macro 
Average 
Accurac
y 

Audio 0.95 0.96 0.95 1080 
Video 0.97 0.96 0.97 9292 

Multimod
al 0.95 0.95 0.95 1578 

Weighte
d 
Average 
Accurac
y 

Audio 0.96 0.96 0.96 1080 
Video 0.97 0.97 0.97 9232 

Multimod
al 0.95 0.95 0.95 1578 

CREMA
D 

Macro 
Average 
Accurac
y 

Audio 0.81 0.81 0.80 4466 
Video 0.95 0.96 0.95 12642 

Multimod
al 0.71 0.70 0.69 16903 

Weighte
d 
Average 
Accurac
y 

Audio 0.81 0.80 0.81 4466 
Video 0.97 0.96 0.96 12642 

Multimod
al 0.71 0.70 0.69 16903 

TABLE VII. ACCURACY COMPARISON OF PROPOSED METHOD WITH 
ALREADY EXISTING RESULTS 

Name of The Author Datasets 
Used 

Percentage  
of Test 
Accuracy 

Proposed 
Method 
Accuracy 

Fu, Ziwang, et al. [47] 

RAVDSR 
 

75.76 

95.07% 

R. Chatterjee et al. [48] 90.48 
Chang X et al. [49] 91.4 

Wang W et al. [50] 89.8 

Rory Beard et al [51] 58.33 

Rory Beard et al [51] 
CREMAD 
 

65.0 

69.66% Ghaleb E et al. [52] 66.5 

He G et al. [53] 64 

V. CONCLUSION AND FUTURE WORK 
A multimodal system for emotion recognition was 

proposed in the current work. Audio and video information are 
used here. Audio features are obtained by the Mel-Frequency 
Cepstral Coefficients extraction technique, and all the videos 
are converted into images and stored in a spatial-temporal 
space. The image features are extracted by using a Gaussian 
weighted function. The MFA fusion technique is to fuse the 
audio and video features, and the resultant features are given to 
the FERCNN Model for training and evaluation. For 
experimentation, the RAVDESS and CREMAD datasets, 
which consist of audio and video data, are used. Test 
accuracies of 95.07 and 69.66 were obtained on the RAVDSR 

and CREMAD datasets in multimodal mode. Even though 
many multimodal emotional datasets exist, only two of them 
are considered. An efficient multimodal system that is generic 
to all types of multimodal emotional databases can be 
designed, and the maximum multimodal data accuracy on the 
CREMAD dataset is 69.66%, which can be further improved. 
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Abstract—Hadith serves as a second source of Islamic law for 
Muslims worldwide, especially in Indonesia, which has the 
world's most significant Muslim population of 228.68 million 
people. However, not all Hadith texts have been certified and 
approved for use, and several falsified Hadiths make it 
challenging to distinguish between authentic and fabricated 
Hadiths. In terms of Hadith science, determining the authenticity 
of a Hadith can be accomplished by examining its Sanad and 
Matn. Sanad is an essential aspect of the Hadith because it 
indicates the chain of the Narrator who transmits the Hadith. 
The research reported in this paper provides an advanced 
Natural Language Processing (NLP) technique for identifying 
and authenticating the Narrator of Hadith as a part of Sanad, 
utilizing Named Entity Recognition (NER) to address the 
necessity of authenticating the Hadith. The NER technique 
described in the research adds an extra feed-forward classifier to 
the last layer of the pre-trained BERT model. In the testing 
process using Cahya/bert-base-indonesian-1.5G, the proposed 
solution received an overall F1-score of 99.63 percent. On the 
Hadith Narrator Identification using other Hadith passages, the 
final examination yielded a 98.27 percent F1-score. 

Keywords—Hadith narrator; hadith authentication; natural 
language processing; named entity recognition; NLP; NER; 
BERT; BERT fine-tune 

I. INTRODUCTION 
Islam is a massive faith globally, with over 2 billion 

Muslims in 2018, accounting for approximately 29.04% of 
global society. Indonesia has the most massive Muslim 
community, with more than 233.38 million Muslims in 2018. 
Muslims need to refer to Islamic rules in the 
Holy Qur'an and Hadith as their life guidance. The Holy Al-
Qur'an is the absolute revelation from Allah (God of Muslims), 
while Hadith, notably, is a compilation of quotes that Prophet 
Mohammed has said. Nevertheless, not all the Hadith text is 
authenticated and authorized to apply. Several 
fabricated Hadiths cause many issues in determining between 
genuine and non-genuine Hadiths. The existence of fabricated 
Hadiths denigrates and reduces the Hadiths' authority and 
significantly affects Muslim's entire lives, mainly in belief, 
law, morals, observance, and others.  The worst effect of 
fabricated Hadiths is the confusion they bring to Muslims and, 
consequently, corrupt their faith [1]. Therefore, it is vital to 
investigate to verify the authenticity and originality of the 
accessed Hadiths. 

Hadith verification can employ two principal parameters 
that possibly recognize the condition of a particular Hadith: (1) 
the context (the meaning of the Hadith itself) and (2) the 
narrators (the people who recite the Hadith). Recognizing the 
narrators' names has a crucial role in authorizing a particular 
Hadith. For example, the snippet of text from Indonesia's 
Hadith is below: 

Telah menceritakan kepada kami Al Humaidi Abdullah bin 
Az Zubair dia berkata, Telah menceritakan kepada kami 
Sufyan yang berkata, bahwa Telah menceritakan kepada kami 
Yahya bin Sa'id Al Anshari berkata, telah mengabarkan kepada 
kami Muhammad bin Ibrahim At Taimi, bahwa dia pernah 
mendengar Alqamah bin Waqash Al Laitsi berkata; saya 
pernah mendengar Umar bin Al Khaththab diatas mimbar 
berkata; saya mendengar Rasulullah shallallahu'alaihi wasallam 
bersabda: "Semua perbuatan tergantung niatnya, dan (balasan) 
bagi tiap-tiap orang (tergantung) apa yang diniatkan; 
Barangsiapa niat hijrahnya karena dunia yang ingin digapainya 
atau karena seorang perempuan yang ingin dinikahinya, maka 
hijrahnya adalah kepada apa dia diniatkan" 

The meaning is: 

Has told us Al Humaidi Abdullah bin Az Zubair he said, 
Has told us Sufyan who said, That has said us Yahya bin Sa'id 
Al Ansari said, has told us Muhammad bin Ibrahim At Taimi, 
that he had heard of Alqamah bin Waqash Al Laitsi said; I 
once heard Umar bin Al Khaththab on the pulpit say; I heard 
the Prophet sallallaahu'alaihi wasallam say: "All actions 
depend on the intention, and (retribution) for each person 
(depending on) what is intended; Whoever intends to emigrate 
because of the world he wants to achieve or because of a 
woman he wants to marry, then his hijrah is what is he 
intended for?" 

The example Hadith text above has five narrators 
(highlighted in gray). The status of the above Hadith, authentic 
or not, can be assessed by identifying and assessing the 
worthiness of the five narrators. NER is an NLP role that 
recognizes and classifies named entities in a provided text. 
"Named entities" refer to predefined semantic categories such 
as people, locations, and organizations. NER is theoretically 
applicable to various domains and languages. Therefore, it is 
challenging to address NER to identify the Hadith Narrator and 
authenticate it. 
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This study proposes semi-supervised BERT (Bidirectional 
Encoder Representations from Transformers) with an extra 
feed-forward neural network for Hadith Narrators to execute 
NER, particularly for Indonesian Hadith texts. In case all of the 
Hadith Narrators have already been identified using the 
proposed NER Model. Then it is possible to continue with 
defining the Hadith authentication. The remainder of the essay 
is organized as follows: To begin, Section II reviews prior 
work on NER and Hadith Narrator Identification. Section III 
substantiates this view by discussing the academic definitions 
of the NER and BERT and the evaluation factors used. Then, 
Section IV clarifies the recommended model for this 
investigation. Section V discusses the findings of this research 
examination. In the end, Section VI discusses the final findings 
and future research directions. 

II. RELATED WORK 
The implementation of NER is domain and language-

dependent. When utilized in other domains, the NER generated 
for one domain performs poorly [2][3]. The scope of the study 
reported in this paper is limited to identifying the Hadith 
Narrator using the NER technique. Specifically, Hadith in the 
Indonesian language. 

The study [4] proposes a new Part of Speech (POS) tag and 
rule-based narrator name extraction for Malay Hadith text. The 
result was the creation of the POS tag involving 256 words 
developed from Hadith text, and the rules were created based 
on five Narrator chains. Similarly, in [2], the author presents a 
unique rule-based technique for automatically identifying 
person-name entities in the Malay Hadith text-domain. The 
model was developed by manually recognizing the names and 
mannerisms of 150 Malay Hadith books and then developing 
rules based on them. 

The study [5] created a model of NER for Hadith texts 
written in English. The proposed model makes use of the 
Support Vector Machine (SVM), the Maximum Entropy 
Classifier (ME), as well as the Naive Bayes (NB), and 
classifier combination methods. The results indicate that the 
classifiers' combination technique achieves the best 
performance, with precision, recall, and F-Measure values of 
96.9 percent, 93.6 percent, and 95.3 percent, respectively. 
Another author [6] built a NER-based knowledge extraction 
framework that employs finite-state transducers (FSTs) – 
KEFST – to extract the Hadith Narrators from the Urdu 
Translation Hadith text. KEFST consists of five steps: content 
extraction, tokenization, part of speech tagging, multi-word 
detection, and NER. This study achieved a precision, recall, 
and F-measure sequentially of 68%, 75%, and 72%. 

The study [7] constructed NERs for Arabic Hadith texts 
using three machine learning algorithms: naive Bayes, K-
nearest Neighbor, and Decision Tree. During the training 
phase, the NER model achieved a precision of 90% and a recall 
of 82%. Evaluating the created model on various corpora 
demonstrates that it can achieve an accuracy of 80% and a 
recall of 73%. The author [8] constructed NERs for Arabic 
Hadith texts using three distinct approaches: rule-based, 
statistical, and hybrid (rule-based combined with statistical). 
The statistical methods used are the Log-likelihood Ratio 
(LLR), Point-wise Mutual Information (PMI), S-cost, R-cost, 

and U-cost. LLR outperformed PMI, S-cost, R-cost, and U-
cost, capturing 76% of the F-measure. Additionally, the rule-
based approach captured 80% of the F-measure. The 
experimental results indicate that the proposed hybrid method 
of rule-based and statistical analysis achieved an F-measure of 
82 percent, which is a positive outcome compared to the 
individual approach. 

The study [9] used two RNN-based models to recognize 
and categorize named things in Classical Arabic Hadith text by 
fine-tuning the pre-trained BERT language model. 
Additionally, this study investigates alternative designs for the 
BERT-BGRU/BLSTM-CRF models. The BERT-BGRU-CRF 
model outperformed the other models with an F-measure of 
94.76 percent on the CANERCorpus. Another author [10] 
developed a novel NER model for Arabic Hadith text extracted 
from the Sahih Bukhari Urdu translation book. The proposed 
model extracts entities from Hadith text using Finite State 
Transducers (FST) and subsequently tags them using 
Conditional Random Fields (CRF). The model had a precision 
of 96.44 percent, a recall of 88.77 percent, and an F-Measure 
of 92.41 percent. Similarly, in [11], the author proposes a new 
approach for extracting Arabic person names from Arabic 
Hadith text. This study built NER using N-gram phrase 
extraction and a simple rules model, and the result showed 
excellent precision of around 84%. 

The work [12] offers a novel NER model for Hadith texts 
in Indonesia using Support Vector Machines (SVM). The 
results suggest that the NER model attained the most incredible 
F-1 score of 0.9 using 140 Hadiths containing 1564 entities for 
training and 60 Hadiths containing 677 entities for testing. 
Another study [15] built NER with a Naive Bayes classifier for 
Indonesian Hadith from nine narrators. The results of 
experiments involving 258 people's names extracted from 
13870 tokens of data from 100 Indonesian hadith texts show 
that combining all features can achieve 82.63% of the F1-
Score. The author [13] built NER for indexing names in the 
Indonesian Hadith Text. This study employs the Hidden 
Markov Model (HMM). The values of performance that were 
obtained using HMM's method are 86%. However, by using 
cross-validation based on the parameters, the performance 
values increased by 2%, which means that the performance in 
this research is quite suitable for 38.102 data hadith. 

Although various studies have successfully proved the 
application of NER on Hadith, there is a dearth of studies that 
optimize BERT to execute NER in order to detect the Narrator 
in Indonesian Hadith text automatically. 

III. FUNDAMENTAL THEORY 

A. NER 
The NER is an NLP task that identifies text fragments 

related to a specific named entity and categorizes them 
according to predefined categories such as a person, location, 
or organization [14]. Four key lines of progress can be seen in 
the evolution of NER techniques [15]: 

1) Rule-based techniques are non-annotated and rely on 
manually written rules. 

2) Unsupervised learning methods rely on unsupervised 
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algorithms in the absence of manually labeled training 
examples. 

3) Feature-based techniques for supervised learning 
depend on supervised learning techniques that have been 
carefully engineered with features. 

4) Deep-learning techniques automatically locate 
representations required for classification or detection. 

Fig. 1 depicts the progress of the NER approach. 

 
Fig. 1. NER Method's Evolution. 

B. BERT 
A BERT (Bidirectional Encoder Representations from 

Transformers) is a pre-trained transformer representation that 
may be fine-tuned to utilize one extra layer of output. BERT 
enhanced its capacity to create new state-of-the-art outcomes 
for several assignments, including question answering and 
sentence categorization, without significantly altering the task-
specific architecture [16][17]. Fig. 2 illustrates the BERT 
architecture. 

A feature-based or fine-tuning method might be applied to 
assign downstream assignments to pre-trained language 
representations [16]. Fine-tuning is simple, as the transformer's 
self-attention mechanism enables BERT to perform many 
downstream assignments on a single text or text pair by 
swapping the relevant inputs and outputs. Each assignment 
needs BERT to receive just the assignment-specific inputs and 
outputs, which fine-tunes all parameters end-to-end. 

 
Fig. 2. NER Method's Evolution. 

IV. PRESENTED MODEL 
The methodology used in this investigation is summarized 

in Fig. 3. 

 
Fig. 3. Proposed Methodology. 

NER 
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CNN 
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BERT 

BERT: A Two Step Framework 

Step 1 Pretraining 
A. Model 
BERTBASE 
12 layers of encoder 
768 numbers of dmodel  
110 million parameters 
 

 B. Unlabelled Training Task: 
• Masked LM 
• Next Sentence Prediction 

(NSP) 

C. Training Data: 
• BookCorpus (800M words) 
• English Wikipedia (2,500M 

words) 

Step 2 Fine-Tuning 
A.  Setting Up the Parameters 
 
The downstream model's 
parameters 

B. Labelled Training 
Assignment 
 
The pre-trained parameters are 
used to completely initialize the 
downstream models. 

C. Fine-Tuning 
First, pre-trained parameters are 
used to initiate each downstream 
assignment. Following that, 
each downstream assignment 
has its own set of fine-tuned 
models. 
 

D. Step 3 Fine-Tuning Downstream Tasks 
• Natural Language Understanding (GLUE) 
• Question Answering (SQuAD v1.1, SQUaAD v.2.0) 
• Adversarial Generation Sentence-pairs (SWAG) 

Hadith Dataset Tagging 

Tokenization and Input Formatting 
 
 
 
 
 
 
 
 
 
 
 

 

Train Classification Model 

Performance Measure on The Test Set 

Evaluate on The Test Set 

1) Tokenize the Hadith text 

2) Prepend the special tokens 

3) Map tokens to their IDs and Truncate the 
sentences 

4) Create attention masks 
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A. Hadith Dataset Tagging 
The first step is preparing the Hadith dataset to be 

compliant with the input requirements of the model. The 
Hadith dataset is formatted with a NER Tag in IOB Format. 
This study uses texts from the Bukhari Hadith Book, and a 
total of one hundred and two Hadith texts are formatted 
entirely in IOB format. The IOB format used is as follows: 

B-Narrator :  This tag means the word is either a 
single-word entity of Hadith Narrator or the first word of a 
multi-word entity of Hadith Narrator. 

I-Narrator : This tag means the word is part of a 
multi-word entity of Hadith Narrator but is not the first word in 
the entire entity of Hadith Narrator. 

O : This tag means the word is not part of the entity of the 
Hadith Narrator. 

An example is the snippet text of the Indonesian Hadith: 

Dari Abu Abdurrahman Abdullah bin Mas'ud, ia berkata 
bahwa Rasulullah yang jujur dan terpercaya bersabda kepada 
kami, "Sesungguhnya, penciptaan kalian dikumpulkan dalam 
rahim sang ibu selama empat puluh hari berupa sperma. 

The meaning is as follows: 

From Abu Abdurrahman Abdullah bin Mas'ud, he said that 
the honest and trustworthy Messenger of Allah said to us, 
"Indeed, your creation was collected in the mother's womb for 
forty days in the form of sperm. 

That snippet of Indonesian Hadith text is tagged in IOB 
format as indicated in Table I. There is one Hadith Narrator 
Entity in the Hadith text above, Abu Abdurrahman Abdullah 
bin Mas'ud, which is made up of numerous words. As the first 
word in the Hadith Narrator Entity, Abu is assigned the B-
Narrator tag. The I-Narrator tag is supplied to Abdurrahman, 
Abdullah, Bin, and Mas'ud as part of the Hadith Narrator 
Entity, but not the initial word, and O Tag provides the rest of 
the Hadith text. 

TABLE I.  SAMPLE OF NER TAG ON IOB FORMAT 

TAG WORD TAG WORD 
O dari  O kami 
B-Narrator abu O sesungguhnya 

I-Narrator abdurrahman O penciptaan 

I-Narrator bin O kalian 

I-Narrator mas'ud O dikumpulkan 

O Ia O dalam 

O berkata O rahim 

O bahwa O sang 

O rasulullah O ibu 

O yang O selama 

O jujur O empat 

O dan O puluh 

O terpercaya O hari 
O bersabda O berupa 
O kepada O sperma 

B. Tokenization and Input Formatting 
The second step is tokenization and input formatting, which 

are done in several steps below. 

 
Fig. 4. Tokenization and Input Formatting Process. 

1) Tokenize the hadith text: The tokenization will be 
initialized at the word level. The Hadith dataset used is 
already "tokenized", meaning it has been divided into lists of 
terms. However, there is still more text processing before 
BERT may send these sentences. The tokenizer will break 
these down into subwords for words, not BERT vocabulary 
(Out of Vocabulary – OOV). For unknown tokens, the [UNK] 
token is inserted. 

Fig. 4 Step B and Table II show the Hadith text tokenized 
at the word level. Two words that need to be broken into 
subword-level tokens are "mas'ud" and "terpercaya" with the 
final result needing one OOV token. 

Step A: The snippet text of Indonesia Hadith:  
Dari Abu Abdurrahman Abdullah bin Mas'ud, ia berkata bahwa 
Rasulullah yang jujur dan terpercaya bersabda kepada kami, 
"Sesungguhnya, penciptaan kalian dikumpulkan dalam rahim sang ibu 
selama empat puluh hari berupa sperma… 

Step B: Tokenize the Hadith text:  
['dari', 'abu', 'abdurrahman', 'abdullah', 'bin', 'mas', '[UNK]', 'ud', 'ia', 
'berkata', 'bahwa', 'rasulullah', 'yang', 'jujur', 'dan', 'terper', '##caya', 
'bersabda', 'kepada', 'kami', 'sesungguhnya', 'penciptaan', 'kalian', 
'dikumpulkan', 'dalam', 'rahim', 'sang', 'ibu', 'selama', 'empat', 'puluh', 
'hari', 'berupa', 'sperma', … ] 

Step C: Prepend the special tokens: 
[[CLS], 'dari', 'abu', 'abdurrahman', 'abdullah', 'bin', 'mas', '[UNK]', 'ud', 
'ia', 'berkata', 'bahwa', 'rasulullah', 'yang', 'jujur', 'dan', 'terper', '##caya', 
'bersabda', 'kepada', 'kami', 'sesungguhnya', 'penciptaan', 'kalian', 
'dikumpulkan', 'dalam', 'rahim', 'sang', 'ibu', 'selama', 'empat', 'puluh', 
'hari', 'berupa', 'sperma', …, [SEP]] 

Step D: Map tokens to their IDs and Truncate the sentences 
[3, 1533, 4302, 13221, 7453, 2927, 1697, 0,  2510,  1634, 5045, 1738, 
12731, 1510, 15043, 1509, 13652, 5056, 30702, 1967, 4758,  8313, 10488, 
13581, 11283,  1570, 15882, 1903, 2570,  1977, 2653,  4777,  1994,  3416, 
20121,  3475,  1637,  3112, 18960,  1011, 4262,  1977,  1675, 1609, 1803, 
1637, 3112, 18960,  1011, 5109, ...,  
2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2] 

Step E: Create attention masks 
[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, ..., 0] 

607 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

TABLE II.  SAMPLE OF TOKENS 

WORD TOKENS WORD TOKENS 

dari  dari  kami kami 

abu abu sesungguhnya sesungguhnya 

abdurrahman abdurrahman penciptaan penciptaan 

bin bin kalian kalian 

mas'ud 
mas 
[UNK] 
ud 

dikumpulkan dikumpulkan 

ia ia dalam dalam 

berkata berkata rahim rahim 

bahwa bahwa sang sang 

rasulullah rasulullah ibu ibu 

yang yang selama selama 

jujur jujur empat empat 

dan dan puluh puluh 

terpercaya terper 
##caya hari hari 

bersabda bersabda berupa berupa 

kepada kepada sperma sperma 

The number of words that must be tokenized down to the 
subword level and the final number of tokens for a Hadith text 
is determined by the used pre-defined BERT.  Since the BERT 
vocabulary for each of the pre-defined BERTs is diverse. 

Table III compares the tokenized outcomes of numerous 
pre-defined BERTs. Most pre-defined BERTs built on the 
Indonesian language have shorter median token lengths than 
pre-defined BERTs "bert-base-uncased" built on the general 
language. 

2) Prepend the special tokens: Tokenization in BERT 
entails putting the unique [CLS] token at the beginning of the 
Hadith text and appending the [SEP] token at the end to 
indicate the text's beginning and end. This treatment is 
depicted in Fig. 4 Step C. 

3) Map tokens to their IDs and truncate the sentences: 
The word tokens must be mapped to their BERT vocabulary 
IDs, and all sentences must be made to have the same number 
of tokens. In order for the GPU to operate on a batch. This 
process is addressed with some steps, i.e., (1) defining the max 
sentence length, (2) adding the special [PAD] token to the 
sentences with the token shorter than the max length, and (3) 
truncating sentences that are longer than the max length. 

The max length adjustment in this study refers to the 
column max length in Table III, except when employing "bert-
base-uncased," in which case the max length is set to 512. 
Since the limit is derived from the Transformer architecture's 
positional embeddings, a maximum length must be imposed. 
Fig. 2 Step D depicts this treatment. 

TABLE III.  TOKENIZATION RESULTS OF SEVERAL PRE-DEFINED BERT 

BERT PRE-TRAINED MIN 
LENGTH  

MAX 
LENGTH 

MEDIAN 
LENGTH 

bert-base-uncased 90 736 214 
cahya/bert-base-indonesian-1.5G  50 408 113 

indobenchmark/indobert-base-p1  46 361 104 

indobenchmark/indobert-base-p2  46 361 104 

The max length adjustment in this study refers to the 
column max length in Table III, except when employing "bert-
base-uncased," in which case the max length is set to 512. 
Since the limit is derived from the Transformer architecture's 
positional embeddings, a maximum length must be imposed. 
Fig. 2 Step D depicts this treatment. 

4) Create attention masks: The final tokenization and 
formatting process provides the model with an "attention 
mask" for each sample that identifies and instructs BERT to 
ignore the [PAD] tokens. This procedure is depicted in Fig. 4 
Step E. 

C. Classification and Model Training 
Thirdly, the classification model must be trained. The 

proposed model architecture is the BERT with a single linear 
layer for classifying the entity classes associated with 
each Narrator token. The proposed model architecture is 
depicted in Fig. 5. 

 
Fig. 5. Classification Model for Hadith Text Tokens. 
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According to the pre-trained model used, the BERT model 
employs N-Layer Transformers. The final additional layer will 
consist of two steps for classifying the token into the token 
class. Forecast probability of tokens first, followed by the class 
of tokens. This study examines how four different BERT pre-
trained models can be scaled up to become NER models. The 
NER model is the target model, which was trained using the 
following parameters: 

• Maximum Length     : 512  

• Number of Batches   : 16 

• Number of Epochs   : 100 

• Classification Labels 2 for 'B-Narrator', 0 for 'I-
Narrator', and 1 for 'O'. 

Fig. 6 depicts the training loss graphics associated with the 
process of fine-tuning the NER Model. 

 
(a) Bert-Base-Uncased 

 
(b) Cahya/Bert-Base-Indonesian-1.5G 

 
(c) Indobenchmark/Indobert-Base-p1 

 
(d) Indobenchmark/Indobert-Base-p2 

Fig. 6. The NER Model's Training Loss During the Training Process. 

D. Performance Measure 
The fourth stage is to evaluate the performance of the test 

set. The performance of the NER Model is quantified using an 
F1-Score. The F1-score is a numerical term that denotes the 
compatible mean of precision and recall. The formula below 
expresses the precision, recall, and F1-score: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃
𝑇𝑃+ 𝐹𝑃

             (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃
𝑇𝑃+ 𝐹𝑁

              (2) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

            (3) 

The F1-score result for the NER model constructed on top 
of four separate BERT pre-trained models is shown in 
Table IV. Except for the bert-base-uncased model, the general 
BERT model, the BERT pre-trained model contains options 
supporting the Indonesian language. 

TABLE IV.  THE NER MODEL F1-SCORE ON TRAINING PROCESS 

BERT PRE-TRAINED F1 score 
bert-base-uncased 99.08% 

cahya/bert-base-indonesian-1.5G  99.63% 

indobenchmark/indobert-base-p1  99.43% 

indobenchmark/indobert-base-p2  99.11% 

E. Evaluation 
The fifth stage involves the evaluation of the NER model. 

As shown in Table IV, the NER model's performance was 
assessed again using an additional forty New Hadith texts. The 
evaluation conclusions are summarized in Table V. The NER 
model's assessment results are, on average, 0.28 percent lower 
than the training results. The sequence, on the other hand, is 
preserved. Cahya/bert-base-indonesian-1.5G demonstrated the 
best performance, followed by indobenchmark/indobert-base-
p1, indobenchmark/indobert-base-p2, and bert-base-uncased. 

Table VI summarizes the results of the NER evaluations of 
three Hadith passages. On hadith1, hadith2, and hadith 3, texts 
of assessment, some errors in tagging output were made. For 
instance, in Hadith 1, "Abu" should be labeled as I-Narrator 
rather than B-Narrator. On hadith2, the word "Ummu" should 
be categorized as I-Narrator but tagged as "O", and so forth. 
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TABLE V.  THE NER MODEL F1-SCORE ON EVALUATION PROCESS 

BERT PRE-TRAINED F1 score 
bert-base-uncased 98.68% 

cahya/bert-base-indonesian-1.5G  99.27% 

indobenchmark/indobert-base-p1  99.23% 

indobenchmark/indobert-base-p2  98.94% 

TABLE VI.  THE NER MODEL EVALUATION SAMPLES 

Input Bert-base-
uncased 
Output 

Cahya/bert-
base-
indonesian-1.5G Tokens Expected 

Output 

Hadith1 

Dari O O O 

Amirul  B-Narrator B-Narrator  B-Narrator 

Mukminin  I-Narrator I-Narrator I-Narrator 

Abu  I-Narrator B-Narrator  
(False) I-Narrator 

Hafsh I-Narrator I-Narrator I-Narrator 

Umar  I-Narrator I-Narrator I-Narrator 

bin  I-Narrator I-Narrator I-Narrator 

Khaththab I-Narrator I-Narrator I-Narrator 

… … … … 

Hadith2 

Dari  O O O 

Ummul  B-Narrator B-Narrator B-Narrator 

Mukminin  I-Narrator I-Narrator I-Narrator 

Ummu  I-Narrator O 
(False) I-Narrator 

Abdillah  I-Narrator B-Narrator 
(False) I-Narrator 

Aisyah  I-Narrator I-Narrator O 

… … … … 

Hadith3 

syubhat  O B-Narrator 
(False) O 

yang O O O 

… … … … 

menjaga  O O O 

dirinya  O O O 

dari  O O O 

halhal  O B-Narrator 
(False) O 

syubhat  O B-Narrator 
(False) O 

V. RESULT 
As mentioned previously, NER's implementation is domain 

and language dependent. When a NER developed for one 
domain is used in another, it performs poorly [4][5]. This study 
aims to identify the Hadith Narrator using the NER approach. 
More precisely, Hadith in Indonesian. The results of this study 
can be compared to those of the previous study, as indicated in 
Table VII. Most studies on NER measure its performance by 
utilizing the F1-score. The distribution of each NER Tag 
cannot be predicted and may have imbalanced data. An F1-
score is needed to capture the harmonic mean of precision and 
recall. The highest F1-score of the proposed NER model 
indicates a high value for both precision and recall. The 
proposed NER model achieved 99.27% of the F1-score. 

TABLE VII.  COMPARISON OF THE NER MODEL'S PERFORMANCE 

Study Dataset Methods F1-Score 

[5] English Hadith SVM 95.30% 

[6] Urdu Hadith FST 72.00% 

[7] Arabic Hadith NB, KNN, DT 86.00% 

[8] Arabic Hadith Rule-based and LLR 82% 

[9] Arabic Hadith BERT 94.76% 

[10] Arabic Hadith FST and CRT 92.41% 

[11] Arabic Hadith N-Gram 84.00% 

[12] Indonesian Hadith SVM 90.00% 

[18] Indonesian Hadith NB 82.63% 

[13] Indonesian Hadith HMM 86.00% 

This study Indonesian Hadith BERT fine-tuned 99.27% 

VI. CONCLUSION AND FUTURE WORK 
The BERT is designed and implemented in this research to 

provide a NER Hadith Narrator identification using an extra 
feed-forward classifier. Cahya/bert-base-indonesian-1.5G 
received the highest F1-score of 99.63 percent during the 
training phase. On the Hadith Narrator Identification using 
other Hadith passages, the final examination yielded a 98.27 
percent F1-score. It suggests that when utilized to identify 
Hadith Narrators for Indonesian Hadith texts, the suggested 
NER model in this work performs best. 

There are several future avenues that this experiment 
should take. The first step in developing an experiment dataset 
is to increase the amount of Hadith texts. This is required since 
the Hadith contains a range of Sanad and Matn forms. The 
current study then applies three IOB tags, namely B-Narrator, 
I-Narrator, and O. These three tags sufficed because all that 
was required was to determine which words were associated 
with the Narrator and which were not. Additional study is 
warranted in light of the Hadith dataset's addition. Other tags 
must be considered, such as those for Rasulullah, Taraf, and 
others. 
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Abstract—Higher Education is considered vital for societal 
development. It leads to many benefits including a prosperous 
career and financial security. Virtual learning through cloud 
platforms has become fashionable as it is expediency and flexible 
to students. New student learning models and prediction 
outcomes can be developed by using these platforms. The 
appliance of machine learning techniques in identifying students 
at-risk is a challenging and concerning factor in virtual learning 
environment. When there are few students, it is easy for 
identification, but it is impractical on larger number of students. 
This study included 530 higher education students from various 
regions in India and the outcomes generated from online survey 
data were analyzed. The main objective of this research is to 
predict early identification of students at-risk in cloud virtual 
learning environment by analyzing their demographic 
characteristics, previous academic achievement, learning 
behavior, device type, mode of access, connectivity, self-efficacy, 
cloud platform usage, readiness and effectiveness in participating 
online sessions using four machine learning algorithms namely K 
Nearest Neighbor (KNN), Support Vector Machine (SVM), 
Linear Discriminant Analysis (LDA) and Random Forest (RF). 
Predictive system helps to provide solutions to low performance 
students. It has been implemented on real data of students from 
higher education who perform various courses in virtual learning 
environment. Deep analysis is performed to estimate the at-risk 
students. The experimental results exhibited that random forest 
achieved higher accuracy of 88.61% compared to other 
algorithms. 

Keywords—Prediction; at-risk; machine learning; virtual 
learning environment; cloud platforms; classification; COVID-19; 
random forest; student academic performance 

I. INTRODUCTION 
During COVID-19 crisis, the entire education system all 

over the world has shifted towards virtual learning. Online 
teaching is highly dependent on the successful delivery of the 
content. Cloud-based Virtual Learning Environment (VLE) is 
vital component of education in university environments. This 
interactive platform enables learners to achieve education 
objectives during pandemic outbreak. The growth of cloud 
computing technology has brought new opportunities in the 
field of education as it facilitates effective and efficient 
learning mechanism. Benefits of cloud computing includes 

collaborative learning environment, expense reduction, 
scalability, shareable content, usability, and global education. 
This induces the way online learning can be shared and 
distributed on diverse types of devices and platforms. Some of 
the biggest organizations including Amazon, Google, 
Microsoft, and Oracle are selecting the cloud due to its several 
benefits. Currently, due to the rising of educational institutions 
every day there exists a gap between industrial requirements 
and educational institutions. The technological enhancement 
of cloud computing might fill the gap by rendering free or 
paid training to the students’ using systems that do not require 
any additional cost. For instance, educators can widen most 
crucial sections, upload necessary audio/video materials to 
support contents in cloud-based platforms, etc. However, 
despite of these advantages, students’ learning behaviors and 
interaction with digital contents is still limited. Hence, this 
research analyzes at-risk students in cloud-based virtual 
learning platforms. Early prediction using classification 
techniques is an efficient and significant way to deliver timely 
intervention for dropout. 

Many researchers have investigated that there are 
numerous ways of applying machine learning algorithms in 
education field. One of the vital focuses is to predict at-risk 
students in VLE by observing diverse student’s attributes. 
Compared with traditional face-to-face education, dropout 
rates are higher as there was a sudden transformation towards 
virtual learning. COVID-19 pandemic has led to increase in 
digitalization and triggered online learning implementation in 
education sectors. All over the globe, learning sectors are 
focusing on virtual learning platforms to enhance the 
procedure of enlightening students. The effectiveness of 
online medium depends on students. The predominant usage 
of VLE has helped them to complete their course work 
examinations. However, evaluating student’s results and 
predicting at-risk students is complex. Personalized assistance 
must be given to the students at-risk. In this context, this 
research focuses on identifying exact predictive models to 
investigate unidentified information regarding students’ 
demographics characteristics, previous academic history, 
learning behavior, device type, mode of access and 
connectivity for online classes, self-efficacy, cloud platform 
usage, readiness, and effectiveness of participation in virtual 
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classes.  We have examined that these are the appropriate 
features that makes an impact of student learning and helps in 
prediction. 

Recently, for schools and higher education sectors online 
learning has emerged as a vital source and will prolong in 
future. In virtual learning courses, the collaboration between 
learners and educators is mediated by virtual learning 
environment. Chatbox helps the students to interact with 
instructors and take part in the classroom discussions. 
Machine learning is widely used in education sectors for 
classroom management, scheduling, etc. It is a method of 
personalized learning that provides an individualized 
educational experience to students where they can manage 
their own learning, at their own pace, make their own 
decisions about what to learn. In a classroom using 
personalized learning, students select what they are interested 
in, and educators fit the curriculum and guidelines to students’ 
interests. Scheduling helps in searching for an optimal and 
adaptive teaching policy that helps students learn more 
efficiently. Dynamic scheduling matches students requiring 
assistance with teachers allocating time. It is regarding 
designing algorithms that automatically bring out valuable 
information from the given data. While machine learning has 
many success stories, there are software available to design 
and train rich and flexible machine learning systems. The 
mathematical foundations are important to build complicated 
machine learning systems. These models can be created by 
using diverse features of student data. The machine learning 
algorithms can be used to develop successful classifiers. 

II. LITERATURE REVIEW 
Three determinant factors based on technological, 

organizational, and environmental contexts impact the 
acceptance of cloud computing in higher education sectors. 
Survey method was used to collect data from respondents and 
powerful statistical tool SmartPLS examined the significance 
of each of these influencers. Results show that factors of 
compatibility, security, peak management support, 
authoritarian policy and relative advantage have positive 
effect [1]. Dataset was chosen from UK Open University, 
which enclosed students’ activity logs, assignment, and final 
marks, all stored in VLE logs. Feature selection was essential 
for designing accurate prediction models thereby facilitating 
students to improve their performance. A predictive model 
was constructed by the researchers to early forecast students 
at-risk of dropout. SELogisticRegression and Input-Output 
Hidden Markov Model (IOHMM) outperformed other 
baseline models. The overall accuracy of their proposed model 
is 84% [2]. Almajali & Masadeh ascertained how enabling 
circumstances, social media, comfort of utilization affect 
students’ opinion for online learning during COVID-19. Their 
study proved that enabling conditions had a positive impact. 
Furthermore, they have discussed about the difficulties faced 
by the students during pandemic like anxiety, lack of device, 
issues in internet connectivity, etc. Their findings revealed that 
students who are expertise in utilization of online learning 
technologies have positive perception towards it [3]. In 
educational institutions identifying at-risk students was a 
problematic task. Naive Bayes classifier was selected for the 
progress of early warning system. Four classification colors 

were used to represent the various warning levels namely 
green for non-at-risk, yellow represents possible at-risk, red 
for at-risk and black color indicates dropout based on 
students’ grades [4]. The study employs dataset from two 
academic writing courses in Hong Kong University. Logistic 
regression and classification trees can be utilized in higher 
education perspective, but ANN is not appropriate. The 
research team suggested that accuracy can be improved with 
other datasets [5]. The researchers have used extremely 
limited student attributes. Their predictions help to classify the 
students who are potentially at-risk. This information 
facilitates tutors to make timely intervention to increase 
student success. Three machine learning techniques DT, KNN, 
RF were used. Static attributes namely sexual category, age 
and previous educational results were excluded [6]. 

During pandemic contentment of higher education students 
aspired for learning in virtual modality was forecasted. 
Students responded that they obtain their classes, seminars, 
videoconferences using Google Meet and Zoom compared to 
WebEx and Blackboard. Researchers have concluded that 
students have better opinion towards online learning, the 
difficulty do not stretch out in technology usage, but it lies in 
the teachers’ teaching strategy [7]. A tool that allows 
estimating the hazard of quitting an academic course was 
proposed. Python programming language was used to 
implement several machine learning algorithms namely LDA, 
SVM and RF. LDA and SVM was proved to have utmost 
performance with a slight superior variance for SVM results. 
When additional learning requirements feature were 
introduced, in random forest, the final performance was 
improved compared to LDA and SVM results. The suggestion 
for the future development is to have more data regarding 
student performance by considering the outcome of their 
activities completed in virtual education environments namely 
Moodle, Google Classroom and Edmodo [8]. Francis Ofori et 
al. reviewed the literature and summarized the various 
machine learning models with their corresponding prediction 
accuracy. It helps to improve the graduation rates by providing 
feedbacks to educators and students thereby modifying 
learning environments. They concluded that most machine 
learning models dwelled in studying students’ performance 
prediction but failed to identify the best model [9]. Identifying 
students’ at-risk by using eBook interaction logs have 
employed 13 prediction algorithms. Results revealed that 
random forest performed better than other algorithms with 
accuracy 82.3% and kappa 64.7% for raw data, J48 algorithm 
with accuracy 83.3% and kappa 66.5% performed better with 
transformed data. Naive Bayes accuracy 81.1% and kappa 
62.1% outperformed other algorithms for categorical data 
[10]. Automated machine learning usage was proposed to 
improve correctness of prediction percentage depending on 
the data before commencing of their academic year. This aids 
students to moderate their risk failure and has achieved the 
overall accuracy of 75.9% [11]. Perceptions of post graduate 
students towards responding online learning process have 
been discussed. Majority of the students used Zoom cloud 
platform for learning from home activities. Others preferred 
Google Classroom, Whatsapp and other applications based on 
the agreement provided by each platform. Few students 
declared that limitations in technology and usage of 
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applications hampered the online learning process [12]. The 
data of 2097 students of higher education were investigated, 
and the system was trained with Logistic Regression and ANN 
with four attributes related to student socio-economic and 
academic details. Results have shown that highest risk of 
dropping out of students has lowest grade. Comparing to 
Logistic Regression, ANN has better classification accuracy. 
However, the accuracy of ANN did not exceed 80% [13]. 

The researchers developed an early identification system 
using student performance and administrative data from 
private and state university. AdaBoost algorithm was used to 
predict the student dropout. The results revealed that 
prediction accuracy improves at fourth semester when 
compared to first semester. The demographic data available at 
the time of enrollment does not improve prediction accuracy 
when performance data is available in increasing semesters; 
this issue must be solved [14]. Khadija Alhumaid focused on 
the fear of technology usage by students and educators during 
Covid-19 pandemic. The various fear factors are uncertainty, 
anxiety, and fear of losing loved ones. Hence m-learning was 
adopted by the educational institutions, the results of studying 
and teaching was promising. She has concluded that with the 
assistance of mobile learning the fear factors can be reduced. 
It has a high perceived usefulness and perceived ease of use 
that can decrease the fear and enable the respondents to 
achieve their classes on time [15]. Reduced Training Vector-
SVM was proposed to predict marginal and at-risk students. 
Analysis revealed that this algorithm can diminish number of 
training vectors and training time of classifier by at least 60% 
thereby retaining accurateness. Results represented an overall 
accuracy of 93.5% [16]. Two open-source datasets namely 
mathematics and Portuguese was selected for predicting 
student educational performance. It was identified that prior 
grade has most impact on finishing grade. Random Forest has 
gained higher accuracy in mathematics dataset. SVM attained 
better accuracy than Random Forest in Portuguese dataset 
[17]. The four main difficulties of students in virtual learning 
classes were meager internet connection, lack of experience to 
virtual education applications and tools namely Teams, Padlet, 
Socrative and Miro, students’ restricted English proficiency 
and difficulty in concentration. Besides, results have proved 
that online learning is cost effective, as it’s not necessary for 
students to arrive to campus. They had better time 
management and have utilized digital devices to access online 
classes. The students get encouraged when they had quizzes 
established through interactive applications namely Kahoot, 
Padlet, Micro, Socrative and many other. Lecturers gave more 
assignments during online learning period than traditional 
face-face learning [18]. The troubles faced by at-risk students 
were analyzed in VLE. These predictive models can be used 
for avoiding student dropouts. Feature engineering was used 
to enhance performance of predictive models. Experimental 
results revealed that random forest provides excellent results 
when compared to other baseline models [19]. 

Several machine learning algorithms were employed to the 
dataset to predict low-engagement students in web-centered 
learning systems from log data of VLE. Kappa and accuracy 
values were compared for the models. Outcomes proved that 
J48, decision tree, JRIP, gradient-boosted classifiers revealed 

improved results [20]. Predicting students’ difficulties in 
digital design course session were investigated. SVM has 
achieved 80% performance accuracy compared to other 
classifiers namely ANN, LR, NBC, DT for predicting student 
obscurity [21]. Deep long short-term memory model was 
deployed for students’ performance prediction. This model 
tends to monitor the week-wise pattern of students’ interaction 
and their engagement activities to learn their behavior and 
generate better outcomes. It outperformed other baseline 
models namely logistic regression, ANN. It predicted with 
90% accuracy of student interaction in VLE [22]. An 
application was implemented that utilizes academic 
information of university students and generated classification 
models by using ANN, ID3 and C4.5. Decision tree built by 
C4.5 has higher performance measure. Suggestions were 
given to increase the number of variables and including the 
institutional and socio-economic variables for further research 
[23]. The ways to measure fairness in VLE was examined. 
CGPA was referred as main attribute for student performance 
prediction. A great underrepresentation of disabled students 
was determined. This leads to misclassification that disable 
students were predicted to fail the course. These guidelines 
must be considered by the researchers [24]. Zulherman 
analyzed the strength, weakness, opportunities, and threats to 
Zoom Cloud Meeting, a reliable video platform. The results 
focused behavioral intention drivers of ZCM usage during 
crisis are hedonic inspiration and perceived self-efficacy. 
Influence among these attributes was stronger [25]. Moreover, 
researchers focused on predicting student's dropout at course 
level in e-learning course using various machine learning 
techniques. Five attributes reflecting course activities namely 
accesses, assignments, tests, exam, and project were 
considered. Pearson correlation was conducted to identify 
correlations between independent variables and results. The 
most appropriate attribute for prediction with high correlation 
besides project and tests is access that detects students who do 
not obtain time for accesses that expose them to higher risk. 
Most adopted algorithms are Logistic Regression, Decision 
Tree, Naive Bayes Classifier, Support Vector Machine, 
Random Forest, Neural Network. Results proved that Random 
Forest classifier obtained best accuracy with 93%, precision 
reached 86%, F1 score was 91% compared to other classifiers 
[26]. Researchers have collected real students' data with 
various information namely personal, economic, and academic 
records and evaluated by statistics values to find most 
effective one. They used three prediction algorithms Decision 
tree, SVM and KNN to detect student dropout. Decision tree 
reaches better performance for identifying students at high 
risk. In decision tree they have used J48 technique that 
represents real dropout groups. Authors have stated that it is 
vital to evaluate student behavior through multi objective 
algorithms that assess their skills and emotions [27]. On the 
other hand, dropout rates are higher in online learning than 
offline as students must control their own study time without 
the help of educators. It is vital for professors to assist students 
in a timely intervention to avoid dropout. Lowering dropout 
rate is an important challenge for universities. The experiment 
collected actual log and historical records from Cyber 
University Learning Management System (LMS) to predict 
drop-out risk during learning period. They have used four 
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machine learning algorithms Decision Tree, Random Forest, 
SVM and Deep Neural Network. Random Forest shows the 
best performance with 96% accuracy [28]. 

In previous studies it is evident that predicting student 
dropout is challenging task. When different machine learning 
algorithms are employed, it reveals varying prediction 
accuracy of students’ at-risk. It is inexplicit that which 
algorithm is most excellent for predicting at-risk students in 
virtual learning environments, and what are the most 
appropriate features to be considered for various machine 
learning classifiers, as the determinants of attrition depend on 
multi-dimensional character. Also, during time of registering 
for online classes, the student data collected at the university 
are not sufficient for dropout prediction. In this scenario, our 
research focuses on several factors namely prior academic 
achievement, demographic characteristics, learning behavior, 
device type, access, connectivity, self-efficacy, cloud platform 
usage, readiness, and effectiveness of participation in online 
classes through Google Classroom and Zoom cloud platforms. 
We have not focused on a specific predictive model; instead, 
we have considered four machine learning algorithms to 
identify best model. 

In the light of the reviewed literature above, cloud 
computing adoption in higher education institutions have a 
positive effect. Rest part of paper was organized as follows. 
Section 3 explains research method that provides a description 
on real time student dataset, preprocessing, feature extraction 
and normalization. Section 4 describes machine learning 
algorithms; Section 5 reveals experimental results. Section 6 
draws conclusions and the further research guidelines. 

III. RESEARCH METHODOLOGY 

A. Research Questions of Inquiry 
The intention of this study is to extend an early detection 

model for finding at-risk students. Machine learning 
algorithms are implemented on the student’s real time dataset 
collected from various educational institutions, and its 
accuracy has been analyzed. Within an online learning 
environment, the system can be globalized to any type of 
course. Proposed model of research is depicted in Fig. 1. This 
research aims to respond subsequent questions: 

1) To build a predictive system to classify the at-risk 
students of cloud virtual learning platform. 

2) To estimate model accuracy by means of various 
machine learning algorithms namely KNN, SVM, LDA and 
Random Forest. 

3) To investigate most suited machine learning algorithm 
for predicting student difficulties based on demographics, 

device type, access, connectivity, self-efficacy, cloud platform 
usage, readiness, and effectiveness of participation in online 
learning sessions. 

B. Methodology 
A sequence of steps has been adopted prior to the model is 

organized for assessment and final reporting. Methodological 
data flow of the complete process is visualized in Fig. 2. 
Initial step is collecting real data from students, and the data is 
preprocessed to eliminate missing value, duplications, and 
outliers. Feature extraction is employed to extract features. 
Data is normalized and is passed to the four classifiers KNN, 
SVM, LDA and Random Forest. Classification models have 
discrete outcome, we need a metric that compares discrete 
classes in some form. A model’s performance can be 
evaluated using classification metrics and it determines how 
well or bad the classification is, but each of them evaluates it 
in a different way. Each classification result is tested with the 
performance metrics. Finally, the results are visualized. 

C. Dataset Description 
To meet the objective of the study, an electronic survey 

was conducted to gather real time data from higher education 
students belonging to various academic institutions throughout 
India. The instrument used for this research is E-questionnaire. 
It was chosen as it was considered as an efficient and effective 
approach. The target population for this study consisted of 530 
students enrolled in online courses. The survey was broadly 
classified into five factors. (1) Demographic characteristics (2) 
Device type, mode of access, connectivity (3) Self-Efficacy 
(4) Familiarity with cloud platform usage (5) Readiness and 
Effectiveness of online learning compared to regular 
classroom setting. Demographic information of the 
respondents is presented in Table I, which shows that 66.60% 
are male respondents, and 33.40% are females between age 
group of 17 and 45 years. They are from diverse departments 
namely B.Sc Computer Science (20.38%), B.Com (14.34%), 
M.C.A (11.32%), B.C.A (11.32%), B.Tech (11.32%), M.sc 
(15.09%), M.com (4.91%) and BBA (11.32%) degree 
programmes. Online classes were managed for the students 
through cloud platforms. We have used free cloud services 
Google Forms and Google Sheets for collecting and analyzing 
the data. Conceptually, Self-Efficacy was estimated with 5-
point Likert-scale ranging from 1= “Strongly Disagree” to 5= 
“Strongly Agree”. Cloud platform usages are measured using 
4-point range from “Not Familiar” to “Very Much Familiar”. 
Readiness is given 4-point range from 1= “Not Ready” to 4= 
“Very Much Ready” and Effectiveness from 1=“Much Less 
Effective” to 5=“Much More Effective”. 

 
Fig. 1. Proposed Model. 

Demographic Characteristics 

Device type, Access, Connectivity 

        Self-Efficacy 

Familiarity with Cloud Platform 

Readiness and Effectiveness 

At-risk Student Prediction in Cloud 
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Fig. 2. Conceptual Framework of the Research Model. 

TABLE I. SUMMARY OF DEMOGRAPHIC CHARACTERISTICS OF 
STUDENTS 

Variable Label n=530 % 

Gender 
Male 353 66.60 

Female 177 33.40 

Age 
17-19 158 29.81 

20-29 370 69.81 
30-45  2 0.38 

Education 
qualification 

B.Sc  Computer Science 108 20.38 

B.Com 76 14.34 
M.C.A 60 11.32 
B.C.A 60 11.32 
B.Tech 60 11.32 
M.Sc 80 15.09 
M.Com 26 4.91 
B.B.A 60 11.32 

D. Data Preprocessing 
Before evaluation phase of the classification model, the 

dataset was passed through a preprocessing stage. Initially, we 
observed that the real time dataset contains fifty-six features 
with missing data, redundant data, and outliers. Few students 
have submitted the questionnaire redundantly and missed to 
fill some data. When a specific value could not be estimated 
for a data sample, it leads to missing data. They have not 
provided the correct data that tends to form outliers, as the 
data plunge outside the range of typical distribution. By 
preprocessing the data, they were eliminated to maintain the 
quality of prediction. R4.1.1 statistical software was used as 

an experimental tool. Machine learning was conducted using 
caret package that is a comprehensive framework for 
constructing machine learning models in R. The model was 
fed with more students’ engagement activities; self-efficacy in 
online learning tends to learn about the behavioral patterns. 
The final dataset was exported into a .csv file and it is ready to 
be trained with different machine learning algorithms and 
evaluated to select most accurate one. We have used Microsoft 
Excel for visualizing the outcomes. 

E. Feature Selection 
It is the procedure of choosing optimal number of 

attributes from a larger dataset, which is the most difficult and 
challenging task. From this procedure, we come to know the 
utmost useful set of features for predicting target variable. To 
diminish computational cost and to increase model 
performance it is desirable to reduce number of features. To 
find the top variables, we are attaining improved cross-
validated accuracy and data can be used to identify most likely 
elements to predict at-risk students. Two reliable measures of 
random forest algorithm namely %IncMSE and IncNodePurity 
were utilized for feature selection to generate an optimal 
subset of features. Finally, we have extracted forty-six features 
for each student with CGPA as the target variable. The 
selected features by our model render excellent instructions 
that educators can utilize to offer early assessments to learners 
prior to closure of course work. 

1) %IncMSE: The first measure is %IncMSE which is a 
highly informative measure of importance. It defines the mean 
decrease in accuracy or how the prediction gets poorer when 
the variable alters its value. The variation among original 
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mean error and randomly permuted mean error is computed 
and this forms the fundamental idea for measuring important 
score of variables. For each tree prediction error on test is 
recorded (Mean Squared Error- MSE). Same process is carried 
after permuting each predictor variable. Higher the difference, 
then variable is more important. The general equation is, 

MSE = mean ((actual_y – predicted_y) ^2) 

2) Mean decrease gini (IncNodePurity): Depending on 
the gini impurity index this is a variable importance measure 
for computing splits in trees. Higher value of mean decrease 
gini score, higher importance of variable. 

F. Normalization of Data 
3) For machine learning this is a procedure employed as a 

part of data preparation. Extracted features were originally at 
various scales. To adjust scales of features to have a standard 
scale of measure the data was normalized to improve the 
model accuracy. The formula is given by, 

Min-Max Normalization: (x - min(x)) / (max(x) - min(x)) 

IV. MACHINE LEARNING MODELS 
Machine learning is regarding designing algorithms that 

automatically bring out valuable information from the given 
data. It is not possible for an “AI” to be trained without data. 
In every project, classifying and labeling datasets takes most 
of the time, when it reflects the real time data. The techniques 
applied to predict the students at risk occur as training and 
testing phases. To train an algorithm to know how to pertain 
the concepts, to identify and produce outcomes the training 
dataset is utilized. When we train a model on dataset, 
measuring its performance on the same tells how good it is at 
making predictions on data it has already seen. Training a 
model on a subset of our data, we can then use the data the 
model was not trained on to calculate how this would perform 
on unseen data. These purposefully hold out part of our 
dataset from training and then use the performance on this 
held-out dataset as a proxy of our model’s performance in 
production. The model is constructed on training set and 
examined on held-out testing set. This allows us to test that 
our model can generalize to unseen data. 530 students’ 
academic performance data were randomly divided into two 
datasets. Training set makes up most total data, around 70% 
(372 student records). The test data represents 30% (158 
student records) that is used to estimate how well our 
algorithm was qualified with training data. Each technique is 
presented with data that have not been used during training to 
observe the classification performance during the testing 
phase. Before applying classifiers, feature selection methods 
were implemented using random forest algorithm. CGPA 
(Cumulative Grade Point Average) indicates the percentage of 
marks scored by the students. This attribute was used as 
response or target variable, which logically is the best 
predictor for course grade. This dependent variable depends 
on various independent variables namely demographics, 
previous academic outcomes, learning behaviors, device usage 
related factors, familiarity of cloud platform usage, self-
efficacy, and readiness & effectiveness in participation of 

online classes. Based on the CGPA we have calculated the 
risk category of students. The criteria if CGPA<=55, classifies 
the students as “At-Risk”. Else they are considered as “Non-
AtRisk” students. We have used the variable Academic 
Performance as Boolean attribute depending upon CGPA. 
This attribute indicates class for supervised binary 
classification task and result of prediction. For our model, a 
negative outcome means student was not at-risk. A positive 
outcome defines student was at-risk. Thus, the students are 
classified into two categories. 

For our research we have used supervised machine 
learning algorithms, as our dataset have labels. We considered 
K Nearest Neighbor (KNN), Support Vector Machine (SVM), 
Linear Discriminant Analysis (LDA) and Random Forest (RF) 
as they are the most preferable algorithms by researchers to 
resolve related issues. We validated our methodology by 
supplying appropriate set of estimation measures. We have 
assessed the performance of different classifiers with model 
parameters. 

A. KNN Algorithm 
KNN categorizes a new data point into target class, based 

on similarity of its neighboring data points. We input a dataset 
of atrisk and non-atrisk students. We train our model to 
identify students’ performance depending on extracted 
features. 

Choose the number k of neighbors 

Compute Euclidian Distance between the data points. It is 
given by, 

Euclidian Distance=sqrt(X2-X1)2+ (Y2-Y1)2 

Select K nearest neighbor. 

Count number of data points in each group, among these K 
neighbors. 

Allot new data point to that group for which number of 
neighbor is maximum. 

B. SVM 
A Support Vector Machine is utilized for classification and 

regression problems. In our dataset, we have used kernel SVM 
to conduct non-linear partitioning. The main idea behind this 
algorithm is, 

Find the lines that separate the classes optimally. This 
dividing line is called a hyperplane. 
Find the optimal hyperplane that helps in maximizing the 
margin between two classes. 
Transform it into a higher dimension by employing a 
kernel function to dataset. 
Clearly separate the two groups with a plane with the end 
goal of maximizing the margin.  
Once the data points are separated into dimensions, SVM 
classifies the two groups. 

C. LDA 
Linear Discriminant Analysis (LDA) considers a data set 

of observations as input. We require having a categorical 
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variable to define class and several predictor variables for 
each observation. Steps involved in this algorithm, 

Compute mean vectors of each class of dependent variable 
Compute with-in class and between-class scatter matrices 
Calculate eigenvalues and eigenvector for scatter matrix 
within class and between class 
Sort eigenvalues in descending order and select top k.  
Create a new matrix containing eigenvectors that maps to 
k eigenvalues. 
Obtain linear discriminants by taking the dot product of 
data and matrix.  

D. Random Forest 
This model extends and integrates multiple decision trees 

to create a forest. It allows for more correct and constant 
outcomes as it relies on multitude of trees. Steps involved in 
this algorithm, 

 From the dataset having k number of records, n records 
are taken randomly. 

 For each sample individual decision trees are 
constructed. 

 Each decision tree will generate a result. 

 Outcome is measured depending on majority of the 
votes for classification or averaging the output of all trees for 
regression respectively. 

V. RESULT AND DISCUSSION 
In this part of the study, we predicted the at-risk students 

from their multidimensional characteristics. To answer the 
research questions, we performed several experiments. The 
educators can utilize the predictive model to determine 
students having difficulties. They can deliver relevant 
materials, increase the student engagement activities, and 
improve the marks of such candidates in cloud-based learning 
platforms. They can acquire corrective actions at former stage, 
to offer supplementary assist to the students at-risk. This is 
vital to exactly rank the classifiers depending on their 
prediction potential of at-risk and subsequent decision making. 

A. Binary Classifier Evaluation Metrics 
Model performance in classification problem is assessed 

through confusion matrix. It represents four numbers in a two-
by-two matrix. Each element displays class-wise accuracy. 
Reason for depicting this is to obtain benefit of our 
outstanding visual abilities to process more information. The 
elements of the confusion matrix are used to find three 
important parameters namely accuracy, sensitivity, and 
specificity. We implemented our experiment with 10-fold 
cross validation; each model we constructed has ensued in 
Kappa and Accuracy. These assessment metrics can be 
utilized to assess the value of classifiers for ranking various 
models. This generates True Positive (TP), True Negative 
(TN), False Positive (FP) and False Negative (FN). Accuracy, 
specificity, sensitivity is used to enhance experimental results 
in case of binary classification. 

• Accuracy is the ratio between accurate predictions over 
entire number of instances. It is used to determine 
number of times classifier is correct. This is given by, 

Accuracy= (TP+TN)/ Total 

• Sensitivity (True Positive Rate) refers to proportion of 
correct positives that are accurately detected as 
positives by classifier. Formula is, 

Sensitivity=TP/ (TP+FN) 

• Specificity (True Negative Rate) relates to classifier’s 
ability to find negative results. The equation is, 

Specificity=TN/ (TN+FP) 

Table II presents results of KNN, SVM, LDA and RF for 
real-time dataset. The similar data was passed for all these 
techniques. As the research aims to classify students’ at-risk, it 
is vital to attain better predictive accurateness for unsuccessful 
learners. Accuracy from Random Forest is 88.61% it is 
representing good performance based on accuracy, sensitivity 
and specificity compared to KNN, SVM and LDA. Fig. 3 
visualizes the classification accuracy, sensitivity and 
specificity obtained using various classifiers. The output 
shows our model accuracy for test set. The figure clearly 
depicts that Random Forest algorithm outperformed the other 
machine learning techniques  KNN, SVM and LDA for 
identifying at-risk students. 

TABLE II. EXPERIMENTAL RESULTS OF REAL-TIME DATASET FOR 
PREDICTING STUDENT’S AT-RISK USING VARIOUS CLASSIFIERS 

Classifier Accuracy Sensitivity Specificity 

KNN 79.11 97.66 31.32 

SVM 84.18   96.09 33.33 

LDA 82.28    92.97 36.67   

RF 88.61   96.09   56.67 

 
Fig. 3. Visualization Results of Different Classifier for Real-Time Student 

Dataset. 
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B. ROC Curves 
When we are evaluating classifier performance it is the 

dominant visualization tool. Performance metrics helps 
generate an aggregate perspective of a model’s performance. 
For binary classification problems, receiver operating 
characteristic (ROC) curves can be very informative. It 
illustrates true positive rate as a function of false positive rate, 
hence prompting sensitivity of classifier. We partition 
predictions into positive and negative classes for purpose of 
obtaining ROC measurements namely specificity and 
sensitivity normally used on ROC curve axis. For our real-
world dataset, if we are classifying whether a student is at-risk 
or non-atrisk, it is significantly better to categorize a small 
number of additional non-atrisk students as at-risk and avoid 
classifying any at-risk as non-at-risk students. We would 
choose threshold that reduces false-negative rate, increase 
true-positive rate, and rest us at the top of the ROC plot. This 
gives an observation of overall performance of the classifier. 
Fig. 4 visualizes column-wise area under ROC curve (AUC) 
for KNN, SVM, LDA and RF. For classification models, 
another performance metric is AUC. This is measure of 
capability of classifier to differentiate among classes and is 

utilized as a summary of ROC curve. The classification 
performance is enhanced when this area is larger. For 
evaluating and comparing models this is an extensively used 
option. 

An ROC curve gives us a more nuanced view of how a 
model’s performance changes as we make predictions 
conservative. Table III illustrates the results of ROC curve for 
various machine learning algorithms. After observing ROC 
curves of each classifier, it’s clear that Random Forest 
algorithm has the highest statistic of ROC 76.38%. 
Classification models often use the area under the curve 
(AUC) to represent performance. It delivers an agreement 
measure of performance across all possible classification 
thresholds. Fig. 5 illustrates the highest Area Under Curve that 
corresponds to random forest algorithm. Higher AUC depicts 
classifier has outstanding performance to differentiate among 
positive and negative classes. From these series of 
experiments, it is apparent that in overall random forest 
algorithm can be used to detect the students regarded at-risk in 
cloud-based virtual learning environment based on 
multidimensional variants. 

 
Fig. 4. Column-Wise Area Under ROC Curve (AUC) of Classifiers for Students’ At-Risk Prediction. 

TABLE III. COMPARATIVE RESULTS OF RECEIVER OPERATOR CHARACTERISTIC (ROC) CURVES FOR KNN, SVM, LDA AND RF 

Classifier ROC Curve Statistic 
KNN 51.17 

SVM 64.71 

LDA 64.82 

RF 76.38 
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Fig. 5. ROC Curve Illustrating the Highest Area Under Curve corresponding to Random Forest Algorithm. 

VI. CONCLUSION AND FUTURE WORK 
As there is a sudden shift away from the traditional 

classroom in many parts of the globe, the adoption of virtual 
learning is more effective during the COVID-19 crisis. The 
students are in diverse geographical locations, the cloud 
platforms have empowered them to learn in their own comfort 
zone. They had an opportunity to participate in an interactive 
and collaborative learning environment. The instructors can 
upload and share the course material in cloud platforms. The 
students can access the materials from their own individual 
portal that enables them as independent learners. By applying 
machine learning algorithms in cloud platforms progress of 
the students can be tracked hence the learning gaps can be 
identified. This research work focuses on implementing 
students’ outcome based early prediction model. We 
employed different machine learning approaches namely 
KNN, SVM, LDA and RF to detect at-risk students. The lower 
academic results decrease self-confidence of the learners and 
depletion of valuable educating efforts. These students always 
have an intention of dropping out from college. To solve the 
problem of drop out, this system helps the higher education 
institutions to classify the risky students at earlier stage. The 
amount of data generations depends on the students’ 
multivariate characteristics for the courses enrolled in online 
classes. This was used to create the machine learning model 
that resourcefully utilizes this data, hence forth bring 
outcomes that can be used additional in students’ wellbeing in 
terms of their performance and personal growth. The 
versatility of these systems also helps the teachers to take 
potential efforts towards the risky students. A sequence of 
experiments has been managed to identify the most excellent 
model. 

Comparing to the existing research and results, current 
research revealed that the most promising random forest 

algorithm achieved high accuracy with 88.61% and 
outperformed other binary classification models. These 
algorithms were used to classify the students’ at-risk in VLE 
by considering their multideterminant characteristics. The 
outcomes from this model can profoundly help educators, to 
upgrade their existing teaching methodologies and the 
implementation of new techniques facilitates the students to 
pay additional attention in their studies. This data-driven study 
can support VLE administrators, instructors, and course co-
coordinators in the articulation of effective virtual learning 
structure that can bestow to process of decision-making. This 
early intervention technique that was implemented in virtual 
learning environment motivates the students to have high 
academic scores. 

Depending on our results machine learning is highly 
recommended to be integrated with cloud platforms. It gives 
an insight into real-time situations that allows the higher 
educational institutions to forecast future outcomes. In further 
research, we plan to deploy predictive model in cloud 
computing platform by means of helping the educators to 
progress the performance of unprepared students and for 
automating the decision-making process. 
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Abstract—In recent years, real-time and big data aroused and 
received a lot of attention due to the spread of embedded systems 
in almost everything in life. This has led to many challenges that 
need to be solved to enhance and improve systems that work on 
big real-time data. Apache Storm is a system used for computing 
and analyzing big real-time data of distributed systems. This 
paper aims to develop a scheduler to improve the scheduling of 
the applications represented by topologies on the Storm cluster. 
The proposed scheduler is hybridization between the scheduling 
algorithms of A3 Storm and the Workload scheduler. Its 
objective is to minimize the communication between tasks while 
balancing the workload on all cluster machines. The proposed 
scheduler is compared with the A3 Storm and Fischer and 
Bernstein’s scheduling algorithm. The comparison has been 
made using four different topologies. The experimental results 
show that our proposed scheduler outperforms the two other 
schedulers in throughput and complete latency. 

Keywords—Real-time; big data; apache storm; scheduling 

I. INTRODUCTION 
Real-time applications such as IoT sensors, climate, and 

healthcare produce a large amount of continuous real-time 
data. The nature of this type of data is overgrowing where it 
can reach quintillions of bytes every day. This extreme and 
rapid growth of data leads to the term “big data” [1]. 5Vs 
features usually characterize big data; volume, variety, 
velocity, veracity, and value. Volume refers to the massive 
amount of data [2]. Variety means that there are different types 
of data that cause complexity. The rate at which the data is 
produced and transferred is the velocity, and it must be 
analyzed in real-time. Veracity is the precision level of data. 
Finally, the value is the valuable information derived from the 
data [1] [3]. Generally, the “big data” processing can be done 
through two processing techniques; batch and stream 
processing on high-performance computing resources [4]. 
Batch processing works on data that is previously stored. At 
the same time, stream processing refers to processing a large 
amount of data in real time. Big Data needs specified 
applications for processing the data, such as Hadoop for batch 
processing and Apache Storm, S4, Spark, and Flink for real-
time streaming applications [4]. 

Real-time refers to the concept of time quantity, which 
implies the necessity for a real-time clock to measure it [5]. 
The real-time tasks are classified into three different cases: 
hard real-time, firm real-time, and soft real-time. The 
constraint in hard real-time tasks is to create results within 

specific time constraints or cause disastrous results. Firm real-
time tasks also have to create the results before the specified 
time constraints, or the results will be invaluable. Soft real-time 
tasks have no time limitation, the results could be generated at 
any time, and it will be beneficial and acceptable [5] [6]. 

Now-a-days, the processing of streaming data is gaining 
more attention due to its sensitive cases. Thus, many 
researchers have tried to enhance the scheduling techniques to 
handle this huge amount of data and increase performance of 
processing (i.e., decreases the latency, increase the throughput, 
balance the network load, etc.). Most of the researchers’ 
algorithm achieved those performance objectives. The relevant 
algorithms some of them achieved increment in the throughput, 
some achieved network load enhancement, others achieved 
decrement in latency, etc. Real-time scheduling for streaming 
data needs continuous improvements to get better results with 
better performance. So the issue here is to propose an 
algorithm that increases the performance of the processing of 
streaming data in using Apache Storm. 

The main idea of the proposed algorithm is to reduce the 
communication between executors. The scheduler collects 
information during runtime then it creates a schedule using 
graph partitioning technique that partition the communication 
graph [7] [8]. At the end, the collected communication between 
executors during runtime is used and the pairs of most 
communicating executors are assigned to the same slot. This 
will achieve workload balance; improve resource utilization, 
high throughput with more reduced load on network. 

The paper contribution is as follows: 

1) We proposed a hybrid between two algorithms, the 
Workload scheduling algorithm and the A3 Storm algorithm, 
which improves the performance of the Apache Storm. This 
scheduler maximizes the throughput and minimizes the 
latency as the communication network load is reduced. 

2) The scheduler is based on graph partitioning; its 
objective is workload balance and inter-executor 
communication. 

3) Four topologies evaluate the scheduler, and the metrics 
of throughput and latency are collected as results. 

4) A comparison is made against two alternative 
schedulers to find which has better results when running the 
topologies on them. 
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This paper is organized as follows. In Section 2, we 
introduce an overview of the Storm and its scheduling. The 
related work is shown in Section 3. Section 4 discusses the 
state-of-the-art scheduling algorithms. The proposed algorithm 
is discussed in Section 5. Section 6 discusses the results with 
comparison to the state-of-the-art algorithms. Section 7 is the 
conclusion. 

II. OVERVIEW ON APACHE STORM 
Apache Storm is a widely used real-time processing 

framework due to its capabilities of carrying out analytics on 
data streams with high throughput. Storm is an open-source 
real-time processing framework that contains several 
components: Topology, Nimbus, Slave, and zookeeper. [9]. 
Topology is considered the main component in Storm; it is a 
directed acyclic graph (DAG) that consists of spout and bolts 
[9] [10]. The spout is the primary source of a stream, and the 
bolt is the processing unit of the topology which handles the 
stream of data. Storm is deployed on a cluster that follows a 
master-slave model. The master is called the Nimbus node, 
which is responsible for organizing the topology and analyzing 
it [11][10]. It also distributes the tasks among the supervisor 
nodes and monitors any failure occurrence on them (i.e., if one 
of the supervisors fails, it redistributes the work among the 
remaining supervisors). The slave is any supervisor node. 
Storm can have one or more supervisors, and each supervisor 
can have one or more workers, which helps execute the tasks 
assigned by the supervisor. The worker also can have one or 
more executors which are responsible for running and 
executing the tasks. In the end, the task carries out the actual 
processing of the data (i.e., the tasks can be spouts or bolts). 
Also, Storm contains the zookeeper, which coordinates the 
work between the Nimbus and supervisors and saves their state 
(i.e., in case of Nimbus failure, it will restart from its last state 
as it is saved in zookeeper). Fig. 1 depicts the components of 
the Storm cluster. 

 
Fig. 1. Storm Cluster. 

A default scheduler performs the standard scheduling 
process in Storm existed in Nimbus called EvenScheduler. This 
scheduler goes through two main phases; the first is assigning 
the executors to the workers, and the second is allocating the 
workers to the slots. EvenScheduler works based on round-
robin strategy as follows [3]: 

It iterates through the executors of the topology and 
allocates every executor evenly to the workers based on a 
round-robin algorithm. 

The workers are allocated and assigned evenly to the 
supervisors, considering the available slots in each supervisor. 

III. RELATED WORK 
One of the main benefits of Storm is that it is an open-

source framework that allows creating custom schedulers that 
can meet the needs of the users and data. The default scheduler 
in Storm has some drawbacks which need to be improved. For 
instance, it evenly assigns the tasks to the cluster slots, but it 
does not consider the inter-node and inter-slot communication. 
Thus, the traffic may negatively influence the throughput and 
performance of the processing. Recently, many researchers 
have proposed enhanced scheduling algorithms that can 
improve the performance of Storm. 

Aniello L. et al.  [3] have proposed two scheduling 
algorithms, offline and online. The offline scheduling 
algorithm is based on the topology structure and how its 
components are interconnected with each other. It used the 
round-robin algorithm to assign slots to nodes. The online 
scheduling algorithm was based on monitoring the 
communication and the performance of the system at run time. 
It monitored the traffic of exchanged tuples between executors, 
sorted the executors in descending order according to the 
communication patterns, and assigned the most communicating 
executors in the same slot. Then the communication pairs of 
workers are iterated in descending order and assigned to the 
nodes. This algorithm reduced the inter-node traffic and 
communication, which affected the network load and the 
throughput. 

Xu J. et al. [12] have developed a traffic-aware online 
scheduling algorithm that can reduce the inter-node and inter-
process traffic by monitoring the traffic and workload 
information during runtime. It expedites the data processing by 
using the traffic-aware online algorithm for assigning 
executors. It also enables fine-grained control over worker 
node consolidation to obtain better performance while using 
fewer worker nodes. 

In the same context, Peng B. et al. [11] have presented a 
resource-aware scheduling algorithm to improve resource 
utilization and reduce network latency. This algorithm is based 
on assigning the task according to an improved breadth-first 
traversal algorithm. It allocates the node ports that conform to 
the resource constraints and the network distance requirement. 

Fischer L. and Bernstein A. [8] have proposed a workload 
scheduling based on the graph partitioning technique. It works 
during runtime and collects the behavior of communication of 
the topologies that are running. Then it partitions the 
communication graph to produce the schedule using software 
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called METIS graph partitioning. METIS uses a multilevel 
graph bisection. It makes a miniature version of the graph by 
coarsening it and collapsing the nodes and edges. Then it 
partitions the resulting small graph before un-coarsening it to 
its first form. It adapts the partition at each step of the un-
coarsening to consider the newly un-collapsed edges and 
vertices. This scheduler improves resource utilization, reduces 
the network load, and increases the throughput. 

Another direction is presented by Li C. et al. [13]. They 
have developed a Storm topology dynamic optimization 
strategy (STDO-TOC) as a real-time scheduling algorithm. The 
STDO-TOC uses bolts capacity and analyzes the message 
queue congestion degree to alter the performance parameters 
during runtime. If the topology bottlenecks are found, they are 
automatically removed. This leads to optimizing the topology 
dynamically. 

Another resource-efficient algorithm for streaming 
application scheduling D-Storm has been presented in Liu X. 
and Buyya R. [14]. D-Storm tracks the streaming tasks during 
runtime to collect resources and communications and use them 
in the scheduling process to pack the communicating tasks 
compactly. This strategy of tight scheduling reduces resource 
utilization and inter-node communication. 

Muhammad A. et al. [15] have developed a topology-based 
resource-aware scheduling algorithm called Top Storm. It is 
based on finding the most communicating executors and 
putting them closer to each other to reduce the number of 
nodes used to execute topology. Top-Storm is considered a 
topology-based as it looks at the DAG of the topology to find 
the connections between the executors. Also, it is resource-
aware as the assigning of executors is made based on the 
computation power of nodes. 

An enhanced version of Top Storm called A3 Storm has 
been developed by Muhammad A. and Aleem M. [4]. It works 
offline by finding the most communicating executors from the 
DAG of the topology and putting them closer to each other, 
and assigning them to the nodes according to the most 
powerful one. At the same time, it can work online by using 
traffic beside the topology structure. It reads the inter executor 
traffic, sorts it into descending order, and then assigns it to the 
most influential nodes. This scheduler improves resource 
utilization and increases the throughput of the topology. 
Finally, Table I displays a brief review of the above-mentioned 
scheduling algorithms. 

TABLE I. A BRIEF REVIEW OF REAL-TIME SCHEDULING ALGORITHMS 

Scheduling Aspects 

Scheduling Algorithms Characteristics 

Resource 
Aware Traffic-Aware Dynamic Heterogenous Self-Adaptive Topology 

Aware Network-Aware 

Aniello, et al., 2013) 
[3] x      x 

Xu, et al., 2014 [12] x     x x 

Peng, et al., 2015 
[11]  x x  x x  

Fischer & 
Bernstein, 2015) [8]      x  

Li, et al., 2017 [13]       x 

Liu & Buyya, 2017 
[14]      x x 

Muhammad, et al., 
2021 [15]  x x  x  x 

Muhammad & 
Aleem, 2021) [4]        x 
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IV. PRELIMINARIES 

A. Workload Scheduler 
The workload scheduler is the standard storm topology. It 

has two types of views, logical view, and physical view. The 
logical view, 𝑇 = (𝑁 ,𝐶) , consists of N spouts and bolts 
connected with C number of connections. While the physical 
view of storm topology is represented by graph 𝐺 = (𝑉,𝐸), 
where V represents the vertices, and E represents the edges of 
the graph. A set of task instances represents the spout and bolts 
𝑣𝑖 ∈ 𝑉 , and |𝑣𝑖| = 𝑑𝑖  represents the degree of parallelism of 
each component, spout, or bolt. Every two sets of vertices V 
are connected by one edge E. Generally, the graph is weighted 
as follows [8]: 

• The vertex weights are represented by the sum of the 
number of all released and received tuples. 

• The edge weights are the number of messages released 
from any of the spout or bolt instances. 

The main idea in graph partitioning is to partition the 
vertices into equal partitions to reduce the edges’ number 
connecting the vertices of different partitions based on the k-
way partitioning method. To clarify the k-way partitioning, if a 
given graph 𝐺 = (𝑉,𝐸), the vertices will be partitioned into M 
number of partitions P, where M is equal to the supervisor 
machines number in the cluster. Where ⋃ 𝑃𝑚𝑀

𝑚=1 = 𝑉  and 
⋂ 𝑃𝑚𝑀
𝑚=1 = ∅. [8] [16]. 

The communication between partitions can be represented 
as a matrix. If there is a task 𝜏𝑢 and partition 𝑃𝑎. To check if 
the task 𝜏𝑢 is assigned to the partition 𝑃𝑎: 

𝑀𝜏𝑢,𝑃𝑎 =

�1, 𝑖𝑓 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘 𝜏𝑢 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛 𝑃𝑎.
0, 𝑖𝑓 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘 𝜏𝑢 𝑖𝑠 𝑛𝑜𝑡 𝑜𝑛 𝑡ℎ𝑒 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛 𝑃𝑎.            (1) 

Then the communication between the nodes in the 
communication graph can be represented as follows in (2) [8]: 

𝐶𝜏𝑢,𝜏𝑣 =  ∑ ∑ 𝑀𝜏𝑢,𝑃𝑎 × 𝑀𝜏𝑣,𝑃𝑏
𝑃
𝑏=1

𝑃
𝑎 =1   (2) 

Where M is the total number of partitions. 

According to (2), the formula of the node's communications 
can be summarized as follows: 

𝐶𝜏𝑢,𝜏𝑣  =

 �1,     𝑖𝑓 𝑡𝑎𝑠𝑘 𝜏𝑢 𝑎𝑛𝑑 𝑡𝑎𝑠𝑘 𝜏𝑣 𝑎𝑟𝑒 𝑜𝑛 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑠
0,     𝑖𝑓 𝑡𝑎𝑠𝑘 𝜏𝑢 𝑎𝑛𝑑 𝑡𝑎𝑠𝑘 𝜏𝑣 𝑎𝑟𝑒 𝑜𝑛 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛𝑠  

   (3) 

Finally, the cost function of the partitioned graph G, which 
is partitioned into M partitions, can be defined as follows [8]: 

𝑐𝑜𝑠𝑡(𝐺,𝑀)  =  ∑ ∑ 𝐶𝜏𝑢,𝜏𝑣  ×  𝑒𝑢,𝑣
|𝑉|
𝑣=1

|𝑉|
𝑢=1  (4) 

where |V| is the total number of vertices of the graph and 
𝑒𝑢,𝑣 represents the edge weights. 

This partitioning algorithm aims to optimize the costs for 
the partitions. In this algorithm, there is another constraint: the 
partitions should be balanced for the workload. The load 
balance factor Lim is defined as below [8]: 

𝐿𝑖𝑚(𝐺,𝑀)  =  𝑚𝑎𝑥(𝑃𝑖 𝐴𝑃�  ) (5) 

where 𝑃𝑖 is the sum of weights of all vertices in partition i, 
and AP is the average weight of partition over all partitions. 

The workload scheduler uses METIS as software for graph 
partitioning, which is used for partitioning a graph into equal 
partitions [16]. The partitioning process includes three main 
phases: coarsening, partitioning, and un-coarsening. 

Initially, the coarsening phase reduces the size of the graph 
by combining a set of vertices into one single vertex. The 
weight of this single vertex must be equal to the sum of 
weights of all vertices combined in it. 

Then the partitioning phase is done on the coarsest graph to 
receive balanced partitions with respect to the workload. 

Finally, the un-coarsening phase is used to return to the 
original graph and refine the resulting partitions. 

To assign the partitions, their number must be equal to the 
number of machines in the cluster. Each partition will be 
assigned to one supervisor, and its tasks will be assigned to the 
slots. Finally, the executors in each partition are assigned to 
slots in a round-robin manner [7]. A flowchart of the workload 
scheduler is illustrated in Fig. 2. 

B. A3 Storm Scheduler 
A3 Storm scheduler is a topology, traffic, and resource-

aware scheduler. It can find the connections between the 
executors by considering the DAG of topology, so it is 
considered a topology-aware scheduler. It also puts inter-
executor communication into consideration, so it is a traffic-
aware scheduler. Finally, it performs the physical mapping 
according to the computation power of nodes; thus, it also 
resources aware scheduler [4]. 

 
Fig. 2. Workload Scheduler Flowchart. 
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In general, the A3 Storm scheduler follows two steps: (1) 
Assignment of Executors, either by using the DAG or the 
traffic of topology. In this step, the scheduler initially gets the 
number of worker processes and the inter-executor traffic for 
executors unassigned from the traffic log. Then the executor 
assignment process begins by sorting the executors in 
descending order according to the inter-executor traffic; after 
that placing the most communicating executors as close as 
possible to each other. (2) Assignment of Slot; in this step, the 
created groups of the highest communicating executors are 
assigned slots. Then these slots are assigned to nodes which are 
sorted in descending order according to the most 
computationally powerful node calculated by (6) and (7). [4] 
[15]. 

𝐶𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑃𝑜𝑤𝑒𝑟 = ∝× (𝑆𝑝𝑒𝑒𝑑) + (1−∝) × 𝑅𝐴𝑀  (6) 

𝑆𝑝𝑒𝑒𝑑 = 𝑛𝑜. 𝑜𝑓.𝐶𝑜𝑟𝑒𝑠 × 𝑛𝑜. 𝑜𝑓. 𝑆𝑜𝑐𝑘𝑒𝑡𝑠 × 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 ×
𝑛𝑜. 𝑜𝑓.𝐹𝑙𝑜𝑝𝑠       (7) 

Where, ∝ is an adjustment factor equal 0.8. 

V. FORMULATION OF THE BALANCE WORKLOAD STORM 
SCHEDULER ALGORITHM 

The proposed algorithm hybridizes the Workload scheduler 
[8] and the A3 Storm scheduler [4]. As mentioned before, the 
Workload scheduler aims to reduce the network utilization by 
reducing the inter-node communication to increase the overall 
throughput and balance the workload among all available 
machines in the cluster. At the same time, the objective of the 
A3 Storm scheduler is to reduce the inter-node traffic, increase 
the throughput, and improve resource utilization. 

The proposed algorithm of Balance Scheduling on Storm 
(BSS) is based on combining both the Workload scheduler and 
A3 Storm to enhance the performance of the Workload 
scheduler in increasing the data throughput and reducing the 
time latency. The main idea of the BSS is to apply the 
methodology of workload scheduler to monitor the metrics of 
Storm, collect the data of the communication graph during 
runtime, partition the graph, and balance the workload among 
the available machines in the cluster. Then, we have replaced 
the last step in the Workload scheduler (i.e., assigning each 
partition to one node and assigning tasks to slots in a round-
robin strategy) by the A3 storm first phase (i.e., monitoring the 
communication between tasks). Therefore, after assigning the 
partitions to the nodes, the tasks will be assigned to the slots 
according to their inter-executor communication, which means 
that the most communicating executors will be assigned to the 
same slot, which will reduce the network communication 
between slots and in result this will reduce the latency and 
increase the throughput. 

A. The Proposed Algorithm of Balance Scheduling on Storm 
(BSS) 
The proposed algorithm of Balance Scheduling on Storm is 

based mainly on managing the execution of the topology. Its 
input and output are the unassigned topologies and the executor 
to node assignment, respectively. The phases of the proposed 
BSS algorithm can be concluded as follows: 

1) The scheduler collects information about the topology, 
where it gets the number of worker processes (slots) required 
to execute the topology. Then it obtains the inter-executor 
connection of the unassigned executors and the number of the 
unassigned executors. 

2) Calculating the maximum number of executors 
required per slot by (8): 

𝑒𝑒𝑠  = 𝑡𝑜𝑡𝑎𝑙_𝑛𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝑒𝑥𝑒𝑐𝑢𝑡𝑜𝑟𝑠
𝑡𝑜𝑡𝑎𝑙_𝑛𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝑠𝑙𝑜𝑡𝑠_𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑_𝑏𝑦_𝑡𝑜𝑝𝑜𝑙𝑜𝑔𝑦

 (8) 

3) Finding the available nodes in the cluster. 
4) Partitioning the vertices of the graph into equal 

partitions using the k-way partitioning method, where the 
number of partitions should be equal to the number of the 
topology workers. 

5) Sorting the nodes where the nodes with no workers are 
put at the beginning, and the partially busy nodes are put at the 
end. In this stage, the scheduler has to ensure that the number 
of nodes is not smaller than the number of partitions. 

6) Sorting the tasks in each pair in descending order 
according to their inter-executor traffic. 

7) Assigning tasks to the slots, where the most 
communicating tasks are assigned to the same slot until it 
reaches the maximum number of tasks assigned to it. Then 
assigning the next task to the next slot and so on until all 
partition tasks are assigned to the slots of the node. The 
pseudo-code of the proposed algorithm of Balance Scheduling 
on Storm is shown in Algorithm 1. 

Algorithm (1): Balance Scheduling on Storm 
1. function Schedule (U); 
Input: Unassigned Topologies U 
Output: Node-Executor assignment 
2. for each topology 𝑢𝑖 ∈ 𝑈 do 
3.    𝑛 = 𝑢𝑖 .𝑛𝑢𝑚𝑂𝑓𝑊𝑜𝑟𝑘𝑒𝑟𝑠; 
// get the number of worker processes 
4.    𝑒𝑢𝑛 = 𝑢𝑖 .𝑈𝑛𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑𝐸𝑥𝑒𝑐𝑢𝑡𝑜𝑟𝑠( ); 
// get the list of Inter-Executor for unassigned executors 
5.    𝑒𝑡𝑜𝑡𝑎𝑙 =  𝑒𝑢𝑛.𝐶𝑜𝑢𝑛𝑡( ); 
6.    𝑒𝑒𝑠  = 𝑐𝑒𝑖𝑙(𝑒𝑡𝑜𝑡𝑎𝑙/𝑛)  

 
7.    Nodes = cluster.getAvailableNodes( ); 
8.    partition_file = graph.part(𝑁𝑜𝑑𝑒𝑠); 
// partition = number of workers 
9.    Nodes.sort( ); 
// Nodes that have no worker are put at the beginning and 

partially busy nodes are put at the end 
10.    𝑠𝑙𝑜𝑡𝑠𝑎𝑠 = 0; 
11.    if Nodes.size( ) >= partition.size( ) do  
12.       Foreach 𝑛 ∈ 𝑁𝑜𝑑𝑒𝑠 do 
13.        Foreach 𝑡𝑎𝑠𝑘𝑠 ∈ 𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛. 𝑡𝑎𝑠𝑘𝑠  do 
14.            tasks.sort(“Desc”); 
// task pairs are sorted in descending order according to the 

InterExecutor traffic 
15.            While tasks != null  
16.               For each task ∈ tasks 
17.                  If  Count <= 𝑒𝑒𝑠 
18.                      mapExecutorToSlot(𝑠𝑙𝑜𝑡𝑠𝑎𝑠, task);           
// Assign most communicating task pairs to the same slot; 
19.                      Count ++; 
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20.                  End If 
21.                  𝑠𝑙𝑜𝑡𝑠𝑎𝑠 ++; 
22.               End for 
23.            End While 
24.        End for 
25.      End for 
26.    end If 
27. End for 
28. End 

Also, all the utilized notations and functions in the 
algorithm are described in Table II. 

TABLE II. LIST OF NOTATIONS 

Symbol Definition 

U Unassigned topologies 

N Total number of workers required for the 
execution of the topology 

𝑒𝑢𝑛 List of all unassigned executors of a topology 

𝑒𝑡𝑜𝑡𝑎𝑙 Total number of topology executors 

𝑒𝑒𝑠 The maximum number of executors per slot. 

Graph.part(n) Partition the topology into partitions equal to 
the number of workers of the topology 

Cluster.getAvailableNodes() Get the available nodes in the cluster 

Nodes.size() Total number of nodes in cluster 

Partition.size() Total number of partitions 

Partition. Tasks The list of tasks of each partition 

MapExecutorToSlots Assign tasks to slots 

VI. EXPERIMENTS AND RESULTS 
The experimental study is done on the Apache Storm 

cluster, which has a Nimbus node, Zookeeper node, and two 
supervisor nodes having three and four slots, respectively. The 
configuration of the first supervisor is as follows; it has Ubuntu 
20.0.1 LTS 64-bit installed on it with GNOME version 3.36.3, 
with “10.6 GB” memory, Intel®CoreTM i7-4810MQ CPU @ 
“2.80GHz × 2” processor, and “536.9 GB” disk capacity. The 
second supervisor has Ubuntu 14.04 LTS with OS type 64-bit 
with “9.5 GB” memory, Intel®CoreTM i7-4810MQ CPU @ 
“2.80GHz” processor, and disk capacity “21.7 GB”. Both of 
the supervisors have 1000 Mb/s network connectivity speed. 
Each supervisor has Apache Storm 1.1.1, Apache Zookeeper 
3.5.7, and Java Open JDK 13. The proposed algorithm of BSS 
is compared with the default Workload scheduler and the A3 
Storm [4] on four benchmark topologies: 

1) SOL topology [17]: It has a chain-like structure. It has 
a spout and a set of bolts. It loads its data directly from the 
data source. Random messages are used to create sentences 
with words’ lengths specified by the user. It consists of one 
spout and a user-defined number of bolts. This topology aims 
to trace the network's performance, so it is better to keep the 
computation as minimum as possible. 

2) Rolling count topology [17]: It applies rolling counts of 
incoming terms. By the term rolling, it uses a sliding window 
to trace the statistics of a term until the current window 

compared to the one in previous. A rolling count tuple per 
term is emitted by reaching the end of each time window, and 
it consists of the term. The term’s rolling count is a metric that 
points at how this term is trending now and the actual duration 
of the sliding window. The term can be emitted from more 
than one node, so a bolt must join and rank the terms. So, it 
consists of a spout that directly loads the data from the data 
source, a bolt that splits the sentences, and a rolling count bolt 
that uses field grouping to count the terms and group them to 
emit the ranks of each term. 

3) Word count topology [18]: The spout emits streams of 
sentences and sends them to a bolt that splits these sentences 
into words and emits them to another bolt that, using field 
grouping, can count how many times each word has occurred. 
Field grouping means that based on the value of the word, the 
same word must always go to the same instance so that it can 
be counted. 

4) Spike detection topology [18]: The spout receives a 
stream of data from sensors and emits them to bolts to monitor 
the occurrences of values that have spikes. Spout emits this 
stream to a bolt named Moving Average, which gets the data 
grouped according to the IDs of the device. When a new 
stream of data is received, the bolt aggregates the new values 
of a device to the list of values of the same device and emits 
new events consisting of the device ID, its current value, and 
its values moving average. These emitted events go to another 
bolt named Spike Detection, as it detects if there is a spike in 
the current event or not. 

B. Results and Discussion 
To evaluate the performance of the proposed BSS 

algorithm, we consider two performance metrics: 

1) Throughput: represents the number of tuples processed 
per unit time [18]. 

2) Complete Latency: is the average time a tuple takes to 
be entirely processed by the topology [18]. 

The experiment has been done by applying the proposed 
BSS, Workload scheduler, and A3 Storm scheduler, the four 
benchmark topologies mentioned above. Each algorithm has 
been run three times to get the average results for the three 
compared algorithms. 

3) SOL topology results: SOL is generated with one spout 
and two bolts. The required number of workers is two, and the 
number of executors and tasks equals a value of nine. The 
results are depicted in Table III. 

As shown in Table III, the Balance scheduling Storm 
algorithm achieved the highest value of throughput, which was 
“4059.67 tuples/second” at the second 240. In comparison, the 
most negligible value of throughput was “15.33 tuples/second” 
and achieved by the Workload scheduler after “60 seconds”. It 
is also obvious that the BSS had the best results for the 
throughput than the two other algorithms till “600 seconds”. At 
the “660 seconds” and “720 seconds” the A3 Storm showed 
better throughput results than the BSS and the Workload 
scheduler algorithms, then starting from the second 780, the 
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BSS returned to give high throughput than the two other 
schedulers. Regarding the latency, it is found that the best 
complete latency was “63.833 milliseconds” for the BSS the 
first “60 seconds”, while the worst complete latency value was 
949, which is recorded by the Workload scheduler after “120 
seconds”. The BSS gave the best latency results during the 
overall execution except at the second 180; the Workload 
scheduler gave the best latency. Finally, by looking at the 
average in Table III, it is obvious that the BSS gave better 
average results in terms of throughput and complete latency. 

TABLE III. SOL TOPOLOGY EVALUATION RESULTS 

Time 
(sec.) 

Throughput (tuples/sec.) Complete Latency 
(Millisecond) 

Workloa
d 
Schedule
r 

A3 
Storm 

The 
Propose
d BSS 

Workloa
d 
Schedule
r 

A3 
Storm 

The 
propose
d BSS 

60 15.33 84 183.67 437.50 77.50 63.833 

120 867 2045 1647.67 949 
764.1

0 
159.33 

180 1364 
3384.3

3 
3194 443.80 

771.8

0 
859.47 

240 1623 2888 4059.67 387.83 756 383 

300 1136.67 
2104.6

7 
3485 401.23 

747.6

7 
251.13 

360 538.67 
1585.3

3 
2609.67 442.50 

794.3

0 
225.97 

420 453 1101 3333.33 515.13 
797.3

0 
197.43 

480 212.67 987.33 1955.33 539.63 
699.2

3 
192.63 

540 422.33 910 1871.33 549.93 
604.8

7 
186.50 

600 637.33 
1298.3

3 
1880.67 544.73 

489.6

3 
185.07 

660 987.67 
2072.6

7 
1865 520.07 

391.3

0 
183.37 

720 1410 1926 1804.67 484.20 
349.8

0 
184.33 

780 2086.33 
2044.3

3 
2781.33 445.93 

315.2

7 
181.33 

840 1769 
2419.3

3 
3689.33 419.10 

291.9

3 
168.97 

900 2123.67 
2206.6

7 
2959 382.53 

276.9

7 
162.23 

Averag

e 1043.11 1803.8 2487.98 497.54 534.2 238.973 

According to the reported results, it is clear that the BSS 
outperforms both workload scheduler and A3 Storm in both 
throughput and complete latency according to the overall 
average values. In contrast, the Workload scheduler and A3 
Storm are recorded the worst average on throughput and the 
complete latency, respectively. Fig. 3 and Fig. 4 depict the 
comparison between the three algorithms' throughput and 
complete-time latency results. 

4) Rolling count topology results: Rolling Count topology 
is generated on one spout and two bolts with four workers and 
26 executors and tasks. The experiments using the three 
compared schedulers are presented in Table IV and depicted 
in Fig. 5 and Fig. 6. 

 
Fig. 3. Throughput Comparison Result between Three Schedulers for SOL. 

 
Fig. 4. Complete Latency Comparison Result between Three Schedulers for 

SOL. 
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TABLE IV. SOL TOPOLOGY EVALUATION RESULTS 

 Throughput (tuples/sec.) Complete Latency 
(Millisecond) 

Time 
(sec.) 

Workloa
d 
Schedule
r 

A3 
Storm  

The 
propose
d BSS 

Workloa
d 
schedule
r 

A3 
Storm  

The 
propose
d BSS 

60 0 0 43.67 0 0 791.38 

120 3757.33 2647 7978.33 828.46 424.51 500.12 

180 7171.33 
4652.3

3 

11547.3

3 
693.91 473.84 406.36 

240 9029 
5422.3

3 
13006 650.52 976.38 366.88 

300 12457.67 
5427.6

7 
11772 501.28 989.39 374.19 

360 11976 4284 12162 452.36 
1123.4

6 
365.63 

420 14029 
3610.3

3 

14039.3

3 
453.09 

1295.5

7 
360.11 

480 15489.33 
2226.6

7 

12862.3

3 
471.16 

1507.7

6 
348.85 

540 13130.33 2218 
17422.3

3 
502.71 

1740.9

9 
337.25 

600 12256.67 3152 
17847.3

3 
562.91 

1844.0

3 
330.63 

660 11614.67 5202 
15966.3

3 
610.09 

1727.8

8 
331.03 

720 10104.67 
7001.3

3 
14791 663.46 

1605.8

3 
332.59 

780 8298.67 
7322.6

7 

17422.3

3 
708.77 

1541.1

4 
328.19 

840 11112.67 
8103.6

7 
18629 725.97 

1527.5

8 
322.37 

900 12185.33 
7801.6

7 

24627.3

3 
712.18 

1511.1

8 
310.48 

Averag

e 
10174.18 

4604.7

8 

14007.7

8 
569.12 1219.3 387.07 

Table IV shows that the BSS has the highest average of 
throughput, and the A3 Storm has the least average value of 
throughput. The best value reached of the throughput was 
“24627.33 tuples/second” at the second 900 by the BSS. 
During the overall execution the BSS showed better results for 
throughput. But only at “240 seconds” and “480 seconds”, the 

BSS gave lower results and the Workload scheduler showed 
higher results than the BSS. For the complete latency values, 
the results showed that the BBS has a minor average of 
complete latency. In comparison, the Workload scheduler has 
the highest value of the average complete latency. The least 
value recorded was “310.48 milliseconds” for the BSS at the 
second 900, and the highest value was for the A3 Storm 
“1844.03 milliseconds” at the second 600. Furthermore, as 
displayed in Table IV, at the first “60 seconds,” both the 
Workload scheduler and A3 Storm could not finish any data 
processing, and their recorded throughput was zero. While the 
BSS processed the data in this limited time and produced 
“43.67 tuples/second”. At the end of the Table IV, it is shown 
that the BSS had the best average results for the throughput and 
complete latency. 

 
Fig. 5. Complete Latency Comparison Result between Three Schedulers for 

Rolling Count. 

 
Fig. 6. Throughput Comparison Result between Three Schedulers for 

Rolling Count. 
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5) Word count topology results: This topology is executed 
using two workers with one spout and two bolts. It also 
contains 13 executors and tasks for the “3.8 GB” dataset size. 

TABLE V. WORD COUNT TOPOLOGY EVALUATION RESULTS 

 Throughput (tuples/sec.) Complete Latency 
(Millisecond) 

Time 
(sec.) 

Workloa
d 
schedule
r 

A3 
Storm  

The 
propose
d BSS 

Workloa
d 
schedule
r 

A3 
Storm  

The 
propose
d BSS 

60 417.33 344.67 2990.33 296.67 
229.6

3 
146.87 

120 13543 
11708.6

7 
22176 96.2 

233.8

7 
84.57 

180 
27664.3

3 

20740.3

3 

32432.6

7 
60.87 

140.5

3 
52.7 

240 
26123.3

3 
22706 

29887.3

3 
50.97 

104.6

3 
46.93 

300 24649 23835 
27501.6

7 
46.6 89.83 44.17 

360 
22638.3

3 

19374.3

3 
32028 44.1 86.03 44.73 

420 25167 
15821.3

3 

28415.3

3 
42.43 87.27 47.73 

480 
24097.3

3 

14178.6

7 

30859.6

7 
40.63 91.33 48.6 

540 22573 9098.33 
33317.6

7 
39.3 97.63 50 

600 
25178.6

7 
8467.33 

29689.3

3 
37.9 

104.7

7 
49.93 

660 24579 8629.33 33404 36.77 109.3 49.1 

720 
12448.3

3 

13077.6

7 

33584.3

3 
35.53 

110.7

7 
48.43 

780 19160 
16323.6

7 

27318.3

3 
35.57 109.1 48.47 

840 18233 
16929.6

7 

29635.6

7 
35.53 

105.0

3 
49.4 

900 18468 
21994.6

7 

30709.6

7 
35.4 99.73 50.63 

Averag

e 

20329.3

1 

14881.9

8 

28263.3

3 
62.3 

119.9

6 
57.48 

Table V shows that the BBS recorded the highest 
throughput, while the A3 Storm recorded Storm the least. The 
BSS has reached the maximum value of throughput, which is 
“33584.33 tuples/second” after “720 seconds,” and the A3 
Storm has the least value of throughput, which is “344.67 
tuples/second” after “60 seconds”.  Regarding the complete 
latency, the experiments' results showed that the least complete 
latency value was “35.4 milliseconds” by the Workload 
scheduler after “900 seconds” of execution. But in contrast, the 
Workload scheduler recorded the highest value of complete 
latency, which was “296.67 milliseconds” after the first “60 
seconds”. For the BSS, the reported average complete latency 
value was the least. From the comparison presented in Fig. 7 
and Fig. 8, it is obvious that the Balancing Scheduling storm 
enhanced the system's performance. 

 
Fig. 7. Complete Latency Comparison Result between Three Schedulers for 

Word Count Topology. 

 
Fig. 8. Throughput Comparison Result between Three Schedulers for Word 

Count Topology. 
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6) Real-time spike detection topology evaluation: Other 
experiments are carried out based on the real-time spike 
detection topology described in the Intel Lab Data [19]. The 
data set presented here is collected from 54 sensors in the Intel 
Berkeley Research lab. The data set included about two 
million readings gathered from these sensors. The topology 
has been deployed with a dataset about “11 GB” size 
generated by the repetition of the data presented in Intel Lab 
Data [19]. The recorded results after running the three 
schedulers are recorded in Table VI, and the comparison 
between these results are depicted in Fig. 9 and Fig. 10 are 
gained. 

TABLE VI. SPIKE DETECTION TOPOLOGY EVALUATION RESULTS 

 Throughput (tuples/sec.) Complete Latency 
(Millisecond) 

Time 
(sec.) 

Workloa
d 
schedule
r 

A3 
Storm  

The 
propose
d BSS 

Workloa
d 
schedule
r 

A3 
Storm  

The 
propose
d BSS 

60 5.33 0 55.67 1866.24 0 730.40 

120 998.67 728.33 981.33 797.75 
1405.1

4 
936.81 

180 1383.33 
1554.3

3 
1303.33 710.82 607.35 697.87 

240 1486 
2358.6

7 
1955 714.35 484.22 513.49 

300 1269 
1462.6

7 
2036.67 753.16 465.48 452.48 

360 1067 
1842.3

3 
1991.33 821.36 476.09 437.50 

420 954 
1284.6

7 
2311.33 824.58 475.98 448.23 

480 902.67 903.33 1740.33 813.78 531.24 481.70 

540 671.33 
1143.6

7 
1270.67 789.39 524.58 515.08 

600 1006 999 1578 786.27 535.59 488.90 

660 745.67 
1357.6

7 
1746.67 778.69 525.92 473.79 

720 920 
1397.3

3 
2205.67 776.01 515.26 462.69 

780 1141.67 
1643.3

3 
1747.33 784.31 504.56 461.25 

840 1486.67 
1553.3

3 
1889.33 786.86 503.45 444.81 

900 2056.67 1630 2269.33 709.07 501.22 427.87 

Averag

e 
1072.93 

1323.9

1 
1672.13 847.51 537.07 531.53 

Table VI shows the comparison results between the three 
algorithms in terms of throughput and complete latency. The 
Balancing Scheduling Storm has the maximum value of the 
average throughput. In contrast, the Workload scheduler has 
the minimum value. The best result of the throughput is 
“2311.33 tuples/second”, which was reached by the Balancing 
scheduling storm after “420 seconds”. The smallest value was 
“0 tuples/second,” which was reached by the A3 Storm after 
“60 seconds”. The next worst value of throughput was “5.33 
tuples/second” at the first “60 seconds” and was reached by the 
Workload scheduler. 

Also, the latency results are described in Table VI. The 
worst latency value was for the Workload scheduler at the first 
minute; it was “1866.24 millisecond”. The best value was for 
the Balancing Scheduling storm after “15 minutes” it reached 
the value of “427.87 milliseconds”. And by looking at the end 
of the Table VI, it is obvious that the BSS had the best average 
results in both terms, the throughput and the complete latency. 

 
Fig. 9. Complete Latency Comparison Result between Three Schedulers for 

Spike Detection Topology. 

 
Fig. 10. Throughput Comparison Result between Three Schedulers for Spike 

Detection Topology. 
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VII. CONCLUSION AND FUTURE WORK 
In this paper, the Balance Scheduling on Storm (BSS) 

scheduler is proposed. It is a hybrid scheduling algorithm 
based on two existing scheduling algorithms: the Workload 
scheduler and the A3 Storm. It takes balancing the workload 
between the cluster nodes while minimizing the 
communication network between them and the inter-executor 
traffic. This proposed algorithm has been compared with the 
two existing schedulers using two metrics, throughput, and 
complete latency metrics. The BSS algorithm has shown better 
performance. The results show high throughput more than the 
other two algorithms and less latency. This has improved the 
performance of the system. 

The comparison done in this paper used two essential 
metrics: throughput and complete latency. In future work, an 
enhancement in the performance will be carried out for other 
metrics, such as the amount of memory and resources used to 
give better performance and enhancement than the already 
given performance in this thesis. The comparison can be done 
with more scheduling algorithms than the two algorithms 
already compared with. New research could enhance the 
number of resources and the amount of memory and their 
usage instead of the balanced scheduling. The experiments 
would take place on more topologies to check their suitability 
and performance. 
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Abstract—Massive open online courses (MOOCs) are a 
variety of courses offered through the online mode, paid or 
unpaid and has evolved as an excellent learning resource for 
students. The structure of the course design is mainly linear 
where there are a few video lectures provided by either 
professors of several universities, or people with expertise in the 
particular subject. They are usually graded on a weekly basis 
through quizzes or peer-graded assignments. The objective of 
this paper is to extract the concepts taught in the videos from the 
subtitles, which could later be used to enhance recommendations 
of the learners using their clickstream data. The teachers could 
also use this to see the demand for their courses. Evaluate two 
keyword extraction methods, which are BERT and LDA using 
different Coursera courses. The experimental results show that 
BERT outperforms LDA in terms of Coherence. 

Keywords—LDA; BERT; topic coherence; overlap coefficient 

I. INTRODUCTION 
One of the most profitable and in demand businesses in 

today’s world are those of Massive open online courses 
(MOOC). Not only do they offer a vast range of lectures on 
almost all the topics be it the medical field, or some complex 
lessons on coding, but can also be easily accessible by 
everyone sitting at home [1]. These platforms have attracted a 
large number of people, which sums up to nearly 10 million 
participants from all over the world.  Coursera, Udemy and 
EdX are some of the classic examples of MOOC [2]. The 
format of these platforms is similar, where professors or trained 
people share video lectures covering a particular topic. They 
use different methods of teaching like using powerpoint 
presentations, whiteboard or even the electronic boards. Some 
platforms invest a lot in making their videos interesting and 
visually appealing, hence they incorporate graphics and 
colorful animations. This helps in drawing more attention from 
the learners, especially the younger crowds. The lectures are 
usually grouped into few modules and a set of modules makes 
up a course. The module system helps the learner keep track of 
their progress and also have a better understanding of the pre 
requisites. The teachers find the module systems easier as it is 
easier to set assignments and other assessment related work. 
Each module usually runs for a week, however, it totally 
depends on the viewers’ interests. Weekly deadlines are set, 
which are flexible. This means that an ideal schedule is 
provided, which if followed thoroughly can benefit an average 
learner. However, it is their choice ultimately on how much 
time they want to spend on it, it could be earlier than the target 
date of even later. At the end of each module, there is an 
assessment held. There are several ways in which one is 
assessed to see how much of the course they have grasped. 
Some of these assessment techniques are quizzes, projects and 
peer-graded assignments. Few courses even have cutoffs to be 

cleared at the end of module assessment. Failure to complete 
this successfully would not permit the learner to proceed to the 
next module or it might not consider the module as complete 
[3]. Upon course completion, the learner receives a certificate 
of completion from the institute offering it and it can be 
considered as a legitimate proof of knowledge acquired, and 
can be updated in resumes and professional profiles. Courses 
that have strict assessments do not provide the certificates until 
all the quizzes have been cleared with the minimum required 
cutoff and all the peer graded assignments have been checked 
by the required number of co learners. The legitimacy of 
MOOC has gone so far that nowadays, universities offer these 
courses as electives as proper curriculum courses with college 
credits awarded on their completion. The college provides 
these courses and has their own assessment methods, however, 
the students have to complete these courses through the 
platform in order to receive the assigned number of credits. 
These courses can be free, but mostly they have to be 
purchased. Another alternative provided by MOOC is that 
some courses can be audited for free but do not provide 
completion certificates hence the purpose is solely for 
acquiring knowledge. 

MOOC provides a form of social learning where 
interactions constantly take place between learners and the 
teachers. It paves way for mass learning and personalised 
comprehension. Even though there is no face-to-face 
communication taking place, these platforms have been 
successfully been able to break the barriers of any type of 
communication hindered otherwise [4]. There are different 
ways one can engage themselves with the platforms. Learners 
and teachers can both participate in forum and discussions, 
helping fellow learners and students. Some even start taking 
lectures of their own. Others work on in video editing, as 
mentioned earlier, adding good graphical depictions of what is 
being explained or colourful animations. There is a lot work 
that has to be dealt in the back end of the sites or apps 
belonging to these platforms. A large group of people also 
contributes by providing constructive feedback and suggests 
improvements. These are constantly monitored and taken note 
of in order to improve the user interface of their platforms and 
attract more learners to purchase their products. These learning 
methods are completely different from the physical mode of 
learning and open a wide door of new opportunities to explore 
[5]. Hence, we can say that the most important factor which 
determines the success of these MOOCs is the engagement of 
the students, however not a lot of research has been carried out 
on how the student engagement affects the platforms. All 
MOOC platforms primarily run on how much they have been 
used and a decline in student engagement can give a massive 
blow to these businesses. It is of utmost importance that the 
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engagement is always constantly monitored and changes being 
continuously implemented in order to keep them high [6]. The 
discussion forums play a vital role in checking engagement, 
along with website visits, registrations, clicks etc. However, it 
is not an easy task to keep track of the engagement as there are 
so many parameters that have to be taken into consideration 
while doing the analysis. Some of them are course enrollments, 
course completion, discussion forums, etc. [7]. 

These courses some with their own set of disadvantages. 
Though they attract a large number of student registrations, 
recent studies have shown that only a small fraction of these 
students complete their courses [8]. According to statistics 
provided by Coursera, almost 75% of the courses enrolled by 
students have not been completed [9]. Another problem is that 
these platforms do not come with keyphrases and it is going to 
be a laborious task to identify them manually and will take up a 
lot of time. This means that one cannot search for courses 
based on particular topics. There are a variety of topics 
mentioned in each video, but there is no way of keeping track 
of these. It is important to do so as it can help recommending 
better courses to those who show interest in topics. Topic based 
searches can be made than course-based searches and it will be 
easier for the learner to choose their apt course based on how 
much do the topics cover in the course line up with their topics 
of interest. 

Keyphrases are important and significant expressions 
consisting a collection of words. They give us the contents of 
the data, or even sometimes summarize it [10]. There have 
been several algorithms developed to extract keywords from 
scripts, notes etc. These are used in data mining like clustering 
of documents, providing recommendations and formulation of 
queries [11], [12]. Bidirectional Encoder Representations from 
Transformers (BERT) is one of the models that can be used for 
keyphrase extraction. This model is used to make sequential 
recommendations based on past data. The distinctive feature of 
this method is that it can incorporate context from both sides, 
unlike other sequential predictors, which only do it from left to 
right [13].  Latent Dirichlet allocation (LDA) model is a 
probabilistic modeling algorithm. It is commonly used to 
identify the topics in a collection of texts. It is usually used in 
image retrieval and face recognition technologies [14], [15]. 

Instructors face problems in analyzing each student's level 
of understanding in order to improve the quality of courses or 
to provide referral systems. Although the number of students 
enrolling in courses has increased, very few of them actually 
complete the course. Therefore, it is necessary to track learner 
journey data to know what interests them. The goal of this 
paper is to extract the concepts taught in the videos from the 
subtitles, which could then be used to improve the learners' 
recommendations using their path data. Instructors could also 
use this to learn about the demand for their courses. 

In this paper, we have attempted to extract concepts from 
the subtitles of video lectures of courses offered by Coursera 
using BERT and LDA models for key phrase extraction. A 
comparison is made between the results obtained by both. 

The paper is organized as follows. In Section 2, we review 
related work on concept extraction. 

Section 3 is devoted to the context of our experimental 
study, detailing the dataset collected from the Coursera MOOC 
videos and the models (LDA and BERT) that we will use for 
this study. 

In Section 4, we show our proposed algorithms for concept 
extraction from the sub-titling of the experimental results 
which show a better concept extraction.  In section 5 we end 
with a conclusion that shows the results of our work. 

II. RELATED WORK 
In our study, we have tried to automatically extract 

keyphrases from the subtitles of the videos. In general, there 
are two ways in which these extractions are carried out [16]. 
The first approach is supervised, where there is binary 
segregation of each word into either keyphrase or not a 
keyphrase [17]. The second approach is unsupervised. In this 
approach, the words are ranked based on what the algorithm 
asks it to do, for example probability of occurrence, or even 
usage in the course. Some commonly used machine learning 
algorithms are Naïve Bayes and support vector machines [18]. 

Yi-fang et al developed an algorithm called KIP algorithm. 
In this algorithm the extracted words were first examined and 
scored on the basis of three factors. The first factor was their 
frequency in the text. This means they checked how frequently 
the word occurred in the text. Second parameter considered 
was their specificity. This means there is a check on how 
specific or unique the words are to the course provided. This 
information is also gathered by checking on the neighborhood 
data. Last parameter taken into consideration is its contents, as 
in the words that are related to the examined word. The words 
are arranged in order of their scores. The words that obtain 
high scores are later categorized as keyphrases [12]. Another 
similar type of work can be seen in Xiaojun et all’s paper used 
information from the neighborhood documents to get more 
data and then this data was graphically represented along with 
the data of the document where keywords need to be extracted. 
These data were compared and the keyphrase were extracted 
accordingly [10]. A very similar study to ours was found in the 
works of Raga et al. They used this method to navigate to the 
exact part of the video, or access a video segment by just 
searching for the keyword. They considered factors like 
statistical and visual features while implementing the algorithm 
[19]. A model called Text Rank was developed by Rada and 
Paul where they took a graphical approach to rank the words 
[20]. The TPR (Topical Page Rank) approach is another one 
proposed by Liu et al where first the segregation occurs based 
on various topics and then the TPR algorithm is individually 
run on each one [18]. Some other algorithms were developed 
based on using deep learning [21] , frequency of occurrence of 
words [22], word embedding vectors and graphical ranking 
[23]. 

Our study draws inspiration from all these works, but still 
manages to stand apart as we aim on increasing engagement by 
giving personalised recommendations to learners based on their 
search history or clickstream data. To ensure this, keyphrases 
have been extracted from the subtitles using two algorithms 
and the best of these two on experiments could be used to 
develop better recommendation systems. Elaborating on that, 
these keyphrases can be used to match with the learner’s 
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interests thus giving better course recommendations. The 
teachers can also benefit from this study. The clickstream data 
allows teachers to know which topics are more in demand and 
will encourage them to record lectures covering those topics. 
This will help the algorithm detect their courses and 
recommend it to the learners. They can also gauge the learner 
engagement and see which part of their courses attract more 
attention. 

III. METHODOLOGY 

A. Datasets 
The study will use the dataset called ''MOOC DATA''. This 

dataset has been derived from the subtitles of the course videos 
from Coursera platform. All the words are split up into 
individual components and these could further be sent into 
algorithms for keyphrase extraction. This dataset consists of a 
total of four folders named: 

• ''CSEN'' – Computer Science in English 

• ''CSZH''- Computer Science in Chinese 

• ''EcoEN''- Economy in English 

• ''EcoZH''- Economy in Chinese 

The statistics of the four datasets are listed in Table I, 
where #courses, #videos, are the total number of courses, 
videos, in each dataset. 

TABLE I. DATASET STATISTICS 

Dataset  Domain Language #courses #video 

CSEN Computer 
Science English 18 2,849 

 

EcoEN Economics     English 5 381 
 

CSZH Computer 
Science Chinese 8 690 

 

EcoZH Economics Chinese 8 455 
 

However, for the sake of better understanding and better 
research, only the ''CSEN'' folder was used for the study. This 
folder contained two JSON files, one of these files was called 
''candidates'' and the other one was called ''captions''. Again, 
since the aim of our study only deals with the subtitles of the 
videos, only the caption file was utilized. This table contained 
the video captions of 18 computer courses; the size of this file 
is 216 MB. Table II shows how the subtitles were sliced and 
stored. 

The first column is usually ignored as it is the serial 
numbers. The second column is the Course ID. This is a unique 
code, which is used to identify the particular course. For the 
course we considered (Computer Science with English), the 
course id is 1. The column next to this is the text. It consists of 
the script of the subtitles and is called transcript. This script is 
so precise that it also has details like parts of the video where 
there is music. That’s what makes the process of keyword 
extraction challenging. The music is used way too many times; 
the system might mistake it to be a keyphrase while we know it 
is just the background music being referred. Hence it is 
important that all these unwanted parameters are taken care of 

at the initial stages and the algorithm is not affected due to 
them. The column next to it is the tagged column. Here, we see 
that every word has been sliced up (including the music). The 3 
gram model is used to carry out this process. For example, the 
first row shows that the text has been separated into tags like. 

“MUSIC”, “Today”, “we”, “re” and so on. Again, on 
running models, the music words should not be considered for 
keyphrase extraction. The last column is video id which is the 
unique number given to the video in a course, and is used to 
refer to a particular course. The course is the same while the 
videos from which the words were extracted from were 
different. Our study uses the first 5 videos from the course with 
course id 1. This dataset will run through two models and a 
comparison will be drawn regarding which is the better one to 
consider for keyphrase extraction. 

B. Pre-Processing 
Pre-processing is the process where the raw data received is 

converted into a form that is comprehensible and useful. It is 
extremely crucial to ensure that data pre-processing has been 
done before carrying out any analytical task [24] [25]. This 
helps in having a dataset of good quality. Process used to split 
the text or segmenting a text to words, meaningful parts or 
phrases is called tokenization. In this process, punctuations, 
whitespaces and other non- alphanumeric characters are not 
considered, all characters are converted to lowercase and 
stopwords (conjunctions, articles, etc.) are removed [26]. 

Before proceeding, there is another concept that needs to be 
looked upon, which is an n-gram. An n-gram (or Q gram) is 
basically a sliced part of a longer string consisting of n 
characters. They are usually obtained from a sample text or 
some form of speech [27]. It could be words, phrases, letters 
sometimes even syllables. It is a very efficient means of 
implementation. On conversion in n-grams the string gets 
embedded into a vector and is further compared with other data 
of similar type. Its consistency and distribution can be 
measured too [28]. An n-gram model is a probabilistic 
language model, where it is used to make predictions of the 
items succeeding it in the form of a sequence known as an (n-
1)- order Markov model. These models find their extensive 
usage in computational linguistics, communication theory and 
data compression. There are two major advantages of using 
thesen-gram models and algorithms. One of them is simplicity, 
the model is comparatively simpler to operate and execute than 
its other counterparts. Secondly, its scalability is a boon. At 
higher n values, this model is able to store more contexts with a 
space- time tradeoff which has been understood well. This 
allows the smaller experiments to efficiently expand. 

In our study data has been obtained beforehand from the 
dataset in order to run it with various algorithms. The words 
from the video subtitles have been sliced out into different 
words. Each of these go through the algorithm to obtain results 
on whether it is a keyword or not. That is decided based on 
other data like how frequently the word is used or its 
significance in the text. This process will help identify the key 
topics covered in the course. The data was retained from the 
dataset, however, unnecessary information like the tagged 
column and stopwords were eliminated altogether and n-grams 
were generated. 
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C. Models used 
1) BERT: Bidirectional Encoder Representations from 

Transformers (commonly known as BERT) is a machine 
learning model that is used for language representation [28]. 
These models are pre- trained and they force the model to 
study the semantic data in between and withing the sentences. 
Unlike other similar models which only function from left to 
right, BERT works from both directions i.e. it is bidirectional, 
just as its name says [29]. This algorithm takes the final 
hidden state of the first token and uses it to represent the entire 
sequence for tasks which require classification of texts. When 
BERT is incorporating with another output layer, there is an 
advantage of minimal number of parameters being necessary 
to be learnt form scratch [30]. There is a particular format that 
any input data needs to fulfill if it has to undergo the BERT 
model. A special token which consists of the special 
classification embedding called [CLS] is put prior to every 
sentence to fulfill this criterion. Another special token that is 
used is the [SEP]. It is placed at the end of each and every 
sentence in order to make a clear separation between the 
segments [26]. BERT also relieves the problem of masked 
language model (MLM), where it randomly covers some of 
the input and expects the algorithm to predict it based on the 
date of the surrounding words. The next sentence prediction 
(NSP) is also used. Fine – tuning techniques are of various 
kinds based on how much of the architecture needs to be 
trained [31]. Basically, it is a sequential predictor. Google uses 
BERT to enhance its search predictions. In our first study, we 
have taken the data from the dataset and run it with BERT 
model [35]. 

For BERT analysis the probability analysis can be 
represented using the following language model by Equation 
(1) [36]: 

P(w1, w2 … , wT) = ∏ P(wt|w1, w2,⋯wt−1)T
t=1  [36]         (1) 

Where w1, w2 … are the different individual entities of 
which we need to find the probability distribution and T is the 
total number of entities. In our case, this is the probability 
distribution of each word in the subtitle file. 

2) LDA: The Latent Dirichlet Allocation (or LDA) is a 
probabilistic model. The main aim of this model is to 
represent documents as different topics and each of these 
topics are characterised by a distribution over words [32]. The 
assumption made here is that every course has a set of topics 
already and the text (subtitles in our case) have relevant 
information to summarise these topics and hence, they can be 
grouped under them. The algorithm tells us the similarities in 
the data by grouping them into common topics [14]. It gives 
us a distribution of the word usage and when we search for a 
particular word, it refers to this distribution [33]. Supervised 
Machine Learning algorithms are used to run the model. This 
approach is used as a solution to a lot of problems related to 
topic identification, face recognition, web spam classification 

and entity resolution [34]. The second part of our study deals 
with LDA. 

To find the normal probability density function using the 
LDA method, the formula is given by Equation (2) [37]: 

𝑃(𝑋|𝜋𝑖) =  1

(2𝜋)
𝑝
2 |Σ|12

 𝑒𝑥𝑝 �− 1
2

(𝑋 − 𝜇𝑖)′Σ−1 (𝑋 − 𝜇𝑖)�   [37](2) 

Where, 
πi – Probability density function 
x – Multivariable normal 
μi – Mean vector 
Σ – Variance- covariance matrix. 

This can be used if all the matrices for all the populations 
are homogenous. The decision rule of the LDA algorithm is 
based on the Linear score function, which is defined by 
Equation (3): 

SiL(x) = −1
2
μi′Σ−1μi + μi′Σ−1X + log P(πi)  [38]          (3) 

Where following substitutions are made: 

𝑑𝑖𝑜 =  −1
2
𝜇𝑖′𝛴−1𝜇𝑖 ; 𝑑𝑖𝑗 = 𝑗𝑡ℎ 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 𝜇𝑖′𝛴−1 

diL(X) is the linear discriminant function (4) i.e.  

diL(X) = dio + � dijxj
p

j=1
             (4) 

Therefore we get Equation (5) [38], 

SiL(x) =  diL(X) + log P(πi)  [38]            (5) 

IV. EXPERIMENT AND RESULTS 

A. BERT 
BERT analysis was first carried out on the preprocessed 

data. There was a restriction put on the number of concepts that 
could be extracted to only 3 concepts per line. The n-gram set 
for each concept was between 1 and 3. Fig. 1 depicts the results 
obtained. 

Fig. 2 shows the coherence and the average overlap of the 
topics when the data was processed through the BERT model. 
20 topics were given to derive BERT’s selected keywords. The 
topic coherence graph shows linear increase upto topics, which 
is also followed by a linear increase, but the slope gets reduced. 
The average topic overlap graph shows a steep linear decrease 
initially up to 2 topics, after which the slope reduces. Finally 
after 3 topics, the line almost flattens out. Both the graphs 
overlap at a point in the earlier stages. The ideal number of 
topics is 4. 

 
Fig. 1. The Concept Extracted from Subtitlles with BERT. 
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Fig. 2. BERT Coherence Score with Overlap Coefficient. 

B. LDA 
The second studies were carried out using the LDA model. 

Again, concepts per line were restricted to 3 and the n-gram 
was set between 1 and 3. Fig. 3 gives us the results obtained. 

 
Fig. 3. The Concept Extracted from Subtitles with BERT. 

Fig. 4 gives us an insight of the results for the same. A 
graph containing coherence, average overlap of topics was 
plotted where 20 topics were given to derive the LDA selected 
keywords. The graph of Topic Coherence shows a peculiar 
trend. It remains constant throughout and shows no variations 
at all. The average topic overlap shows a slight decreasing 
linear trend up to 2 topics, then it remains constant and above 3 
topics there is a further linear slight decrease. The overall 
overlap decrease is very small.  Unlike what we observed in 
the graph of BERT analysis, in this graph we do not see any 
intersection of the two parameters. 

 
Fig. 4. LDA Coherence Score with Overlap Coefficient. 

C. BERT v/s LDA 
In order to draw comparisons with both the studies, the 

following parameters were considered. 

1) Overlap coefficient: It is the measure of similarity that 
is used to track the amount of overlap between two finite sets. 
In other words, we can say that it is the intersection of two 
sets. Our studies showed the average overlaps of the topics in 
LDA to be higher than that of BERT analysis. 

2) Topic coherence: It measures the total score of a single 
topic by measuring the degree of semantic similarity between 
the high scoring words of the topic. The consistency of the 
concepts by BERT was found to be higher than that of LDA. 

As consistency is the more prioritised factor, overall, it can 
be concluded that BERT is the better model to use for 
keyphrase extraction of video subtitles in MOOC than LDA as 
it gives us clearer information about the topic coherence. 

V. CONCLUSION AND FUTURE PROSPECTS 
Our studies show that BERT was a better model that could 

be implemented in order to extract keyphrases from the video 
subtitles from MOOC videos. The MOOC industry is booming 
and will continue to do so in the future. It is important to 
ensure that the course completion rate is high. Now that one 
can identify the key topics in a course using BERT model, 
further programming can be done to link these results with the 
search history of the learner. When any of the key topics are 
searched, these courses should show up and similar courses be 
recommended. This will ensure that the learner finds exactly 
what they are looking for thus motivating them to complete the 
course and enjoy it. This also helps give them personalised 
recommendations. As mentioned earlier, the teachers recording 
the courses also will vastly benefit from this. They can check 
the engagement of the students in their courses, or have an idea 
about which part of their video is watched more or gets more 
demand. They can also use this data to record lectures 
accordingly so that their courses appear on the top of the 
recommendations. 
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Abstract—Now-a-days, coronary heart disease is one of the 
deadliest diseases in the world. An unfavorable lifestyle, lack of 
physical activity, and consuming tobacco are the causes of 
coronary heart disease aside from genetic inheritance. Sometimes 
the patient does not know whether he has abnormalities in heart 
function or not. Therefore, this study proposes a system that can 
detect heart abnormalities through the iris, known as the 
Iridology method. The system is designed automatically in the 
iris detection to the classification results. Feature extraction 
using five characteristics is applied to the Gray Level Co-
occurrence Matrix (GLCM) method. The classification process 
uses the Support Vector Machine (SVM) with linear kernel 
variation, Polynomial, and Gaussian to obtain the best accuracy 
in the system. From the system simulation results, the use of the 
Gaussian kernel can be relied on in the classification of iris 
conditions with an accuracy rate of 91%, then the Polynomial 
kernel accuracy reaches 89%, and the linear kernel accuracy 
reaches 87%. This study has succeeded in detecting heart 
conditions through the iris by dividing the iris into normal iris 
and abnormal iris. 

Keywords—Iris; iridology; coronary heart; circle hough 
transform; gray level co-occurrence matrix; support vector 
machine 

I. INTRODUCTION 
Coronary heart disease is the number one cause of death 

worldwide. According to data from the World Health 
Organization (WHO), there are 17 million people in the world 
who die from coronary heart disease. In Indonesia, coronary 
heart disease is the highest cause of death after stroke, with a 
mortality rate of 12.9% in 2014 [1]. Every year there are 1.9 
million people die of coronary heart disease due to consuming 
tobacco [2]. An unhealthy lifestyle and lack of physical 
activity are the leading causes of coronary heart disease [3]. 
The death rate is higher among the older age population [4]. 
Consuming foods high in carbohydrates or fat and obesity are 
factors that cause constriction of blood vessels in the heart. 

Examination to determine coronary heart disease will be 
advised by checking with an Electrocardiogram (EKG), which 
uses electricity to determine heart rhythm. The use of 
echocardiography is also sometimes done to see the part, 
pump function, and valve function of the heart. Taking some 

actions to check the current heart condition costs quite a bit so 
that a person will be reluctant to examine his heart condition. 

Early prevention can be done to reduce the risk of 
coronary heart disease, namely by consuming enough fruits 
and vegetables every day [5], exercising or doing physical 
activities regularly in daily life, and do not consume tobacco 
[1]. 

Nowadays, technology to detect heart conditions from an 
early stage has been carried out by scientists in the medical 
field and computing technology. One of them is knowing the 
heart condition through the eye's iris, which is directly 
connected to the brain [6]. The brain is a human organ that 
receives 15% of blood flow from the heart and accounts for 
20% of oxygen consumption in the body, making it 
susceptible to vascularization in the human brain [7]. 

The iris is one of the unique organs in the human body. Iris 
is usually used as electronic security or biometric 
identification system [8,9]. Nowadays, the research on the iris 
in the medical field is increasingly widespread and is being 
seriously studied by experts. Iris can provide information 
about the condition of human organs, known as the Iridology 
method. 

Iridology is based on the analysis of one of the most 
complex tissue structures contained in the iris. This method 
can determine the condition of organs and systems in the body 
from the marks on the iris. Iridology cannot diagnose a disease 
but instead helps to identify existing or any potential problems 
in a particular organ [10]. According to Iridologists, the 
condition of the overall organ is reflected on the surface of the 
iris [11]. In healthcare practitioners, the iris is used to 
determine the systemic health, innate strengths, or weaknesses 
of an individual's personality [12]. Image processing and data 
mining processing techniques have been used as disease 
diagnosis tools in biomedical applications. There are 
parameters in improving the quality of the iris diagnosis 
technique, especially by using iris images by focusing on the 
PRISMA-ScR guidelines [13]. Based on this statement, the 
research obtained 89.63% classification accuracy of diabetic 
patients with iris diagnosis [14]. Heydari M. and Teimouri M. 
have also conducted a test on type 2 diabetic patients and 
obtained the highest accuracy rate of 97.44% using Artificial 
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Neural Networks in Iran. Young-WoolLim and Young-
BaelPark [11] have also conducted a study to examine the 
relationship between the iris and the characteristics differences 
of each individual. The results show that iris parameters can 
be used more definitely related to characteristics than 
functional changes. Research conducted by M. Gopalan and 
Gopal S. Pollai stated that iridology could be used to 
determine the health of humans organs contained in the 
character of the iris [12], Recognition of the iris identifies 
biometrics and can diagnose the presence of cholesterol in the 
blood [15]. Iris is used in providing information of human's 
physical condition to determine vehicle driver fatigue by 
detecting the behavior of the iris that has been carried out by 
[16], with an accuracy of 80%. Research by [17] has 
diagnosed the heart with the iris using Principal Component 
Analysis (PCA) and has achieved 80% success using the SVM 
classification. The use of the GLCM method was also carried 
out by [18] by using four characteristics of feature extraction 
with an accuracy rate of 85.6%. 

Previous studies have used the iris as an early diagnosis in 
detecting abnormal conditions in human organs. The use of 
different methods leads to different results in identification 
accuracy. The GLCM method using six characteristics of 
feature extraction has not been carried out until now. So this is 
a new scope for in-depth research to be carried out in the 
identification process. Separating the iris from the rest of the 

eye is carried out automatically using CHT by utilizing circle 
edge detection, an important part of the identification system 
designed in this paper. 

In this study, iris samples were collected from healthy 
individuals and patients with coronary heart disease to explore 
new directions and methodologies in diagnosing coronary 
heart disease with computer imaging and machine learning 
techniques.  The determination of the iris section has been 
carried out automatically using the Hough transformation 
method, which is considered more efficient in reading 
multiple iris samples [19]. Gray Level Co-occurrence Matrix 
as a texture extraction method was chosen in this study 
because of its ability to perform feature extraction in grayscale 
images properly [20]. The selection of GLCM as a feature 
extraction method is based on previous research that has not 
tested the condition of the heart through the iris using the six 
characteristics of GLCM. The GLCM method is considered to 
be better at reading images with grayscale values to obtain 
accurate results. Determination of the iris that reflects normal 
and abnormal heart conditions is carried out using the Support 
Vector Machine as a classification method. The SVM method 
can separate data into classes with linear solutions in high 
dimensions [21]. So that the final results of this study can help 
provide information on normal heart conditions and heart 
conditions with abnormal conditions through the iridology 
method. The system design flow can be shown in Fig. 1.
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Fig. 1. Shows the Flow of the Designed System; a) the flow of Training on the Recognition System; b) Test Flow on the Recognition System. 
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II. RESEARCH METHOD 

A. Iridology 
Iridology is known as a diagnostic method using the 

human iris. In the medical world, the iris can interpret the 
condition of the human organs [22]. Iridology divides the iris 
into 60 parts, and each part represents the condition or 
function of its organs. The right iris will reflect the condition 
of the right organs of the body, and vice versa, where the left 
iris will reflect the condition of the left organs [23]. 

Dr. Bernard Jensen has created a chart that describes each 
part of the 60 sectors into an image that is mirrored in a 
circular image like a clock and is divided into sectors 
according to the part of the iris that reflects the organ. The 
chart has been described according to the division in the left 
eye and right eye [10], [24]. 

 
Fig. 2. Left Iris and Right Iris Iridology Chart [10]. 

We can see in Fig. 2, the position of the heart is on the left 
side of the iris. The location of the heart is reflected through 
the left iris, which is shown in the iris zone 02.00 – 03.15. 

B. Pre-Processing 
The image captured through a digital camera has an RGB 

(Red, Green, Blue) format, so it is necessary to do a pre-
processing process. In the preprocessing the iris image will be 
converted from an RGB image to a Greyscale image. 
Grayscale images have a simpler color value with a color 
intensity of 0 – 255 pixel thus shortening the computation 
time. The next step is to cut the unused part outside the iris, 
leaving a part that is close to the iris. Then, The eye image will 

be resized so that the entire image has the same pixel size 
when it enters the extraction process [25]. 

RGB to Greyscale

Cropping

Resizing
 

Fig. 3. Image Pre-Processing Process. 

Fig. 3 shows the pre-processing chart. The resized image 
will be processed into the CHT method to obtain the iris and 
eliminate the pupil area. 

C. Circle Hough Transform 
Images that have gone through the RGB to Grayscale 

conversion process will be separated between the iris and other 
objects that are not used, especially the pupil. The CHT 
method is used to determine the iris part automatically without 
human assistance in determining the coordinates of the iris. 
CHT can detect circles in the iris image and know between the 
outer iris and the outer pupil. 

(𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 = 𝑟2             (1) 

Equation 1 describes the center circle (𝑎, 𝑏) and has a 
radius of 𝑟. With (𝑥,𝑦) is a pixel at the edge of the circle, en it 
can be represented in the form of a circle as [26]: 

�𝑥 = 𝑎 + 𝑟 cos𝜃
𝑦 = 𝑏 + 𝑟 sin𝜃               (2) 

Fig. 4 describes the CHT method that is implemented into 
the iris image. The iris image at point (a) has RGB format, 
which needs to be converted into a greyscale format. The 
histogram in the grayscale image shows high values in several 
white areas of objects that occur from light reflections and 
black colors that have values from the middle pupil of the iris. 

Iris Image

a b

c

Circle Search Process

CHT result image

 
Fig. 4. CHT Process in Detecting Circles on the Iris; a) Iris Image in RGB Format is Converted into Grayscale Format along with Histogram Values; b) Circle 

Detection Process with CHT; c) the Results of the CHT Process. 
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Then the image at point b is an image display in 
determining the point of the circumference of the pupil and 
iris ring. If a part of the noise is not circular in this process, it 
will be removed. The image is then given a thickening process 
on the line to determine the circle in the image. Furthermore, 
the part that has been detected as a circle will be combined 
with the initial RGB image and generate an image like point c. 

The CHT algorithm is used to separate the iris from the 
pupil and sclera. This automatic determination is carried out 
using edge detection in the form of a circle with a diameter 
value to determine the inner circle and outer circle of the iris. 
Edge detection is carried out to find objects with a diameter of 
less than 3 mm for the object removal process. Then the 
system will detect a circle with a diameter of more than 3 mm 
with a shape close to a perfect circle that is selected as the 
inner iris circle. In determining the outline of the outer iris 
circle, the system looks for the diameter of the circle 
measuring 12 mm. Determination of the diameter of the circle 
is adjusted to the process of taking pictures using constant 
light so that the images in each data taken to have the same 
size. 

D. Normalization 
The texture in the image has coordinates that represent the 

dimensions of the iris image, such as pupil dilation [27].The 
iris image segmentation method aims to normalize the image 
in a different form but still has the exact resolution [28]. The 
iris can be modeled by two non-concentric circles and 
different textures within an iris circle. The center of the pupil 
can be used as a reference point for the circle on the iris [8]. A 
radial line runs through the area in the iris, known as radial 
resolution. Since the pupil is elastic to the iris, it is necessary 
to rescaling the reference point. The scaling equation is 
calculated based on theeangle around theiiris circle, withithe 
equation: 

𝑟′ =  �𝑎𝛽2 − 𝑎 − 𝑟𝑙2 + �𝑎𝛽            (3) 

where, 

𝑎 = 𝑜𝑥2 + 𝑜𝑦2              (4) 

𝛽 = cos (𝜋 − 𝑎𝑟𝑐 tan �𝑜𝑦
𝑜𝑥
� − 𝜃)            (5) 

𝑟′ is the distance between the pupil and the iris, while 𝜃 is the 
edge angle based on the radius of the iris. 𝑜𝑥  and 𝑜𝑦 is the 
displacement from the centeriof the pupilito the displacement 
of the center of the iris [29]. 

The Iris image that has a circular shape needs to be 
normalized based on the angle. The circular iris will be 
formed into a 2D arrayiwith horizontalldimensions at angles 
andaverticalidimensions atoradial. The circular iris will be 
formed into a 2D arrayiwith horizontalidimensions at angles 
and vertical dimensions at radialsso that it will produce a 
rectangular or polar image shape as shown in Fig. 5 [30, 31]. 

r r

  
ˑ 

l

a

b  
Fig. 5. Area of Circle to Rectangle Transformation of Daugman Model; 

a) Daugman Model; b) The Implementation Result of Iris Image. 

E. Contrast Limited Adaptive Histogram Equalization 
(CLAHE) 
CLAHE is a method to improve image quality by limiting 

the histogram value [32]. In this study, the CLAHE method is 
used to increase image intensity so that there will be a lot of 
detail that can be improved on the image. The results of using 
CLAHE are shown in Fig. 6. 

 
Fig. 6. Results of using the CLAHE Method on Polar Iris Images. 

F. Region of InterestA 
The process of diagnosing the heart through the iris 

requires certain parts so that it does not require the whole to be 
processed. According to Iridology, the iris that reflects the 
heart is on the left iris, as shown in the sector 02.00 – 03.15 
according to Fig. 1. 

Region of Interest (ROI) is a process where we only need a 
specific part of the image to be processed. These sections will 
be cropped, leaving only the heart's reflection in the iris of the 
left, as shown in Fig. 7. 

Region of Interest

 
Fig. 7. Application of ROI of the Heart on the Iris Image. 
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G. Gray Level Co-occurrence Matrix (GLCM) 
GLCM is a texture analysis technique on images with a 

gray level. GLCM has a relationship between 2 neighboring 
pixels, which is determined by the intensity of gray, a certain 
distance, and angle. The equation for GLCM is shown below 
[33]: 

𝐺(∆𝑥,∆𝑦)(𝑎, 𝑏) = ∑ ∑ 1{𝐼(𝑖, 𝑗) = 𝑎} 𝑎𝑛𝑑 1{𝐼(+∆𝑥, 𝑗 +𝑄
𝑗=1

𝑃
𝑖=1

∆𝑦) = 𝑏}              (6) 

𝐼(𝑖, 𝑗) is the gray value of the column (i) and row (j) pixels, 
(𝑎, 𝑏) is a gray value that occurs at the same time as the 
calculation of 𝐺(∆𝑥,∆𝑦)(𝑎, 𝑏). Then, 1{𝐼(+∆𝑥, 𝑗 + ∆𝑦) = 𝑏} is 
the indicator of ∆𝑥 as a direction from 𝑥 and ∆𝑦 as a direction 
of 𝑦 which is determined by the distance of the 𝑥 and 𝑦. 𝑃 and 
𝑄 shows the rows and columns of the corresponding image. 
There are 4 angles used in GLCM, 0°, 45°, 90° and 135°, 
described in Fig. 8. 

The illustration in Fig. 9 is the use of GLCM for image 
pixels. Point a shows the use of distances that have a value of 
𝑑 = 1  with 4 different directions where 𝑑  is the distance 
between pixels. Point b shows the GLCM Usage calculation 
on an image with 𝜃 = 0° and the distance between pixels is 1. 

0° 

90° 

45° 135°  

 
Fig. 8. Illustration of 4-Way Angle GLCM. 

Pixel 1 2 3 4

1 1 3 1 1

2 4 0 1 0

3 3 1 0 1

4 0 1 0 1

2 1 2 1 3

3 2 3 4 4

1 4 2 1 1

3 1 2 1 2

3 1 3 1 2

[-1 , 0][-1 , -1] [-1 , 1]

[0 , 1]

(a)  

(b)   
Fig. 9. GLCM Angle Illustration; a) is an Illustration of the use of 𝜃 =

0°, 45°, 90°, 135°dan 𝑑 = 1; b) GLCM Usage Calculations for Images with 
𝜃 = 0° and 𝑑 = 1. 

The image that has been calculated for certain distances 
and angles will then be transposed to the values obtained, and 
then the GLCM matrix values are added to the transpose 
results. The results will be normalized using the following 
equation: 

𝐺𝐿𝐶𝑀𝑁𝑜𝑟𝑚 = 𝐺𝐿𝐶𝑀𝑉𝑎𝑙𝑢𝑒
∑ 𝐺𝐿𝐶𝑀𝑉𝑎𝑙𝑢𝑒
𝑁
𝑖

             (7) 

where, 

𝐺𝐿𝐶𝑀𝑉𝑎𝑙𝑢𝑒 = value of each pixel 

The normalization results can be used to determine the 
texture characteristics of the image by obtaining information, 
such as Contrast, Dissimilarity, Homogeneity, Angular 
Second Moment (ASM), Energy and Correlation. The 
function of the contrast characteristic is the calculation of the 
difference in intensity between adjacent pixels in the entire 
image. Dissimilarity is the process of measuring the difference 
in a texture with a significant value if it is random, and vice 
versa will have a small value if it is uniform. Homogeneity 
functions to show the homogeneity of intensity variations in 
the image. ASM is a uniformity measurement process that 
produces a high value if the pixel values are similar to each 
other and vice versa will have a low value if the pixel values 
are different. Energy is used to measure the concentration of 
intensity pairs in the matrix, and Correlation is a linearity 
measurement of several pixel pairs.  The equation to obtain 
each characteristic is shown in Table I [34]: 
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TABLE I.  CHARACTERISTIC EQUATIONS ON GLCM 

Texture Characteristics of 
GLCM Equation 

Contrast � 𝑃𝑎,𝑏(𝑎 − 𝑏)2
𝑙𝑒𝑣𝑒𝑙−1

𝑎,𝑏=0

 

Dissimilarity � 𝑃𝑎,𝑏|𝑎 − 𝑏|
𝑙𝑒𝑣𝑒𝑙−1

𝑎,𝑏=0

 

Homogeneity �
𝑃𝑎,𝑏

1 + (𝑎 − 𝑏)2

𝑙𝑒𝑣𝑒𝑙−1

𝑎,𝑏=0

 

ASM � 𝑃𝑎,𝑏
2

𝑙𝑒𝑣𝑒𝑙−1

𝑎,𝑏=0

 

Energy � � 𝑃𝑎,𝑏
2

𝑙𝑒𝑣𝑒𝑙−1

𝑎,𝑏=0

 

Correlation 

� 𝑃𝑎,𝑏 �
(𝑎 − 𝜇𝑎)(𝑏 − 𝜇𝑏)

�(𝜎𝑎2)(𝜎𝑏2)
�

𝑙𝑒𝑣𝑒𝑙−1

𝑎,𝑏=0

 

 
𝜇𝑎 = �𝑎

𝑎

�𝑃𝑎𝑏
𝑏

 

 
𝜇𝑏 = �𝑏

𝑏

�𝑃𝑎𝑏
𝑎

 

 
𝜎𝑎2 = �(𝑎 − 𝜇𝑎)2

𝑎

�𝑃𝑎𝑏
𝑏

 

 
𝜎𝑏2 = �(𝑏 − 𝜇𝑏)2

𝑏

�𝑃𝑎𝑏
𝑎

 

 

where, 

𝑎 , 𝑏    = Pixel coordinates on the matrix 

𝑙𝑒𝑣𝑒𝑙  = The range of grayscale value between 0-255 (level 
= 256) 

𝑃𝑎,𝑏   = value of coordinat pixel 𝑎 , 𝑏 on matrix GLCM 

H. Support Vector Machine 
SupportrVectorrmachine is onerof thersupervised 

machineilearning thatois commonly used in 
classificationiandiregression analysis. SVM was widely 
introduced by Vapnik in the late 90s [35]. SVM can separate 
data by forming a hyperplane, maximizing margins and 
dividing data into different classes. The kernel function in 
SVM can separate data by looking for a hyperplane as a 
separator between data and finding the best hyperplane to put 
data in each class [36]. 

(a)                                           (b)
 

Fig. 10. Illustration of Class -1 and Class -2 Separated by Hyperplane; a) 
Several Alternative Lines of Discrimination; b) Hyperplane with the Best 

Margin. 

Fig. 10 shows two different classes between class -1 in red 
and class +1 in yellow. Fig. 5(a) shows classes -1 and +1 
separated by several hyperplanes as differentiator classes. The 
difference canibe obtained by measuring theohyperplane 
margin andifinding the maximumipoint. Margin isithe 
distance between hyperplanes with the closestipattern of each 
data class. Theopattern that has the closest value is also called 
the support vector. Fig. 5(b) is two classes of data separated 
by the best hyperplane, where the hyperplane line is located in 
the middle between the support vector pattern owned by class 
-1 and class +1. 

SVMlas aaclassification method hasstwo essential aspects: 
theefirst aspect isofinding a hyperplane that can optimally 
separate twocclasses. The secondaaspect is thettransformation 
of linearly inseparable classifications into separable ones [35]. 

Vectorilearning input and class (𝑥_𝑖,𝑦_𝑖) , where 𝑖 =
1, 2, …  with 𝑥𝑖 ∈   𝑅𝑛  and 𝑦 ∈ {1,−1} . In solving problems 
using linear separation, hyperplane can define boundaries 
between classes -1 and +1 with the calculation representation 
as follows. [37]: 

𝑚𝑖𝑛𝜔,𝑏,𝜉  1
2
𝜔𝑇𝜔 + 𝐶 ∑ 𝜉𝑖𝑙

𝑖=1             (8) 

towards subject, 

𝑦𝑖(𝜔𝑇𝜙(𝑥𝑖) + 𝑏) ≥ 1 − 𝜉𝑖  ;  𝜉𝑖 ≥ 0            (9) 

Solving for classes that cannot be solved linearly, then 
vector 𝑥_𝑖 mapped into a higher dimension using the function 
𝜙 so that they can be separated linearly. Furthermore, SVM 
can define a hyperplane that separates linearly with a 
maximum margin of higher dimensional space. The SVM 
error parameter is known as 𝐶 > 0.  𝐾�𝑥𝑖 , 𝑥𝑗� = 𝜙(𝑥𝑖)𝑇(𝑥𝑗) 
known as the Kernel function, shown in Table II [38]. 

TABLE II.  SVM KERNEL EQUATION 

Kernel Name Equation 

Linear 𝐾�𝑥𝑖 , 𝑥𝑗� = 𝑥𝑖𝑇𝑥𝑖 

Polynomial 𝐾�𝑥𝑖 , 𝑥𝑗� = (𝛾𝑥𝑖𝑇 + 𝑥𝑗 + 𝑟)𝑑 , 𝛾 > 0 

Gaussian 𝐾�𝑥𝑖 , 𝑥𝑗� = exp�−
�𝑥𝑖 − 𝑥𝑗�

2

2𝛾2
�𝛾 > 0 
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III. RESULTS AND ANALYSIS 
In this study, system training was carried out using 75 

normal iris data and 75 abnormal iris data. Normal iris data is 
the iris of people who have no history of heart disease; on the 
contrary for abnormal iris data is the iris of people who have 
heart disease. 

Fig. 11 shows the training data using linear, polynomial, 
and gaussian kernel variations. Iris data in training can be 
separated according to normal (red) and abnormal (blue) 
classes. The results of linear kernel training separate the data 
into each class with an even distribution of data. The 
difference in the polynomial kernel training where the data has 
been separated and more centralized. The results of the 
training using the Gaussian Kernel resulted in a tighter 
grouping than using the two previous kernels. The results of 
the training are able to separate between classes according to 
existing characteristics, which can help in the classification of 
test data and affect the level of recognition accuracy. The 
further apart the hyperplane in the SVM that separates the 
classes, the higher the accuracy. 

Tests were carried out on 50 normal iris data and 50 
abnormal iris data. The data that has gone through the region 
of interest process is the iris data which reflects the heart. 
Then this section will be extracted using the GLCM method. 
The characteristics used in GLCM are Contrast, Dissimilarity, 

Homogeneity, Energy, and Correlation. The use of angle 
variations in the test is carried out to obtain optimal results. 
For example, Fig. 12 results from GLCM feature extraction at 
an angle with a distance of 1. 

Taking five types of texture characteristics on iris data is 
needed to obtain more detailed information in training and 
testing. Normal and abnormal iris data have different 
characteristic values. The data can be classified into the 
appropriate class classification using SVM with three kernels: 
Linear, Polynomial, and Gaussian. 

Simulation testing for variations angle in GLCM 
0°, 45°, 90°and 135°with the SVM kernel variation is shown in 
Fig. 13. By using angle 0°  the highest level of accuracy is 
obtained by using the Gaussian kernel which reaches 94%, 
linear kernel reaches 90% and Polynomial kernel 88%. The 
use of 45°  obtained the highest accuracy rate with 88% 
Gaussian kernel, 86% polynomial kernel and 82% linear 
kernel. Then, for angel 90°  the highest level of accuracy is 
achieved by Gaussian and Linear kernels which reach 92% 
and polynomial kernels which reach 88%. Meanwhile, with 
angle 135° the highest level of accuracy is achieved by 92% 
polynomial kernel, 90% Gaussian kernel and linear kernel 
which reaches 84%. From these data, it can be seen that the 
angle 0° and 90° has an average classification accuracy level 
of 90.67% at a distance of 1. 

 
Fig. 11. Results of Training using Kernel Variations; a) Linearrkernel; b) Polynomialkkernel; c) Gaussiannkernel. 
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Fig. 12. GLCM Characteristic Value using Angle 0° and 𝑑 = 1 on Normal and Abnormal Iris Data. 

 
Fig. 13. The Results of the Test with Variations of the GLCM Angle on the Variation of the SVM Kernel. 

TABLE III.  THE AVERAGE LEVEL OF ANGLE ACCURACY ON THE 
VARIATION OF THE SVM KERNEL 

SVM Classifiers Training Time (s) Accuracy Percentage 

Linier  381.73 87% 

Polynomial 422.28 89% 

Gaussian 583.09 91% 

From Table III, it can be concluded that the average for 
each angle variation using different SVM kernels has better 
performance in the classification process. By testing 100 
normal and abnormal iris data, a high degree of accuracy was 
obtained. The use of linear SVM obtained an accuracy rate of 
87%, then the use of polynomials obtained 89%. While the use 
of the kernel with the highest accuracy reaching 91%, was 
obtained using Gaussian. 

Simulation tests with the Gaussian kernel proved to be 
superior in iris image classification. The Gaussian kernel 
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considers the probability of the density function of the 
standard deviation, squared, and variance. Gaussian can add 
data space into a higher dimensional vector to determine the 
intersection of hyperplanes more accurately. With flexible 
limiting performance, the Gaussian kernel can obtain a higher 
accuracy level than Linear and Polynomial kernels. 

It is proven that normal and abnormal iris conditions can 
be identified using GLCM feature extraction and a 
classification process using the Gaussian method on the iris 
image. Identification is made to assist in providing an early 
diagnosis of heart conditions through the iris using the 
iridology method. 

IV. CONCLUSION 
This study has proposed a new method to determine the 

condition of the heart through the iris using the SVM 
classification with variations of the linear kernel, polynomial 
kernel, and Gaussian kernel. The use of GLCM characteristics 
as feature extraction has an essential role in the classification 
process. The main contribution in this study is not only limited 
to determining heart health conditions through the iris but also 
contributes to the automatic processing of the iris with CHT. 
The proposed system in determining the heart condition 
automatically is to optimize the classification by using angle 
0°  and 90°  on GLCM with SVM classification on the 
Gaussian kernel to obtain a high level of accuracy. In ongoing 
research, the iris database can be added to improve the 
classification to make it more accurate. Different extraction 
methods can be used to get the results of image extraction 
with a smaller size so that it can increase the system's speed in 
iris identification. 
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Abstract—This paper investigates the effect of data reduction 
methods in the performance of Wireless Sensor Network (WSN) 
using a variety of real-time datasets. The simulation tests are 
carried out in MATLAB for several methods of reducing the 
quantity of sent data. These approaches are Data Reduction 
based - Neural Network Fitting (NNF), Neural Network Time 
Series (NNTS), Linear Regression with Multiple Variables 
(LRMV), Data Reduction based – “An Efficient Data Collection 
and Dissemination (EDCD2)” and Data Reduction based – Fast 
Independent Component Analysis (FICA). The selected 
algorithms NNF, NNST, EDCD2, LRMV, and FICA are 
evaluated using real-time datasets. The performance indicators 
included are energy consumption, data accuracy, and data 
reduction percentage. The research results show that the selected 
algorithm helps to reduce the amount of data transferred and 
consumed energy, but each algorithm performs differently 
depending on the dataset used. 

Keywords—Data reduction algorithms; WSN; energy 
consumption; accuracy; neural network; independent component 
analysis 

I. INTRODUCTION 
In this paper, Wireless Sensor Network (WSN) is a network 

that collects data from spatially isolated sensors. Sensor nodes 
are used to monitor and record environmental variables, such 
as sound, pollution level, humidity, temperature, and wind, and 
then send the sensed data to the base station [1][2]. The sensor 
node in the WSNs application is powered by a battery with 
limited-service life [3]. Furthermore, sensor nodes with 
multivariable sensors can have an impact on battery life 
because the node must support additional data transmission, 
causing the battery to drain faster than a sensor node with a 
single sensor [4]. Therefore, many researchers have been 
proposed various approaches to reduce the amount of 
transmitted data at the sensor node level, which will help in 
prolonging the battery lifetime. For example, in WSN, the 
spatial and temporal correlation between the generated traffic 
can be used to reduce the energy consumption of continuous 
sensor data acquisition. Spatial-temporal correlation is used in 
dual prediction (DP) and data compression (DC) techniques to 
reduce the number of transmissions to save energy and 
bandwidth. In [5], the author has used these two technologies 
as part of a two-stage data reduction scheme. The DP 

technology reduces traffic between cluster nodes and cluster 
heads, while the DC scheme reduces traffic between cluster 
heads and sink nodes. 

In [6], the author proposed a data-aware energy-saving 
technology. The essential correlation between continuous 
measurements of sensor nodes and the similarity of data trends 
between adjacent sensor nodes are used to reduce data 
transmissions. The forecast-based data collection framework 
reduces time data redundancy. “Autoregressive Integrated 
Moving Average (ARIMA)” model was used to predict data. 
The proposed model was implemented in the Cluster head 
(CH) node. 

In [7], the author proposed a novel technique for secure 
data prediction in WSN by using a Time Series Trust Model 
(TSTM) based on the Toeplitz matrix and a trust-based 
autoregressive process (TAR). The author proposed an 
adaptive data reduction method (AM-DR) in [8]. AM-DR is 
based on a convex combination of two decoupled Least-Mean-
Square (LMS) window filters of different widths for predicting 
the next readings at both the source and sink nodes. 

In [9], the authors have evaluated the performance of 
several methods based on computational intelligence to 
decrease the amount of the payload of every packets sent from 
the sensor node to the base station. These approaches are data 
reduction based on “artificial neural networks (DR-ANN)”; 
independent component analysis (DR-ICA) and deep learning 
regression methods called DR-GDMLR”. 

In [10], two multivariate data reduction methods for 
adaptive thresholds were proposed a Principal Component 
Analysis Based (PCA-B) –and multiple linear regression Based 
(MLR-B). PCA-B is a multivariate data reduction method. It 
uses “Candid Covariance-free Incremental PCA (CCIPCA)” 
with an adaptive threshold and to reach a high reduction ratio 
the number of Principal Components (PCs) assigned to “1”. 
Another method to decrease the amount of payload sensed data 
is named MLR-B, which it using multiple linear regression 
(MLR) model. The authors used an adaptive threshold to 
retrain the model. According to [10], after updating the 
reference parameters of the model, the size of the transmitted 
data is greater than or equal to the size of the payload data 
without being reduced. This means that the sensor node needs 
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more power during the update phase, than the required power 
during the phase of reduction. The article recommends a new 
indicator for evaluating the performance of data reduction 
models, which it considering the number of repeating of 
updating the parameters reference of the model.  A novel 
simple scheme called “Adaptive Real-Time Payload Data 
Reduction Scheme (APRS)” is proposed in [4]. APRS 
purposes is to decrease the size of the transferred payload of 
the sensor nodes. Further details on approaches of data 
reduction  for sensor nodes are defined in [11].  In this study, 
effect of data reduction approaches on WSN performance is 
investigated using a set of real-time datasets. Simulation tests 
are performed in MATLAB for different approaches to 
decrease the amount of transferred payload data. The selected 
algorithms NNF, NNST, EDCD2, LRMV, and FICA are 
evaluated using real-time data sets. The performance indicators 
included are energy consumption, data accuracy, and data 
reduction percentage. 

The organization of the article is as follows: Section I 
presents the introduction and related work of this study and the 
main contributions. The selected data reduction algorithms are 
described in Section II. Section III explores the real-time 
datasets used in this study. Section IV describes the 
performance metrics used in this study to evaluate the 
algorithms. Section V presents the study simulation and results. 
Lastly, Section VI concludes the outcome of the study. 

II. SELECTED DATA REDUCTION ALGORITHMS 

A. Data Reduction based - Neural Network Fitting (NNF) 
Algorithm 
The NNF model provided by MathWorks [12], helps in 

solving a data fitting problem using a two-layer feed-forward 
network. It helps in selecting the data, partitioning it into 
training, validation, and testing sets, defining the network 
architecture, and training the network. 

In this section, the application of the NNF model to reduce 
the size of data transferred is described in detail. 
Fig. 1 represents the block diagram of WSN data reduction 
based on the NNF algorithm with a general structure. In the 
training phase, first select the sensor S1(t) with the highest 
correlation attribute as the input data of the NNF model and the 
other sensor features S2(t) and S3(t) as the output target of the 
NNF. The main objective in training NNF is to predict the 
values PS2(t) and PS3(t) from a single input sensor S1(t) 
during the reduction phase. As mentioned earlier, NNF is used 
to decrease the size of the transmitted data by the sensor node. 

 
Fig. 1. General Block Diagram of NNF Algorithm. 

The detailed description of the data reduction based NNF 
algorithm is stated by means of the following pseudocode. 

NNF Model 

1 Input:  Inputs, targets 
2 Output: Net // NNF Model with  
3 Begin:  
4 //  Phase I : Create a Fitting Network //  
5 Set Hidden Layer Size ←10 
6 Set net  ← Call FITNET (Hidden Layer Size) 
7 Select InputOutput Pre-Post-Processing-Functions// n=1, m=2 
8 Set net. Inputs{n}. process-Fcns←'removeconstantrows','mapminmax' 
9 Set net.outputs{m}.process-Fcns←'removeconstantrows','mapminmax' 
10 // Phase II : Setup Division of Data for Training, Validation, 

Testing// 
11 Set TrainRatio, ValRatio and TestRatio ← {70,15,15} 
12 Assign the training function // “Levenberg-Marquardt backpropagation 
13 Select a Performance_Function// “ 
14 Set NETPERFORMFCN ← 'mse’; % Mean squared error 
15 Phase III // Network -Train  
16 Set [net,tr] ← 𝐶𝑎𝑙𝑙  TRAIN(net,inputs,targets) 
17 End  

 NNF algorithm  

1 Input:  S1(t), S2(t), S3(t) // Sensor value for S1 // real-time data  
2 Output:  PS2(t), PS3(t)  
3 Begin:  
4 Call NNF Model 
5 For i=1 to M do // M is the number of samples  
6 Send S1(i) → 𝐵𝑆 // Send vaule of the sensor 1 To BS  
7 // At BS //  
8 Estimate  [ 𝑷𝑺𝟐(𝒊),𝑷𝑺𝟑(𝒊)] ← NNF(S1(i)) // Estimated data by 

NNF   
9 // Calculate error // This step for check the performance of the 

algorithm  
10 Err2(i) ←  ABS(  𝑃𝑆2(𝑖) − 𝑆2(𝑖)) 
11 Err3(i) ←  ABS(  𝑃𝑆3(𝑖) − 𝑆3(𝑖)) 
12 End  
13 End  

B.  Data Reduction based - Neural Network Time Series 
(NNTS) Algorithm 
The prediction model NNTS provides by MathWorks [12]. 

NNTS is a type of dynamic filtering, that uses past-values of 
one or more-time series to predict future values. Dynamic 
neural networks containing tapped delay lines are used for 
nonlinear filtering and prediction. 

This section describes in detail the NNTS algorithm used to 
reduce the amount of data transmitted. Fig. 2 represents the 
block diagram of WSN data reduction based on the NNTS 
algorithm with a general structure. In the training phase, first 
select the sensor S1(t) with a high correlation attribute as the 
input data of the NNTS model and the other sensor features 
S2(t) and S3(t) as the output target of NNTS. The main 
objective in training NNTS is to predict the values PS2(t) and 
PS3(t) from a single input sensor S1(t) during the reduction 
phase, where S1(t-1) and S1(t-2) are the last two received 
values of sensor S1(t). As mentioned earlier, NNTS is used to 
decrease the size of the transmitted data by the sensor node. 
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Fig. 2. General Block Diagram of NNTS Algorithm. 

The detailed description of the data reduction based NNTS 
algorithm is given in the following pseudocode. 

// Training NNTS Model// 

1 Input:  Inputs,Targets 
2 Output: Net // NNTS Model   
3 Begin:  
4 // Phase I : InputOutput TimeSeries Problem with a Time Delay 

Neural_ Network//  
5 Convert data_to_ standard NNet cell array form using Tonndata_Fun 
6 Set   X ← Tonndata (Inputs,false,false) 
7 Set T ← Tonndata (Targets, false, false) 
8 Create a Time Delay Network 
9 Set Input_Delays ←1:2 
10 Set Hidden_LayerSize ←10 
11 Assign the trainingfunction //” Levenberg-Marquardt backpropagation” 
12 TrainFcn ← 'trainlm' 
13 Set net  ← Call Timedelaynet(InputDelays,HiddenLayerSize,TrainFcn)  
14 Select Input_Output Pre-Post-ProcessingFunctions//  
15 Set net_inputs .process_Fcns←'removeconstantrows','mapminmax' 
16 Set net_outputs. Process_Fcns←'removeconstantrows','mapminmax' 
17 Prepare TrainingData using Preparet_Fun 
18 Set [x,xi,ai,t] ← Preparets(net,X,T) // x is Shifted inputs,  xi is Initial 

inputdelay states ,ai is Initial_layer_ delay_states, and t Shifted 
targets 

19 // Phase II: Setup Division of Data for Training, Validation, 
Testing// 

20 Set Train_Ratio, Val_Ratio and Test_Ratio ← {𝟕𝟎,𝟏𝟓,𝟏𝟓} 
21 Select a Performanc_ Function//  
22 Set NET_PERFORMFCN ← 'mse’; % Mean squared error 
23 Phase III // Train the Network 
24 Set [net,tr] ← 𝑪𝒂𝒍𝒍  TRAINFUN (net,x,t,xi,ai) 
25 End  

 NNTS algorithm  

1 Input:  S1(t), S2(t), S3(t) // Sensor values // real-time data  
2 Output:  PS2(t), PS3(t)  
3 Begain:  
4 Call NNTS Model 
5 For i=1 to M do // M is the number of samples  
6 Send S1(i) → 𝐵𝑆 // Send vaule of the sensor 1 To BS  
7 // At BS //  
8 Set xi ← ([S1(i-1), S1(i-2)])// The recent two received values of the 

sensor 1 
9 Determine  𝑃𝑆2(𝑖),𝑃𝑆3(𝑖) ← NNTS(S1(i), xi,ai) // Estimated data 

by NNTS 
10 // Calculate error // This step for check the performance of the 

algorithm  
11 Err2(i) ←  ABS(  𝑃𝑆2(𝑖) − 𝑆2(𝑖)) 
12 Err3(i) ←  ABS(  𝑃𝑆3(𝑖) − 𝑆3(𝑖)) 
13 End for  
14 End Algorithm  

C. Data Reduction based – Linear Regression with Multiple 
Variables (LRMV) Algorithm 
In statistics, linear regression is a linear approach to 

modeling the relationship between a scalar response and one or 
more explanatory variables (also referred to as dependent and 
independent variables). The theoretical concept of using linear 
regression with multiple variables was explained in detail by 
Ng, Andrew in [13]. 

In this section, the application of the LRMV algorithm to 
reduce the amount of data transferred is described in detail. 
Fig. 3 represents the block diagram of WSN data reduction 
based on the LRMV algorithm with a general structure, where 
the sensor S1(t) is assigned as the dependent variable of the 
LRMV model, and the other sensor features S2(t) and S3(t) are 
assigned as the predictor/independent variables of LRMV 
during the training phase. The aim of training LRMV is to 
predict the PS1(t) value from multiple sensors S2(t) and S3(t) 
during the reduction phase. The LRMV parameters are theta 
(θ), mean (mu), and standard deviation (SSDV). As mentioned 
earlier, LRMV the size of the transmitted data by the sensor 
node. 

  
Fig. 3. General Block Diagram of LRMV Algorithm. 
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The detailed description of the data reduction based LRMV 
algorithm is stated in the following pseudocode. 

// Training LRMV Model// 

1 Input:  Training data // Sensed data S1, S2, S3// Features 
2 Output: theta - θ, Mean - mu and standard deviation - SSDV // LRMV 
3  Model parameters  
4 Begin 
5 // Phase I: Load Data and Initialize Variables //  
6 Load Sensor dataset // S1, S2, S3 
7 Set   X ←  [S2 S3]  
8 Set   Y←  S1// 
9 // Set Initialize Variables //  
10 Set   M ← Number of training samples//  
11 Set   D ←  Number of features//  
12 Initialize  𝜃 ← ZEROS(D+1,1); // Initialize thetas to zero. 
13 Initialize Number_Itr ← N; // Set the number of repetitions for gradient 

descent. 
14 Initialize   𝛼 ← 0.5; // Set alpha Learning rate  
15 // Phase II: // Calculate Theta from Normal Equation// data 

processing 
16 Set XNormEqn ←  [ones(M,1) X] 
17 Calculate thetaNormEqn ←  Call NormalEquation(XNormEqn,Y) 
18 //Phase III // Feature Normalization// 
19 Normalizing Features for gradient descent 
20 Calculate [X, mu, stddev] ← Call featureNormalize(X) 
21 Calculating 𝛽 via gradient descent 
22  𝜃 ← Call gradientDescent(X, θ, Y, 𝛼, Number_Itr) 
23 End  

LRMV algorithm  

1 Input:  S1(t), S2(t), S3(t) // Sensor values // real-time data  
2 Output:  PS1(t) 
3 Begin:  
4 [θ, mu, stddev ] ←Call LRMV Model 
5 For i=1 to M do // M is the number of samples  
6 Send S2(i), S3(i)  → 𝐵𝑆 // Send vaule of the two sensors 2,3 To BS  
7 // At BS //  
8 Set X ← ([S1(i), S2(i)])// The recent received values of the sensor 2 and 

3 
9 Determine  𝑃𝑆1(𝑖) ← LRMV_Prediction_Fun (X, θ, mu, stddev) // 

Estimated data by LRMV Prediction Fun 
10 // Calculate error // This step for check the performance of the 

algorithm  
11 Err1(i) ←  ABS(  𝑃𝑆1(𝑖) − 𝑆1(𝑖)) 
12 End for  
13 End  

D. Data Reduction based –EDCD2 Algorithm 
EDCD2 is a scheme to bring up-to-date measured data to 

the BS [14]. EDCD2 was used to decrease the number of 
transferred packets from nodes (multiple sensors). It should be 
noted that there are two versions of EDCD, EDCD1, and 
EDCD2 for sensor nodes with one and multiple sensors, 
respectively. 

 
Fig. 4. General Block Diagram of EDCD2 Algorithm. 

In this section, the application of the EDCD2 to reduce the 
size of data transferred is described in detail. Fig. 4 shows the 
block diagram of WSN data reduction based on the EDCD2 
algorithm with a general structure. The basic idea of EDCD2 is 
to avoid transmitting the sensed data if the value of the relative 
difference between the currently sensed data S(t) and the last 
transmitted data S(t-1) is smaller than the threshold value β for 
all sensors of the same node, otherwise, the sensed data S(t) 
will be transmitted to the BS. The detailed description of the 
EDCD2 algorithm based on data reduction is given in the 
following pseudocode. 

//EDCD2// 
1 Inputs:  

 𝑆𝑖(𝑡), 𝑆𝑖(𝑡 − 1) for each sensor 𝑆𝑖and 𝛽.  
2 Output:  𝐷𝑠  
3 Begin:  
4 For  𝑖 = 1:𝑛  Do // i=1, 2,…n ;   
5 Set 𝑆𝑖(𝑡 − 1)← last measuring value transmitted by the sensor 𝑆𝑖 
6 Read: the sensor value (𝑆𝑉𝑖) at 𝑡  time   
7 Set𝑆𝑖(𝑡) ← (𝑆𝑉𝑖) 
8 //Calculate the relative differences (𝑅𝑓)  
9 𝑅𝑓=Abs (𝑆(𝑡) − 𝑆(𝑡 − 1)) / (𝑆(𝑡) + 𝑆(𝑡 − 1)) × 0.5) 
10 If  𝑅𝑓 > 𝛽 Then      
11 Set 𝑆𝑆𝑖 ← 1 
12 Else: Set 𝑆𝑆𝑖 ← 0 
13 End if  
14 End For  
15 // Recalculate the node data size (𝐷𝑠) 
16 Set 𝐷𝑠  ← 0; 
17 For  𝑖 = 1:𝑛  Do 
18 𝐷𝑠 = (𝐷𝑠 + (𝑆𝑉𝑖 × 𝑆𝑆𝑖  ) ) 
19 End For  
20 // The decision to send data 
21 If 𝐷𝑠 = 0 Then   
22 𝑅𝐹transmit (Off) // no update / no send  
23 Else:  𝑅𝐹transmit (On) // update(send) 
24 End If 
25 End Algorithm 

E. Data Reduction based – Fast Independent Component 
Analysis (FICA) Algorithm 
Fast Independent Component Analysis (FICA) is an 

efficient and popular algorithm for independent component 
analysis developed by Aapo Hyvaerinen at Helsinki University 
of Technology. [15][16]. Like most FICA algorithms, FICA 
searches for an orthogonal rotation of the previously whitened 
data through a fixed-point iteration scheme that make the most 
of a measure of the non-Gaussian distribution of the rotated 
components. 

 
Fig. 5. General Block Diagram of FICA Algorithm. 
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This section provides a detailed description of the FICA 
algorithm to reduce the amount of data transferred. Fig. 5 
shows the block diagram of WSN data reduction based on the 
FICA algorithm with a general structure consisting of two 
phases, namely the reduction phase at the sensor node level and 
the approximation phase at the BS level. The main objective of 
training the FICA model is to determine the reference 
parameters R_(1×r), which are then stored on the sensor node 
and the same copy is stored on BS. At the node level, the new 
data S1(t), S2(t), and S3(t) acquired in real-time are reduced by 
applying the FICA algorithm before transmission and then the 
reduced data D(t) is sent to BS. After that, the originally 
acquired data PS1(t), PS2(t), and PS3(t) are estimated by the 
approximation phase at BS by applying FICA with the same 
reference parameters R(1×r) used to reduce the node-level data. 
As mentioned earlier, FICA is used to reduce the packet size of 
the sensor node. The detailed description of the data reduction-
based FICA algorithm is given in the following pseudocode 

// FICA  
1 Inputs: Training data 𝑆�̅�𝑋𝑛[𝑇].//S1, S2, S3 
2 Output:  𝐷(𝑡)U  
3 Begin:  
4 Load the training data 𝑆�̅�𝑋𝑛[𝑇].  
5 Apply FICA (𝑆�̅�𝑋𝑛[𝑇]) and calculate  the eigenvector array 𝑅𝑛×𝑟. 

Then, decreases the eigenvector array to  𝑹𝟏×𝒓  ,and preserved a copy 
at the node and transfers one copy to the BS.  

6 Standardizes the current measured data S�1×n[t] , then decreases it 
before transferring via the following Equation:   
 

𝐷1×𝑟[𝑡] = S�1×n[t] × 𝑅1×𝑟 
 

7 Send the diminished data 𝑫𝟏×𝒓[𝒕] to the BS. 
8 Approximations data at BS by applying  

S�1×n[t] = 𝐷1×𝑟[𝑡] × 𝑅𝑟×𝑛 
9 End Algorithm 

III. REAL-TIME DATASETS 
The considered algorithms are evaluated on different 

benchmark real-time datasets, as described in the following 
subsections. It’s important to note that, usually only part of the 
data from specific nodes of these datasets are used to assess the 
performance of current data reduction methods in WSN 
[17][18][19][20][11][21][22][23]. The reason is that most data 
reduction methods focus on reducing the amount of transferred 
data without considering how this data is forwarded to the CH 
/BS. In other words, they assume that the sensor nodes can 
directly transmit the sensed data to the CH /BS. The selected 
algorithms NNF, NNST, EDCD2, LRMV, and FICA are 
evaluated on real-time datasets as shown below: 

A. Data 1-AirQ 
Data 1- Air Quality (AirQ) is a WSN data set, including air 

pressure, humidity and temperature sensors. These sensor data 
have been collected by 56 sensor nodes in year 2017 at 
Krakow, Poland. For more information, see the main source 
[24]. Fig. 6 shows the structure of Data1- AirQ. In addition, 
some samples of sensors value provided in Tables I to V. 

 
Fig. 6. Structure of Data1- AirQ. 

TABLE I. SOME DATA SAMPLES OF NODE1 – DATA1- AIRQ 

Sample Temperature Humidity Pressure 
1 6 92 101906 
2 6 92 101869 
3 5 94 101837 
4 5 92 101834 
5 4 94 101832 
6 5 94 101833 
7 9 78 101842 
8 11 66 101831 
9 15 50 101798 
10 17 42 101745 

TABLE II. SOME DATA SAMPLES OF NODE2 – DATA1- AIRQ 

Sample Temperature Humidity Pressure 
1 15 90 101514 
2 15 90 101516 
3 15 90 101530 
4 15 92 101555 
5 16 90 101577 
6 16 90 101595 
7 19 91 101601 
8 19 88 101592 
9 20 82 101571 
10 21 81 101541 

TABLE III. SOME DATA SAMPLES OF NODE3 – DATA1- AIRQ 

Sample Temperature Humidity Pressure 

1 14 88 100825 
2 14 92 100797 
3 14 94 100781 
4 14 94 100805 
5 14 92 100761 
6 14 90 100795 
7 15 92 100822 
8 15 90 100839 
9 16 85 100834 
10 18 77 100849 

TABLE IV. SOME DATA SAMPLES OF NODE4 – DATA1- AIRQ 

Sample Temperature Humidity Pressure 
1 8 104 101967 
2 7 109 101969 
3 6 112 101975 
4 6 114 101980 
5 6 112 101963 
6 8 105 101920 
7 8 99 101895 
8 10 87 101864 
9 11 82 101837 
10 12 78 101853 

 

 

  
 

 
 

 
 

  
 

 
 

653 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

TABLE V. SOME DATA SAMPLES OF NODE5 – DATA1- AIRQ 

Sample Temperature Humidity Pressure 
1 5 94 102384 
2 4 100 102396 
3 3 94 102413 
4 3 100 102415 
5 2 97 102453 
6 2 94 102510 
7 4 94 102564 
8 6 88 102593 
9 9 82 102606 
10 11 76 102603 

B. Data 2-ARHO 
Data2- American River Hydrologic Observatory (ARHO) 

is a WSNs data set, including soil temperature, relative 
humidity, snow depth sensors, etc. These sensor data have been 
collected by 130 spatially distributed sensor nodes in the river 
basin of the United States. Period: the water year 2014 to the 
water year 2017. For more information, see the main source 
[25]. Fig. 7 shows the structure of Data 2- ARHO, also some 
examples of sensor values for all used nodes in Tables VI to X. 

 
Fig. 7. Structure of Data-2 ARHO. 

TABLE VI. SOME DATA SAMPLES OF NODE1 – DATA2- ARHO 

Sample Temperature  
(℃) 

Relative 
Humidity (%) 

Soil Temp-30cmc 
 

1 13.2 38.462 11.5 
2 12.52 39.867 11.6 
3 12.01 40.756 11.6 
4 11.45 42.309 11.7 
5 11.04 43.095 11.8 
6 10.16 45.276 11.9 
7 9.52 46.607 11.9 
8 8.98 47.843 12 
9 8.31 47.911 12 
10 7.87 50.451 12 

TABLE VII. SOME DATA SAMPLES OF NODE2 – DATA2- ARHO 

Sample Temperature  
(℃) 

Relative 
Humidity (%) 

Soil Temp-30cmc 
 

1 13.91 37.442 15.3 
2 13.65 38.112 15.6 
3 13.18 39.249 15.9 
4 12.54 41.042 16.1 
5 12.2 42.072 16.4 
6 11.16 44.384 16.6 
7 10.39 46.591 16.8 
8 9.38 49.097 16.9 
9 8.81 48.684 17.1 
10 8.4 50.978 17.2 

TABLE VIII. SOME DATA SAMPLES OF NODE3 – DATA2- ARHO 

Sample Temperature  
(℃) 

Relative 
Humidity (%) Soil Temp-30cmc 

1 13.44 40.587 13.9 
2 12.76 42.232 14.1 
3 12.07 44.779 14.1 
4 11.66 46.026 14.2 
5 11.24 47.229 14.4 
6 10.72 48.717 14.5 
7 10.16 49.661 14.5 
8 9.9 50.147 14.6 
9 9.43 50.694 14.7 
10 8.86 51.858 14.7 

TABLE IX. SOME DATA SAMPLES OF NODE4– DATA2- ARHO 

Sample Temperature  
(℃) 

Relative 
Humidity (%) Soil Temp-30cmc 

1 13.46 38.555 11.1 
2 13.12 39.243 11.1 
3 12.56 40.556 11.1 
4 12.07 41.831 11.2 
5 11.66 43.487 11.2 
6 11.34 44.469 11.2 
7 10.92 45.431 11.3 
8 10.37 46.87 11.3 
9 9.84 48.325 11.3 
10 9.46 47.626 11.3 

TABLE X. SOME DATA SAMPLES OF NODE5 – DATA2- ARHO 

Sample Temperature  
(℃) 

Relative 
Humidity (%) 

Soil Temp-30cmc 
 

1 13.12 39.374 11.4 
2 12.58 40.493 11.4 
3 12.33 41.796 11.5 
4 11.98 42.819 11.5 
5 11.04 44.845 11.6 
6 10.66 45.966 11.6 
7 10.3 46.642 11.6 
8 9.64 46.653 11.7 
9 9.25 48.156 11.7 
10 8.95 49.285 11.7 

C. Data 3- GSB 
Data3- “Grand St. Bernard (GSB)” is WSN data set, which 

it was gathered by deployed 23 sensors to observer the 
measurement characteristics of the environmental in the 
"Grand Saint Bernard Pass" between Switzerland and Italy. 
The sensors are relative humidity, surface temperature, and 
ambient temperature [26]. Fig. 8 shows the structure of Data 3- 
GSB. Some examples of the sensor values of all the nodes used 
can be found in Tables XI to XV. 

 
Fig. 8. Structure of Data-3 GSB. 
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TABLE XI. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE1_ 
DATA 3- GSB 

Sample A. Temperature  
(℃) 

Relative 
Humidity (%) 

S. Temperature  
(℃) 

1 12.915 51.7785 12.881 
2 12.53 52.3073 12.183 
3 12.56 50.2515 12.5995 
4 13.1533 51.1487 13.8287 
5 12.65 51.121 13.131 
6 12.81 51.4583 13.7457 
7 12.52 51.2055 12.412 
8 12.6267 50.2657 12.475 
9 12.52 50.19 12.412 
10 12.59 51.2353 12.058 

TABLE XII. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE2– 
DATA 3- GSB 

Sample A. Temperature  
(℃) 

Relative 
Humidity (%) 

S. Temperature  
(℃) 

1 6.48 84.963 4.225 
2 6.36 85.505 4.537 
3 6.3 86.08 5.35 
4 6.23 86.558 5.975 
5 6.18 86.904 6.475 
6 6.18 87.128 6.6 
7 6.16 87.257 6.725 
8 6.16 87.39 6.787 
9 6.15 87.499 6.85 
10 6.22 87.649 6.787 

TABLE XIII. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE3– 
DATA 3- GSB 

Sample A. Temperature  
(℃) 

Relative 
Humidity (%) 

S. Temperature  
(℃) 

1 10.92 87.232 11.412 
2 10.94 87.877 11.35 
3 10.9 87.433 11.412 
4 10.9 87.296 11.35 
5 10.88 86.946 11.287 
6 10.91 87.436 11.225 
7 10.93 88.057 11.225 
8 10.91 88.211 11.287 
9 10.85 87.192 11.162 
10 10.88 87.406 11.35 

TABLE XIV. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE4– 
DATA 3- GSB 

Sample A. Temperature  
(℃) 

Relative 
Humidity (%) 

S. Temperature  
(℃) 

1 0.474802 7.08262 0.274989 
2 0.482715 7.076051 0.33434 
3 0.473219 7.095914 0.413473 
4 0.471637 7.146639 0.47773 
5 0.477176 7.171882 0.507405 
6 0.474011 7.172753 0.53708 
7 0.476385 7.168242 0.561849 
8 0.481133 7.193169 0.561849 
9 0.474011 7.231628 0.561849 
10 0.471637 7.247771 0.561849 

TABLE XV. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE5– 
DATA3- GSB 

Sample A. Temperature  
(℃) 

Relative 
Humidity (%) 

S. Temperature  
(℃) 

1 4.66891 37.29656 4.879268 
2 4.677461 37.57233 4.852759 
3 4.660359 37.38249 4.879268 
4 4.660359 37.32392 4.852759 
5 4.651808 37.17427 4.825823 
6 4.664635 37.38378 4.799315 
7 4.673186 37.64929 4.799315 
8 4.664635 37.71513 4.825823 
9 4.638981 37.27945 4.772379 
10 4.651808 37.37095 4.852759 

D. Data 4- Intel 
Data4- “Intel Berkeley Research Lab (IBRL)” is a WSN 

data-set, which it was gathered by deployed 54 Mica2Dot 
sensor nodes at “Intel’s research Lab”, University of Berkeley. 
The wireless network consisted of. The WSN includes various 
sensors: voltage, temperature, light, and humidity [27]. Fig. 9 
shows the structure of Data 4- Intel, also some examples of 
sensor values for all the nodes used in Tables VI to XX. 

 
Fig. 9. Structure of Data4-Intel. 

TABLE XVI. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE1 – 
DATA4-INTEL 

Sample Temperature  
(℃) 

Relative 
Humidity (%) 

Light 
 (Lux) Voltage (V) 

1 19.9884 37.0933 45.08 2.034 
2 19.9884 37.0933 45.08 2.6996 
3 19.3024 38.4629 45.08 2.6874 
4 19.1652 38.8039 45.08 2.6874 
5 19.175 38.8379 45.08 2.6996 
6 19.1456 38.9401 45.08 2.6874 
7 19.1652 38.872 45.08 2.6874 
8 19.1652 38.8039 45.08 2.6874 
9 19.1456 38.8379 45.08 2.6996 

10 19.1456 38.872 45.08 2.6874 
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TABLE XVII. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE2 – 
DATA4-INTEL 

Sample Temperature  
(℃) 

Relative 
Humidity (%) 

Light 
 (Lux) Voltage (V) 

1 89.5488 29.2581 11.96 1.9537 
2 19.567 39.6878 121.44 2.6753 
3 19.5376 39.7557 121.44 2.6753 
4 19.4788 39.6878 121.44 2.6633 
5 19.4494 39.7217 121.44 2.6753 
6 19.4984 39.586 121.44 2.6753 
7 19.4788 39.5521 121.44 2.6633 
8 19.4592 39.5181 121.44 2.6753 
9 19.4494 39.5521 121.44 2.6753 
10 19.4788 39.4162 121.44 2.6874 

TABLE XVIII. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE3 – 
DATA4-INTEL 

Sample Temperature  
(℃) 

Relative 
Humidity (%) 

Light 
 (Lux) Voltage (V) 

1 22.2816 43.8515 41.4 2.5935 
2 22.2718 43.9844 41.4 2.5935 
3 22.2718 43.8848 41.4 2.5935 
4 22.5168 48.1243 382.72 2.32 
5 22.2816 43.918 41.4 2.5935 
6 22.2718 43.7186 41.4 2.5935 
7 22.262 43.519 41.4 2.6049 
8 22.2718 43.519 41.4 2.5935 
9 22.2718 43.7186 41.4 2.5935 
10 22.6148 47.7013 264.96 2.32 

TABLE XIX. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE4 – 
DATA4-INTEL 

Sample Temperature  
(℃) 

Relative 
Humidity (%) 

Light 
 (Lux) Voltage (V) 

1 19.1848 38.9742 108.56 2.6874 
2 19.0084 39.4502 108.56 2.6874 
3 18.9398 39.6539 108.56 2.6996 
4 18.8712 40.0607 108.56 2.6874 
5 18.8516 40.0945 108.56 2.6996 
6 18.8418 40.2976 108.56 2.6996 
7 18.8418 40.2976 108.56 2.6996 
8 18.832 40.2976 108.56 2.6996 
9 18.8222 40.2638 108.56 2.6996 
10 18.8124 40.2976 108.56 2.6874 

TABLE XX. SOME TEMPERATURE SENSOR DATA SAMPLES OF NODE5 – 
DATA4-INTEL 

Sample Temperature  
(℃) 

Relative 
Humidity (%) 

Light 
 (Lux) Voltage (V) 

1 19.3612 39.8235 75.44 2.67532 
2 19.273 39.9252 75.44 2.67532 
3 18.9888 40.9392 75.44 2.67532 
4 18.9398 40.8718 75.44 2.67532 
5 18.9006 40.973 75.44 2.68742 
6 18.9496 40.9055 75.44 2.67532 
7 18.9594 41.3098 75.44 2.67532 
8 18.9496 41.3771 75.44 2.67532 
9 18.9496 41.0404 75.44 2.67532 
10 18.93 40.9055 75.44 2.67532 

IV. PERFORMANCE METRICS 

A. Accuracy 
Accuracy is the overall average of absolute error for all 

selected nodes from the same dataset as defined below: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ∑ 𝐴𝐸𝑃𝑁(𝑘)𝐿
𝑘=1

𝐿
             (1) 

AEPN(k) =∑ |𝐴𝐸𝑃𝑆(𝑖)|𝑁
𝑖=1

𝑁
,              (2) 

𝐴𝐸𝑃𝑆(𝑖) =
∑ |𝑆𝑉(𝑗)−𝑅𝑉(𝑗)|𝑀
𝑗=1

𝑀
             (3) 

Where K= {1, 2,..L}, L is the number of nodes., AEPN is 
the average of absolute error for all samples transmitted by the 
node (k) , SV is the sensor value at the sensor node, RV is the 
received value at BS, and AEPS(i) is the mean Absolute error 
for sensor (i), i = {1, 2...N}, N is the number of sensors, M is 
the number of samples transmitted by the node (k). 

B. Data Reduction Ratio % 

𝐷𝑅% = �1 −  𝑆𝑑𝑟𝑒𝑑𝑐 
 𝑆𝑑𝐿𝑒𝑛𝑔ℎ𝑡

�   × 100              (4) 

where DR is the ratio of the reduced data, 𝑆𝑑𝑟𝑒𝑑𝑐 is the size 
of transferred data after reduction and  𝑆𝑑𝐿𝑒𝑛𝑔ℎ𝑡 is the size of 
the unreduced transmission samples. 

C. Total Energy Consumption 
𝑇𝐸𝐷𝑖𝑟𝑒𝑐𝑡𝑙𝑦 = 𝐷𝑆 × 𝑁𝑜𝑓 𝑆 × 𝐶𝐸𝑃𝐵𝑦𝑡𝑒           (5) 

𝑇𝐸𝐷𝑅 = 𝑅𝐷𝑆 × 𝑁𝑜𝑓 𝑆 × 𝐶𝐸𝑃 𝐵𝑦𝑡𝑒            (6) 

Where: TE Directly is the Total Energy consumed in case of 
the Direct transmission, Ds is the mean Data size, Nof S is the 
mean Number of Samples, CE P Byte is the mean Cost Energy 
Per Byte, 𝑅𝐷𝑆 is the mean Data Reduction. 

V. SIMULATION AND RESULTS 
Fig. 10 shows the accuracy of the applied algorithms 

EDCD2, FICA, NNF, NNTS, and LRMV for all selected nodes 
N1, N2, N5 from the DATA1-AIRQ dataset. From the results, 
the EDCD2 algorithm has the best accuracy compared to the 
other algorithms FICA, NNF, NNTS, and LRMV. The reason 
for this is the average total absolute error which has the lowest 
value of 5.48 when EDCD2 is used for all nodes. Moreover, 
the algorithms FICA and LRMV have the worst performance 
in terms of accuracy, and the average absolute errors are 62.30 
and 20.13, respectively. Table A1, Table A2, Table A3, Table 
A5 (see Appendix) showed the average of absolute error for all 
samples transmitted by the nodes (N1-N5) of the applied 
algorithms EDCD2, FICA, NNF, NNTS, and LRMV, 
respectively. 
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Fig. 10. Accuracy of Applying Various Algorithms for all Selected Nodes 

from DATA1-AIRQ. 

Fig. 11 shows the accuracy of the applied algorithms 
EDCD2, FICA, NNF, NNTS, and LRMV for all selected nodes 
N1, N2, N5 from the DATA2-ARHO dataset. From the results, 
the EDCD2 algorithm has the best accuracy compared to the 
other algorithms FICA, NNF, NNTS, and LRMV. The reason 
for this is the average total absolute error which has the lowest 
value of 0.199 when EDCD2 is used for all nodes. Moreover, 
NNTS and NNF algorithms have the worst performance in 
terms of accuracy, and the average absolute errors are 5.38 and 
5.62, respectively. In summary, EDCD2 is a threshold-based 
data reduction algorithm. EDCD2 transmits measurement data 
only when the relative difference between the current 
measurement data and the last transmitted data is larger than 
the threshold value. 

Fig. 12 shows the accuracy of the applied EDCD2, FICA, 
NNF, NNTS, and LRMV algorithms for all selected nodes N1, 
N2, N5 from the DATA3-GSB dataset. From the results, the 
EDCD2 algorithm has been shown to have the best accuracy 
compared with the other algorithms, FICA, NNF, NNTS, and 
LRMV. The reason is related to the overall average absolute 
error, which is the lowest value of 0.30 for applied EDCD2 for 
all nodes. Furthermore, the FICA and NNF algorithms have the 
worst performance in terms of accuracy, and the average 
absolute errors are 3.84 and 1.34, respectively. 

 
Fig. 11. Accuracy of Applying Various Algorithms for all Selected Nodes 

from DATA2-ARHO. 

 
Fig. 12. Accuracy of Applying Various Algorithms for all Selected Nodes 

from DATA3-GSB. 

Fig. 13 shows the accuracy of the applied algorithms EDCD2, 
FICA, NNF, NNTS, and LRMV for all selected nodes N1, N2, 
N5 from the DATA4- INTEL dataset. From the results, the 
NNF algorithm has the best accuracy compared to the other 
algorithms EDCD2, FICA, NNTS and LRMV. The reason for 
this is the average total absolute error which has the lowest 
value of 1.01 when NNF is used for all nodes. Moreover, the 
algorithms FICA and LRMV have the worst performance in 
terms of accuracy, and the average absolute errors are 28.68 
and 1.54, respectively. 

 
Fig. 13. Accuracy of Applying Various Algorithms for all Selected Nodes 

from DATA4-INTEL. 

Fig. 14 shows the average of data reduction ratio 
percentage for applying various algorithms for different 
datasets. The studied algorithms are EDCD2, FICA, NNF, 
NNTS, and LRMV. The selected datasets are Data1-AirQ, 
Data2-ARHO, Data3-GSB, and Data4_Intel. From these 
results, the average data reduction percentage for applied 
EDCD2, FICA, NNF, NNTS, and LRMV algorithms through a 
real-time dataset named Data1-AirQ is 33%, 33%, 67%, 67%, 
and 33%, respectively. It is noted that the NNF and NNTS 
algorithms have the highest data reduction. By referring to Fig. 
10 both algorithms, NNF and NNTS, have acceptable accuracy 
and the lowest error has been shown by applying EDCD2. In 
the same way, the average data reduction percentage for 
applied NNF, NNTS, EDCD2, LRMV, and FICA algorithms 
through a real-time dataset named Data2-ARHO is 67%, 67%, 
56%, 33%, and 67%, respectively. Although NNF and NNTS 
algorithms achieved the highest data reduction ratio, both NNF 
and NNTS have the highest error and worst performance in 
terms of accuracy as shown in Fig. 11 The average data 
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reduction percentage for applied NNF, NNTS, EDCD2, 
LRMV, and FICA algorithms through a real-time dataset 
named Data3-GSB is 67%, 67%, 67%, 33%, and 33%, 
respectively. It is noted that the NNF, NNTS and EDCD2 
algorithms have the highest data reduction, by referring to 
Fig. 12 the lowest error has been shown by applying EDCD2. 
FICA showed the worst performance in terms of accuracy, 
with the highest errors. The average data reduction percentage 

for applied NNF, NNTS, EDCD2, LRMV, and FICA 
algorithms through a real-time dataset named Data4_Intel is 
50%, 50%, 83%, 25%, and 75%, respectively. It is worth 
noting that the EDCD2 algorithm achieves the highest data 
reduction. By referring to Fig. 14, Tables XXI, XXII both 
NNF, NNTS, EDCD2, and LRMV algorithms have acceptable 
accuracy, and the highest error has been shown by applying 
FICA. 

 
Fig. 14. Average of Data Reduction Ratio % for Applying Various Algorithms for Different Datasets. 

TABLE XXI. TOTAL ENERGY CONSUMPTION BY APPLYING THE SELECTED ALGORITHMS VS WITHOUT ALGORITHMS 

  NNF NNTS EDCD2 LRMV FICA Without algorithm 

Data1-AirQ 165900 165900 335644.2 333459 331800 497700 

Data2-ARHO 165900 165900 219718 333459 164241 497700 

Data3-GSB 711000 711000 706592.2 1429110 1422000 2133000 

Data4_Intel 1422000 1422000 491443.2 2133000 711000 2844000 

TABLE XXII. THE PERCENTAGE OF SAVED ENERGY BY APPLYING THE 
SELECTED ALGORITHMS 

  NNF NNTS EDCD2 LRMV FICA 

Data1-AirQ 67% 67% 33% 33% 33% 

Data2-ARHO 67% 67% 56% 33% 67% 

Data3-GSB 67% 67% 67% 33% 33% 

Data4_Intel 50% 50% 83% 25% 75% 

VI. CONCLUSION 
The impact of data reduction methods on WSN 

performance is investigated in this paper, using a set of real-
time datasets. Simulation tests are performed in MATLAB for 
different methods to reduce the amount of data sent. The 
selected algorithms NNF, NNST, EDCD2, LRMV, and FICA 
are evaluated using real-time data sets. The performance 
metrics measured are energy consumption, data accuracy, and 
percentage of data reduction. The results of the study show that 
the selected algorithm helps to reduce the amount of 
transmitted data and energy consumption, and each algorithm 
performs differently depending on the dataset used. 
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APPENDIX 

TABLE A1. AVERAGE OF ABSOLUTE ERROR RESULTS OF APPLYING EDCD2 ALGORITHM FOR ALL NODES WITH DIFFERENT DATASETS 
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TABLE A2. AVERAGE OF ABSOLUTE ERROR RESULTS OF APPLYING FICA ALGORITHM FOR ALL NODES WITH DIFFERENT DATASETS 
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Abstract—The application and successful utilization of 
technological resources in developing solutions to health, safety, 
and economic issues caused by COVID-19 indicate the 
importance of technology in curbing COVID-19. Also, the 
medical field has had to race against tie to develop and distribute 
the COVID-19 vaccine. This endeavour became successful with 
the vaccines created and approved in less than a year, a feat in 
medical history. Currently, much work is being done on data 
collection, where all significant factors impacting the disease are 
recorded. These factors include confirmed cases, death rates, 
vaccine rates, hospitalization data, and geographic regions 
affected by the pandemic. Continued research and use of 
technological resources are highly recommendable—the paper 
surveys list of packages, applications and datasets used to analyse 
COVID-19. 

Keywords—Vaccination; hospitalization; confirmed cases; 
datasets; data science; COVID-19 

I. INTRODUCTION 
COVID-19 pandemic has affected the world; data is being 

collected by agencies, organizations, institutions, and other 
bodies that are keen on providing insights [391]. Data 
collection includes conducting case surveillance to gather data 
on demographics, clinical factors, epidemiologic 
characteristics, illness course, care, and history on exposure 
and contact. This data is needed to assess where, when, and 

who are most affected by the pandemic. The data available on 
COVID-19 is used by researchers in the medical field in 
evaluating different aspects of the virus. Statistical analysis 
tools estimate factors concerning the virus infectiousness 
obtained in growth rate and doubling time. Epidemiological 
models are used to group individuals based on their 
demographic data and apply mathematical formulas to find 
virus characteristics. Using machine learning, the time series 
prediction model is proposed to obtain the curve and forecast 
the epidemic's tendencies. 

As a part of tackling the pandemic, different institutions, 
governments, organizations, and individuals have developed 
and adopted technological resources to manage the pandemic 
and support adherence to containment measures. Most of the 
technologies developed have utilized R programming, Python, 
Java, Kotlin, JavaScript, among other resources. Mobile 
applications were developed to help in contact tracing, 
notifications, and alerts to users if they interacted with a 
person infected. Dashboards have been used in visualizing 
COVID-19 cases across the world. This paper presents a 
survey of the technological resources and datasets been used 
by industry and academia to combat COVID-19. 

Table I provide the name of the application; the details of 
the developer, institution, or academia; the summary of the 
application, its web link, and codebase link. 

TABLE I. TECHNOLOGICAL RESOURCES SUMMARY TABLE 

Application  
Developer/industry/ 
Academia/Universit
y details 

Application summary Application 
weblink 

Application code base 
link  References 

Coronavirus 
tracker  

Developed by John 
Coene. 

Coronavirus tracker is an R Shiny app that tracks 
the spread of the coronavirus, based on three data 
sources, including John Hopkins, Weixin, and 
DXY Data. The app summarizes the coronavirus 
statistics such as deaths, confirmed, recovered, 
and suspected cases on a dashboard. 

https://www.coron
atracker.com/ [1] 

https://github.com/JohnCo
ene/coronavirus.git [2] [1] [2] [3] 

COVID-19 
Global 
Cases  

Developed by 
Christoph 
Schoenenberger. 

COVID-19 Global cases are a shiny app that 
displays the recent Covid-19 developments via 
key figures, plots, a map, and summary tables. 

https://chschoenen
berger.shinyapps.i
o/covid19_dashbo
ard/ [4] 

https://github.com/chschoe
nenberger/covid19_dashbo
ard [5] 

[3] [4] 
[5] 

The 2019-20 
Coronavirus 
Pandemic 
A timeline 

Developed by Nico 
Hahn 

Visualization of Covid-19 cases is a shiny 
application that uses leaflet, plotly, and data from 
Johns Hopkins University to visualize the novel 
coronavirus outbreak and show data for the entire 
world or particular countries. 

https://nicohahn.s
hinyapps.io/covid
19/ [6] 

https://github.com/nicoFha
hn/covid_shiny [7] [3] [6] [7] 
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Modeling 
COVID-19 
Spread vs 
Healthcare 
Capacity 
 

Developed by Dr. 
Alison Hill from 
Johns Hopkins 
University 

This application utilizes the epidemiological 
model based on the classic SEIR model to define 
the Covid-19 spread and clinical progression. 
The application provides different infection 
trajectories, clinical interventions to curb 
transmission, and a comparison to the current 
healthcare capacity.  

https://alhill.shiny
apps.io/COVID19
seir/ [8] 

https://github.com/alsnhll/
SEIR_COVID19 [9] [3] [8] [9] 

COVID-19 
Data 
Visualizatio
n Platform  

Developed by 
Shubhram Pandey. 

This is a shiny app that provides an elaborate 
visualization of the impact of Covid-19 across 
the globe. The application also applies natural 
language processing from Twitter to provide 
sentiment analysis.  

https://shubhramp
andey.shinyapps.i
o/coronaVirusViz/ 
[10] 

https://github.com/shubhra
mpandey/coronaVirus-
dataViz [11] 

[3] [10] [11] 

Coronavirus 
10-day 
forecast  

This application was 
developed by Spatial 
Ecology and 
Evolution Lab 
(SpEEL) from the 
University of 
Melbourne. 

It is a shiny app that provides a ten-day forecast 
of likely coronavirus cases by country, giving 
individuals a sense of how the Covid-19 is 
spreading or progressing. 

https://covid19for
ecast.science.unim
elb.edu.au/ [12]  

https://github.com/benflips
/nCovForecast [13] [3] [12][13] 

Coronavirus 
(COVID-19) 
across the 
world  

This application was 
developed by Anisa 
Dhana.  

It is a shiny app that uses a map visualization of 
cases confirmed to monitor the spread of Covid-
19 across the world and graphs to visualize the 
growth of the disease.  

https://dash.datasc
ienceplus.com/cov
id19/ [14] 

https://github.com/CSSEGI
SandData/COVID-19 [15] [16] [14]  [15] 

COVID-19 
outbreak  

Dr. Thibaut Fabacher 
developed this 
application in 
collaboration with 
the department of 
Public Health of the 
Strasbourg 
University Hospital 
and the Laboratory of 
Biostatistics and 
Medical Informatics 
of the Strasbourg 
Medicine Faculty.  

The application displays an interactive map that 
indicates the worldwide monitoring of Covid-19 
infection. The main area of focus of the app is on 
the evolution of the number of Covid-19 cases 
per country for a given period. 

https://thibautfaba
cher.shinyapps.io/
covid-19/ [17] 

https://github.com/DrFabac
h/Corona [18] [3] [17] [18] 

Corona 
trajectories  

This application was 
developed by André 
Calero Valdez, from 
RWTH Aachen 
University. 

The application uses two graphs to compare the 
number of confirmed cases and the deaths from 
Covid-19 with the country's trajectories. The 
application also allows users to compare the case 
number and growth rate of the Covid-19 
pandemic per country using a table. 

https://andrecalero
valdez.shinyapps.i
o/CovidTimeSerie
sTest/ [19] 

https://github.com/Sumidu/
covid19shiny [20] [3]  [19]  [20] 

Flatten the 
curve  

Tinu Schneider 
developed  

this application. 
In an interactive way, the app illustrates the 
different scenarios behind the #FlattenTheCurve 
message. 

https://tinu.shinya
pps.io/Flatten_the
_Curve/ [21] 

https://github.com/tinu-
schneider/Flatten_the_Cur
ve [22] 

[3]  [21]  [22] 

Explore the 
Spread of 
Covid-19 

Joachim Gassen 
developed this 
application, 

The application allows users to visualize 
confirmed, recovered cases and reported deaths 
for several countries via one summary graph. 

https://jgassen.shi
nyapps.io/tidycovi
d19/ [23] 

https://statsandr.com/blog/t
op-r-resources-on-covid-
19-
coronavirus/#tidycovid19 
[24] 

[3] [23]  [24] 

COVID-19  
Sebastian Engel-
Wolf developed the 
application 

The application visualizes elegantly collected 
Covid-19 data, including the confirmed cases, 
Maximum time of exponential growth in a row, 
deaths, populations, and Confirmed cases on 
100,000 inhabitants, exponential growth, and the 
population.  

https://sebastianw
olf.shinyapps.io/C
orona-Shiny/ [25] 

https://github.com/zapping
seb/coronashiny [26] [3]  [25]  [26] 

Simulation 
tool. 
COVID-19 
epidemic in 
Togo - West 
Africa 

Dr. Kankoé Sallah 
developed this 
application. 

Uses SEIR metapopulation model with mobility 
between catchment areas to describe the country-
level spread of COVID-19 and the impact of 
interventions in Togo, West Africa.  

https://c2m-
africa.shinyapps.i
o/togo-covid-
shiny/ [27] 

 [3]  [27] 

Animating Nathan Chaney This application indicates a map animation of  https://www.nathanchaney. [30] [29] 
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COVID-19 
hotspots 
over time 

developed this 
application 

new Covid-19 cases in the U.S.A measured in a 
7-day rolling average. 

com/ [29] 

Covid-19-
prediction 
 

This application was 
developed by Manuel 
Oviedo and Manuel 
Febrero of Modestya 
research group of the 
University of 
Santiago de 
Compostela. 

The application is a shiny app that provides a 5-
day horizon prediction growth rate of Covid-19 
using the evolution during the past 15-day 
growth rate. The prediction is performed using 
three functional regression models fitted and 
estimated on available data. Apart from the 
prediction values, the app provides an interactive 
table and plot for the expected number of 
accumulated cases and new daily confirmed and 
death cases. 

http://modestya.us
c.es:3838/covid19
prediction/ [33] 

https://github.com/arnimpd
m/Covid-19-prediction 
[34] 

[3] [33] [34] 

Healthcare 
worker 
deaths from 
novel 
Coronavirus 
(COVID-19) 
in the US 

Jonathan Gross 
developed this 
application 

The application is a shiny app that visualizes the 
U.S. health workers' deaths from Covid-19 
reported on media outlets or news. The 
application is developed using R code with a map 
on the main page using Leaflet with tabs for 
additional graphs, including time series, 
histograms, and bar charts. 

https://jontheepi.s
hinyapps.io/hcwc
oronavirus/ [35] 

https://github.com/jontheep
i/hcwcoronavirus [36] [3]  [35]  [36] 

Covid-19 
Hospitalizati
ons in 
Belgium 

Jean-Michel Bodart 
developed this 
application 

The dashboard indicates the hospitalizations 
related to Covid-19 in Belgium by province and 
region. 

https://rpubs.com/
JMBodart/Covid1
9-hosp-be [37] 

https://github.com/jmbo11
90/Covid19 [38] [3]  [37] [38] 

Covidminde
r  

This shiny app was 
developed by the 
Rensselaer Institute 
for Data Exploration 
and Applications 

The application indicates the regional differences 
in determinants, medications, and outcome of the 
Covid-19 pandemic across the United but with a 
specific focus on New York. 

https://covidminde
r.idea.rpi.edu/ [39] 

https://github.com/TheRen
sselaerIDEA/COVIDMIN
DER [40] 

[41]  [39]  [40] 

COVID-19 
Canada Data 
Explorer 

Petr Baranovskiy 
developed this 
application. 

The application is a shiny app that analyses the 
official covid-19 dataset from the government of 
Canada and outputs the several indicators 
associated with the Covid-19 pandemic in the 
country.  

https://dataenthusi
ast.ca/apps/covid_
ca/ [42] 

https://milano-
r.github.io/erum2020-
covidr-contest/petr-
baranovskiy-covid-ca-data-
explorer.html [43]  

[3]  [42][43] 

P A G T A 
G N A: 
Philippine 
COVID-19 
Case 
Forecasting 
Web 
Application 

This application was 
developed by Jamal 
Kay Rogers and 
Yvonne Grace 
Arandela. 

It is a shiny app that provides a 5-day forecast of 
Covid-19 cases in the Philipines include the 
confirmed new cases of infections, confirmed 
deaths, and recovery rate. Apart from 
forecasting, the application utilizes plots to 
visualize the disease's ten-day forecasts and the 
accumulated and confirmed data. The data used 
in this application is obtained from the Johns 
Hopkins University Center for Systems Science 
and Engineering (JHU CSSE).  

https://jamalrogers
app.shinyapps.io/t
sforecast/ [44] 

https://github.com/fsmosca
/COVID-19-PH-dataset 
[45] 

[3]  [44]  [45] 

COVID-19 
Case & 
Death 
Report 
Number 
Corrector  

Matt Maciejewski 
developed this 
application. 

This shiny application is developed and aligned 
to make corrections of underreported Covid-19 
cases and death. The application applies a 
multiplicative estimator for total deaths and cases 
regarding the base country to perform this role.  

https://pharmhax.s
hinyapps.io/covid-
corrector-shiny/ 
[46] 

https://github.com/pharmh
ax/covid19-corrector [47] [48] [46] [47] 

COVID19 
forecast 

Carlos Catania 
developed this 
application 

This application applies the SEIR model to 
forecast the spread of Covid 19 in various 
European and South American countries.  

https://harpomaxx
.shinyapps.io/covi
d19/ [49] 

https://github.com/harpom
axx/COVID19 [50] [3]  [49]  [50] 

Trafford 
Covid-19 
monitor 
 

This is a shiny 
application 
developed by 
Trafford Data Lab 

The application provides trends in confirmed 
coronavirus cases in Trafford.  

https://trafforddata
lab.shinyapps.io/tr
afford_covid-19/ 
[54] 

https://github.com/trafford
DataLab/trafford_covid-19 
[55] 

[53]  [54]  [55] 

Covid-19 
Bulletin 
Board  

Wei Su developed 
this application  

The dashboard indicates the real-time Covid-19 
visualization of the various covid-19 indicators in 
Japan, including the confirmed cases, hospital 
discharge and deaths, positive confirmed, and 
PCR test. 

https://covid-
2019.live/en/ [56] 

https://github.com/swsoyee
/2019-ncov-japan [57] [3]  [56]  [57] 

Covid-19 
Statistics 

Carl Sansfaçon 
developed this 

It is a WordPress plugin that applies the R 
{ggplot2} graphics with ARIMA forecast and 

http://moduloinfo.
ca/wordpress/ [58] 

https://plugins.trac.wordpre
ss.org/browser/covid-19-

[3]  [58]  [59] 
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Displayer 
  

application PHP coding to display or visualize the confirmed 
new cases of Covid-19 infection, deaths, and 
recovered cases in various countries. The data 
used in this application is sourced from the 
COVID-19 Data Repository by the Centre for 
Systems Science and Engineering (CSSE) at 
Johns Hopkins University.  

statistics-displayer/ [59] 

CoronaMap
per  

This application was 
developed by Peter 
Gruber and Paolo 
Montemurro 
supported by 
OxyLabs. 

The application visualizes the four-day average 
growth indicator of Covid-19 to indicate how the 
disease evolves after filtering out the noise. The 
visualizations are both interactive and intuitive.  

http://coronamapp
er.com/ [60] 

https://github.com/JayWels
h/coronamap [61] [3]  [60]  [61] 

CoronaDash 
 

This is a shiny app 
developed by Peter 
Laurinec.  

This application applies visualization and data 
mining techniques in R to compare Covid-19 
statistics for different countries. The Covid-19 
statistics displayed are obtained by using 
exponential smoothing model to extrapolate total 
confirmed cases; creating death trajectories; 
using dendrogram and table of clusters averages 
to create a multidimensional clustering; 
developing aggregated views of the entire world; 
and applying hierarchical clustering to compare 
the Covid-19 case between countries.  

https://petolau.shi
nyapps.io/coronad
ash/ [62] 

https://github.com/PetoLau
/CoronaDash [63] [3]  [62]  [63] 

Covidfrance  
This is a shiny app 
developed by 
Guillaume Pressiat  

The application indicates the changes in the 
number of Covid-19 deaths and recoveries, 
hospitalization, and intensive care units by the 
department in France 

https://guillaumep
ressiat.shinyapps.i
o/covidfrance/ 
[64] 

https://gist.github.com/Guil
laumePressiat/0e3658624e
42f763e3e6a67df92bc6c5 
[65] 

[3]  [64]  [65] 

COVID-19 
Tracker  

Dr Magda Bucholc 
developed this 
application from 
Ulster University 

The application reports the number of reported 
Covid-19 cases at the local government district in 
Northern Ireland and county level across Ireland 
based on gender and growth rate. 

https://nicovidtrac
ker.org/ [66] 

https://github.com/YouGov
-Data/covid-19-tracker 
[67] 

[68]  [66]  [67] 

WHO 
COVID-19 
Explorer  

This application was 
developed by the 
World Health 
Organization (WHO) 

This application provides timely updated data 
visualizations of Covid-19 cases, including 
confirmed cases and deaths by region and 
country. 

https://worldhealt
horg.shinyapps.io/
covid [71]/ 

https://github.com/WorldH
ealthOrganization/app [72] [3] [71] [72] 

COVID-19 
Scenario 
Analysis 
Tool  

The MRC Centre 
developed this 
application for 
Global Infectious 
Disease Analysis 
from the Imperial 
College London. 

This application applies the squire R package to 
illustrate the Covid-19 pandemic trajectories, R_t 
& R_eff measures, and healthcare demand for 
different countries over time.  

https://www.covid
sim.org/v6.20210
915/ [73] 

https://github.com/mrc-
ide/squire [74] [3] [73] [74] 

Coronavirus 
Package  

Rami Krispin 
developed this R 
package  

This package provides a clean dataset of the 
Covid-19 pandemic and analytics, including the 
daily summary of the pandemic cases by state. 
The dataset is collected from the John Hopkins 
database.  

 https://ramikrispin.github.i
o/coronavirus/ [75] [3]  [75] 

District 
Health 
Information 
Software 
(DHIS2)  

The University of 
Oslo developed this 
application 

The District Health Information Software has 
specific digital packages for Covid-19 that 
support the pandemic's surveillance and response 
activities.  

https://www.dhis2
.org/    [76] 
 

https://github.com/dhis2/dh
is2-covid19-doc [79] 

[80] [76] [77] 
[78] [79] 

Surveillance
, Outbreak 
Response 
Managemen
t and 
Analysis 
System 
(SORMAS)  

Helmholtz Centre for 
Infection Research 
developed this 
system.  

The system performs the Covid-19 specific 
functions that are classified into aggregates and 
case-based functions. The aggregate functions 
include line listing, import, and export of data in 
CSV format; standard reporting of covid-19 
cases including confirmed cases, deaths, and 
recoveries; and statistical analysis based on the 
reports provided by charts, maps, and graphs. 
The case-based functions include contact tracing, 
laboratory sample management, port of entry 
reporting, vaccination campaign, follow-up visit, 
and enrolling and tracing patients.  

https://sormas.org/ 
[81] 

https://github.com/hzi-
braunschweig/SORMAS-
Project [82] 

[80] [81] [82] 
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Go.Data  

This application was 
developed by WHO 
in collaboration with 
partners in the Global 
Outbreak Alert and 
Response Network 
(GOARN).  

Since the outbreak of Covid-19 began, metadata 
packages have been prepared that match the most 
recent WHO Surveillance Guidance, including 
uniformity with all core metadata gathered as 
part of WHO Case Reporting Forms transmitted 
to COVID-MART / X-MART on a daily and 
weekly basis. If requested, this allows for 
streamlined IDSR reporting for countries. Other 
expanded metadata packages, such as the 
COVID First Few Hundred Cases (FFX) 
Protocol and the Unity Studies for HealthCare 
Workers, are available for countries conducting 
more extensive data collection or research 
inquiries.   

https://www.who.i
nt/godata [83] 

https://github.com/godata-
who/godata [84] [80] [83] [84] 

Epi Info  
 

This application was 
developed by Centres 
for Disease Control 
and Prevention 
(CDC) 

The Covid-19 specific functions include the 
development of COVID-19 Case Surveillance 
Forms that are customized for country, region, 
and local requirements. Epi Info is also applied 
in Covid-19 outbreak investigations, the 
development of small to mid-sized disease 
surveillance systems, the analysis, visualization, 
and reporting (AVR) components of larger 
systems, and continuing education in 
epidemiology and public health analytic methods 
at public health schools around the world. 

https://www.cdc.g
ov/epiinfo/support
/downloads.html 
[85] 

https://github.com/Epi-
Info/Epi-Info-Community-
Edition [86] 

[80] [85] [86] 

Open Data 
Kit (ODK)  

This application was 
developed by Get 
ODK, an 
organization 
majoring in data 
collection. 

 ODK software is being employed in the 
COVID-19 response for disease surveillance, fast 
diagnostics, and vaccine trials.  
 

https://getodk.org/
software/ [87] 

https://github.com/getodk/c
ollect [88] [80] [87] [88] 

CommCare  

This software was 
developed by 
Dimagi, a firm 
providing digital data 
solutions 

Dimagi created a set of pre-built COVID-19 
template applications to help organizations and 
governments with their continuing COVID-19 
response operations.  

https://www.dima
gi.com/covid-19/ 
[89] 

https://github.com/dimagi/
commcare-hq [90] [80] [89] [90] 

KoboToolbo
x  

This software was 
developed by the 
Harvard 
Humanitarian 
Initiative, an 
organization working 
on the research and 
education of 
communities.  

KoBoToolbox is a data collecting tool. 
 

https://www.kobot
oolbox.org/  
[91][92] 
 

https://github.com/kobotoo
lbox   [93] 

[80] [91] [92] 
[93] 

Fast 
automated 
detection of 
COVID-19 
from 
medical 
images  

This application was 
developed by Shuang 
Liang & Huixiang 
Liu from School of 
Automation and 
Electrical 
Engineering, 
University of Science 
and Technology 
Beijing; Yu Gu from 
School of 
Automation, 
Guangdong 
University of 
Petrochemical 
Technology, 
Maoming; Xiuhua 
Guo, Zhiyuan Wu, 
Mengyang Liu & 
Lixin Tao 
From the Department 
of Epidemiology and 
Health Statistics, 

The software utilizes deep learning framework 
(neural network) that identifies COVID-19 from 
medical images.  

 

https://github.com/SHERL
OCKLS/Detection-of-
COVID-19-from-medical-
images [94] 

[95] [94] 
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School of Public 
Health, Capital 
Medical University, 
Beijing, China; and 
Hongjun Li & Li 
from Beijing Youan 
Hospital, Capital 
Medical University, 
Beijing, China. 

The Oxford 
Covid-19 
Government 
Response 
Tracker 
(OxCGRT)  

This application was 
developed by the 
Blavatnik School of 
Government.  

The Oxford Covid-19 Government Response 
Tracker (OxCGRT) compiles systematic data on 
policy responses taken by countries to combat 
COVID-19. Since January 1, 2020, the various 
policy reactions have tracked over 180 nations 
and are categorized into 23 indicators, such as 
school closures, travel restrictions, and 
vaccination policies. These policies are scored on 
a scale to represent the magnitude of government 
intervention, and the results are compiled into a 
set of policy indices. The data can improve 
attempts to combat the epidemic by allowing 
decision-makers and citizens to understand 
government responses uniformly. 

https://www.bsg.o
x.ac.uk/research/r
esearch-
projects/covid-19-
government-
response-tracker 
[96] 

https://github.com/OxCGR
T/covid-policy-tracker [97]  [98]  [96][97] 

COVID-19 
Situazione 
Italia  

This application was 
developed by the 
Department of Civil 
Protection 
(Dipartimento della 
Protezione Civile) 
Angelo Borrelli, 
Italy. 

This application provides updated Covid-19 data 
and visualizations for Italy, including new 
confirmed infections, total confirmed infections, 
new confirmed deaths, total confirmed deaths, 
and recovered cases. The data and visualizations 
are provided for the whole country and the 
regions.   

http://arcg.is/C1un
v  
 

https://github.com/pcm-
dpc/COVID-19 [99] [3] [99] 

Covid 
Mobile data  

This application was 
developed by 
COVID19 Mobility 
Task Force of the 
World Bank 

The application uses the data from Mobile 
Network Operators (MNOs) to perform analytics.   https://github.com/worldba

nk/covid-mobile-data [100] [3] [100] 

Radar 
Covid-19  

The Government of 
Spain developed this 
application 

This application was designed to prevent the 
spread of Covid-19. The application anonymizes 
users if they have had any contact in the last 14 
days with someone infected with Covid-19 via 
low-power Bluetooth technology.  
 

https://radarcovid.
gob.es/ [101] 

https://github.com/RadarC
OVID/radar-covid-android 
[103]  

[104] [101] 
[102] [103] 

CovidSafe  
 

The University of 
Washington 
developed this 
application. 

The application was developed to help prevent 
the spread of Covid-19 by alerting users about 
highly relevant public health announcements, 
exposure to COVID-19 and to assist contact 
tracing without compromising users' privacy.  

https://covidsafe.c
s.washington.edu/
[105] 
 

https://github.com/CovidSa
fe [106] [3] [105] [106] 

Covid Alert  

Volunteers originally 
developed COVID 
Alert. The Canadian 
Digital Service is 
currently developing 
its repository. 

This application was developed to slow down 
Covid-19 infections in Canada. The app notifies 
users if someone they were near in the past 14 
days tells the app they tested positive.  
 
 

https://www.cana
da.ca/en/public-
health/services/dis
eases/coronavirus-
disease-covid-
19/covid-
alert.html [107] 
 

https://github.com/cds-
snc/covid-alert-app [109] 

[110] [107] 
[108] [109] 

erouska-
android  

A team of volunteers 
initially developed 
this application. The 
application is 
currently developed 
and maintained by 
the Ministry of 
Health in 
collaboration with 
the National Agency 
for Communication 

To combat the COVID-19 epidemic, the app 
alerts users at risk of spreading the virus. The 
software delivers guidance on how to minimize 
the spread of the epidemic based on the user's 
history of exposure to other potentially 
contagious users.  
 

https://erouska.cz/  
[111] 

https://github.com/covid19
cz/erouska-android [112] 

[113] [111] 
[112] 
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and Information 
Technologies 
(NAKIT) of the 
Czech Republic as 
part of the Smart 
Quarantine concept. 

 COVID-19 
Dashboard 

Johns Hopkins 
University Centre 
developed this 
application for 
Systems Science and 
Engineering. 

This is the data repository for the Johns Hopkins 
University Centre for Systems Science and 
Engineering's 2019 Novel Coronavirus Visual 
Dashboard (JHU CSSE). The ESRI Living Atlas 
Team and the Johns Hopkins University Applied 
Physics Lab have also contributed to this project 
(JHU APL). 

https://www.arcgi
s.com/apps/opsdas
hboard/index.html
#/bda7594740fd4
0299423467b48e9
ecf6 [114] 
 

https://github.com/sidbann
et/COVID-19_analysis 
[116] 

[98] [114] 
[115] [116] 

Corona-
Warn-App  

This application was 
developed as an 
open-source app by 
SAP and Deutsche 
Telekom under the 
directive by the 
government of 
Germany. 

The Corona-Warn-App was developed with the 
goal of preventing the spread of Covid-19. The 
app serves as a digital complement to distancing, 
hygiene, and wearing masks. Additionally, it 
provides a functionality to add a user's digital 
vaccination certificate to prove their vaccination 
status.  
 

https://www.coron
awarn.app/en/  
[117] 

https://github.com/corona-
warn-app/cwa-app-android 
[118] 

[119] [117] 
[118] 

TraceTogeth
er  

The Singapore 
Government 
Technology Agency 
developed this 
application. 

Through community-driven contact tracing, 
TraceTogether supports Singapore's efforts to 
combat the spread of COVID-19. One can use 
the app to see or display their COVID Health 
Status based on their immunization and test 
results. 

https://www.tracet
ogether.gov.sg/ 
[120] 

https://github.com/OpenTr
ace-Community [121] 

[122] [120] 
[121] 

NZ COVID 
Tracer  

The New Zealand 
Ministry of Health 
developed this 
application 

The app helps contact tracing go faster by 
creating a private digital diary of the places you 
visit. Users Scan the official QR codes wherever 
they see them and add manual entries for their 
visits to other places. 

https://www.healt
h.govt.nz/our-
work/diseases-
and-
conditions/covid-
19-novel-
coronavirus/covid
-19-resources-
and-tools/nz-
covid-tracer-app 
[123] 
 

https://github.com/minheal
thnz/nzcovidtracer-app 
[125] 

[126] [123] 
[124] [125] 

VigilantGan
try 

This an automated 
contactless gantry 
system developed by 
GovTech’s Data 
Science and Artificial 
Intelligence Division 
(DSAID) 

VigilantGantry is an open-source implementation 
of an AI-driven automated temperature screening 
gantry that improves the rate of contactless 
screening by augmenting existing thermal 
systems. VigilantGantry is excellent for 
automatically scanning high-traffic sites for 
symptomatic COVID-19 patients. It helps ground 
crews keep on the lookout for COVID-19. 

 https://github.com/dsaidgo
vsg/vigilantgantry [127] [128] [127] 

 
lancet-
covid-19-
database  

Developed by Lancet  

The Lancet COVID-19 Database gives 
users access to the most up-to-date information 
on COVID-19, such as cases, deaths, recoveries, 
testing, and other useful indicators for tracking 
the pandemic's spread and response. 

 
https://github.com/sdsna/la
ncet-covid-19-database 
[130] 

[131]  [130] 

Covid19Can
ada  

SDSN developed this 
application 

This shiny app provides a forecast of Covid-19 
cases and Covid-19 information in Canada, 
including the confirmed new cases of infections, 
confirmed deaths, and recovery rate. Apart from 
forecasting, the application utilizes plots to 
visualize the disease's ten-day forecasts and the 
accumulated and confirmed data.  

https://art-
bd.shinyapps.io/co
vid19canada/ 
[132] 

https://github.com/ccodwg/
Covid19Canada [133] [3] [132] [133] 

COVI-ML  

This respiratory was 
developed by the 
Quebec Artificial 
Intelligence Institute  

COVI-ML is the Risk model training code for the 
Covid-19 tracing application. Its repository 
provides models, infrastructure, and datasets for 
training deep-learning-based predictors of 
COVID-19 infectiousness as used in Proactive 
Contact Tracing. 

 https://github.com/mila-
iqia/COVI-ML [134] [3][134] 
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Covid-19 
model  

Imperial College 
London developed 
this application/code.  

This code was applied in modeling estimated 
deaths and infections for COVID-19 from the 
study "Estimating the effects of non-
pharmaceutical interventions on COVID-19 in 
Europe "done by Flaxman et al. (2020) [136] 

 
https://github.com/Imperial
CollegeLondon/covid19mo
del [135] 

[136] [135] 

The COVID 
Tracking 
Project  

Alexis Madrigal 
created this project 
through a 
collaborative 
volunteer-run effort 
to track the ongoing 
COVID-19 pandemic  

This project collects and publishes data required 
to understand the COVID-19 outbreak in the 
United States. All 50 states, five territories, and 
the District of Columbia participate in the Covid 
tracking project, which will collect data on 
COVID-19 testing and patient outcomes.  

https://covidtracki
ng.com/ [137] 

https://github.com/COVID
19Tracking [138] 

[139] [137] 
[138] 

Covidmx  
Covidmx was 
developed by 
Federico Garza  

The API was developed to handle Covid-19 open 
data provided by the Mexican Dirección General 
de Epidemiología.  

 https://github.com/Federic
oGarza/covidmx [140] [141] [140] 

Covid19-
Scenarios  

Neherlab developed 
this tool  

The Covid-19 Scenarios provide Models of 
generating trajectories for COVID-19 outbreak 
and hospital demand. The functioning of this tool 
is based on the SIR model, which simulates a 
COVID19 outbreak.  

https://covid19-
scenarios.org/ 
[142] 

https://github.com/neherlab
/covid19_scenarios [143] [3] [142] [143] 

covid-chest-
imaging-
database  

This database was 
developed by NHSX 
and the British 
Society of Thoracic 
Imaging (BSTI). 
NHSX is a joint unit 
of National Health 
Service (NHS) 
England and the 
Department of Health 
and Social Care, 
supporting local NHS 
and care 
organizations. 

The database was developed with a respiratory 
containing tooling related to the NHSX National 
COVID-19 Chest Image Database (NCCID) to 
promote research projects in response to the 
COVID-19 pandemic.  

 
https://github.com/nhsx/co
vid-chest-imaging-database 
[144] 

[145] [144] 

Covid-pass-
verifier  

This is an application 
developed by NHSX 

The COVID Pass Verifier app is the official NHS 
COVID Pass Verifier for England and Wales. 
The app is a safe and secure way to check if 
someone has been appropriately vaccinated 
against COVID-19, has had a negative test, or 
has recovered from COVID-19.  

https://www.nhsx.
nhs.uk/covid-19-
response/nhs-
covid-pass-
verifier-
app/international-
covid-pass-
verifier-app-user-
guide/  [146] 
 

https://github.com/nhsx/co
vid-pass-verifier [148] 

[145] [146] 
[147][148] 

Covasim  

The Institute for 
Disease Modelling 
developed this 
simulator 

Covasim is a stochastic agent-based simulator for 
performing COVID-19 analyses.    

https://github.com/Institute
forDiseaseModeling/covasi
m [149] 

[150] [149] 

covid-19 
Dashboard  

Greg Rafferty 
developed Covid-19 
dashboard  

This is a web dashboard developed to monitor 
the COVID-19 pandemic. The data used is 
obtained from Johns Hopkins Center for Systems 
Science and Engineering. 

https://covid-19-
raffg.herokuapp.c
om/ [151] 

https://github.com/raffg/co
vid-19 [152] [3] [152] [151] 

Covid-19 
R/Python 
scripts  

Developed by 
QuKunLa; a  
Laboratory of 
Immunogenomics 
and Precision 
Medicine, University 
of Science and 
Technology of China 

These are R/Python scripts to analyze single-cell 
RNA-sequence data from COVID-19 patients.   https://github.com/QuKun

Lab/COVID-19 [153] [3] [153] 

COVID-19-
CT-CXR  

COVID-19-CT-CXR 
was developed by 
Peng et al. and 
Intramural Research 
Programs of the 

This is a public database of COVID-19 CXR and 
CT images, which are automatically extracted 
from COVID-19-relevant articles from the 
PubMed Central Open Access (PMC-OA) 

 
https://github.com/ncbi-
nlp/COVID-19-CT-CXR 
[154] 

[155] [154] 
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National Institutes of 
Health, National 
Library of Medicine 
and Clinical Centre. 

Subset. 

covid19-
healthsyste
mcapacity  

This project was 
developed by the 
CovidCareMap 
organization 

This application assists in better understanding, 
anticipating, and acting to support and ramp up 
our health systems' capacity (beds, staffing, 
ventilators, supplies) to effectively care for a 
rapidly growing number of active COVID19 
patients in need of hospitalization and intensive 
(ICU) care. 
 

 
https://github.com/covidcar
emap/covid19-
healthsystemcapacity [156] 

[3] [156] 

CV19 Index  
The Global Loop 
team developed this 
model  

The COVID-19 Vulnerability Index (CV19 
Index) is a predictive model that identifies 
persons who are more susceptible to COVID-19 
severe problems. The CV19 Index is designed to 
assist hospitals, federal, state, and local public 
health agencies, and other healthcare 
organizations in identifying, planning for, 
responding to, and reducing COVID-19's impact 
in their areas. 

https://www.close
dloop.ai/covid-19-
index [157] 

https://github.com/closedlo
op-ai/cv19index [158]  

[159] [157] 
[158] 

OpenABM-
Covid19  

This model was 
developed by the 
Pathogen Dynamics 
Group of Oxford Big 
Data Institute.  

OpenABM-Covid19 is an agent-based model 
(ABM) that was created to model the spread of 
Covid-19 in a city and investigate the impact of 
passive and active intervention measures.  

 
https://github.com/BDI-
pathogens/OpenABM-
Covid19 [160] 

[3] [160] 

COVID-19 
vaccination 
slot booking 
script  

PythonRepo 
developed this script. Is used to automate covid vaccination booking. 

https://pythonrepo
.com/repo/pallupz
-covid-vaccine-
booking [161] 

https://pythonrepo.com/rep
o/pallupz-covid-vaccine-
booking [162] 

[159] [161] 
[162] 

TABLE II. COVID-19 DATASETS SUMMARY TABLE 

Developer/Industry/Academia/
University/Organization Details Dataset Summary  Dataset Usage Weblink to the Dataset Referen

ces  

Our World in Data 
 

Data on COVID-19 
vaccinations that include 
country-by country 
statistics of the COVID-19 
vaccines administered to 
date.  

Vaccine outreach 
program. https://ourworldindata.org/covid-vaccinations. [164] [163][16

4] 

 
Data on COVID-19 
confirmed deaths per 
country. 

Effects of testing, 
managing, 
hospitalization.  

https://ourworldindata.org/covid-deaths.[165]  [362][16
5][394] 

 Global data of confirmed 
COVID-19 cases 

Effect on travel 
restriction, 
intervention 
programs. 

https://ourworldindata.org/covid-cases. [166] [393][16
6] 

 

Data on COVID-19 
testing, i.e., positivity rate, 
contact tracing, tests 
performed per day 

Pandemic 
preventive measures https://ourworldindata.org/coronavirus-testing. [167] [393][16

7] 

 Data on COVID-19 
hospitalization  

Monitoring cases to 
improve impact on 
available resources.  

https://ourworldindata.org/covid-hospitalizations.[168]  
[392] 
[168]  
 

 COVID-19 mortality risks 

Segregation of age 
groups that may be 
at risk of dying from 
the disease. 

https://ourworldindata.org/mortality-risk-covid. [169] [393][16
9][170] 

 Excess mortality due to 
COVID-19 

Segregation of age 
groups that may be 
at risk of dying from 
the disease, and 

https://ourworldindata.org/excess-mortality-covid. [171] [393][17
1] 
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other accelerating 
factors. 

 Policy responses to the 
COVID-19 pandemic 

Government 
interventions to curb 
the spread of the 
virus. 

https://ourworldindata.org/policy-responses-covid. [172] [393][17
2][173] 

The Johns Hopkins University 
Center for Systems Science and 
Engineering [JHU CCSE]  

COVID-19 
Epidemiological Data 

For segmentation of 
COVID-19 cases 
based on 
epidemiological 
characteristics. 

https://data.humdata.org/dataset/novel-coronavirus-2019-
ncov-cases. [174] [174] 

OCHA 

COVID-19 number of 
confirmed cases, deaths, 
and recoveries by the 
province in Indonesia  

Mobility 
transmission 
analysis. 

https://data.humdata.org/dataset/indonesia-covid-19-
cases-recoveries-and-deaths-per-province.[175]  [175] 

World Health Organization COVID-19 cases and 
deaths 

Mobility 
transmission and 
mortality analysis. 

https://data.humdata.org/dataset/coronavirus-covid-19-
cases-and-deaths.[176]   [176] 

Blavatnik School of Government, 
University of Oxford 

OXFORD COVID-19 
Government Response 
Stringency index 

Government 
measures 

https://data.humdata.org/dataset/oxford-covid-19-
government-response-tracker. [177] [177] 

HDX COVID-19 Vaccinations Rate of vaccine 
drives 

https://data.humdata.org/dataset/covid-19-vaccinations. 
[178] [178] 

World Food Program 
COVID-19 global airline 
information and travel 
restriction 

Global Monitoring.  https://data.humdata.org/dataset/covid-19-global-travel-
restrictions-and-airline-information. [179] [179] 

HDX COVID-19 cases and 
deaths in the United States 

Reporting cases at a 
national level. https://data.humdata.org/dataset/nyt-covid-19-data. [180] [180] 

HDX 
Total number of COVID-
19 tests performed per 
country 

Monitoring cases https://data.humdata.org/dataset/total-covid-19-tests-
performed-by-country. [181] [181] 

UNESCO Global school closures Area segmentation https://data.humdata.org/dataset/global-school-closures-
covid19. [182] [182] 

Meta FAIR COVID-19 US 
County Forecast 

Country-level 
forecast. https://data.humdata.org/dataset/fair-covid-dataset.[183]  [183] 

CARE Bangladesh District Wise Quarantine 
for COVID-19 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/district-wise-quarantine-
for-covid-19. [184] [184] 

HDX 
COVID-19 Impact on 
Humanitarian Operations 
Data Viz inputs 

Reporting 
humanitarian 
activities at a 
national level. 

https://data.humdata.org/dataset/covid-19-data-visual-
inputs. [185] [185] 

OCHA Venezuela COVID-19 sub-national 
data 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/corona-virus-covid-19-
cases-and-deaths-in-venezuela.[186]  [186] 

OCHA FISS 

Global Humanitarian 
Operational Presence 
Who, What, Where [3W] 
Portal 

 
Reporting 
humanitarian 
activities at a global 
level. 

https://data.humdata.org/dataset/ocha-global-
humanitarian-operational-presence-who-what-where-3w-
portal.[187]  

[187] 
 

ACAPS COVID-19 Government 
Measures Dataset 

Reporting 
government 
measures at a global 
level. 

https://data.humdata.org/dataset/acaps-covid19-
government-measures-dataset.[188]  [188] 

HDX Europe COVID-19 
subnational cases 

COVID-19 infected 
area segmentation. 

https://data.humdata.org/dataset/europe-covid-19-
subnational-cases. [190] [190] 

OCHA Philippines Philippines COVID-19 
response.  

Reporting 
government 
measures at a 
national level. 

https://data.humdata.org/dataset/philippines-covid-19-
response-who-does-what-where. [191] [191] 
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Code for Venezuela COVID-19 education 
impact survey 

Monitoring impact 
on a national level 

https://data.humdata.org/dataset/open_one_time_covid_e
ducation_impact. 
[192]  

[192] 

iMMAP Google mobility report 
Mobility 
transmission 
analysis. 

https://data.humdata.org/dataset/google-mobility-report. 
[193] [193] 

Humanitarian Emergency Report 
Africa [HERA] 

Subnational data on Covid 
19 cases per day 

COVID-19 infected 
area segmentation. 

https://data.humdata.org/dataset/nigeria_covid19_subnati
onal.[194]  [194] 

HDX 
Worldwide geographic 
distribution of COVID-19 
cases 

COVID-19 infected 
area segmentation. https://data.humdata.org/dataset/ecdc-covid-19. [195] [195] 

World Health Organization 
Immunization campaigns 
impacted due to COVID-
19. 

Mobility 
transmission 
analysis 

https://data.humdata.org/dataset/immunization-
campaigns-impacted. [196] [196] 

HDX Excess mortality during 
COVID-19 pandemic 

Segregation of age 
groups that may be 
at risk of dying from 
the disease. 

https://data.humdata.org/dataset/financial-times-excess-
mortality-during-covid-19-pandemic-data. [197] [197] 

HDX COVID-19 subnational 
cases in Palestine 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/state-of-palestine-
coronavirus-covid-19-subnational-cases.[198]  [198] 

Meta Impact survey and trends 
on COVID-19 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/covid-19-symptom-map. 
[199] [199] 

HDX 
COVID-19 vaccine doses 
are given to humanitarian 
resource plan countries 

Forecasts on dose 
availability and 
actual deliveries 

https://data.humdata.org/dataset/covid-19-vaccine-doses-
in-hrp-countries. [200] [200] 

World Bank Group 
World Bank indicators of 
interest to the COVID-19 
outbreak 

Data for use in 
response, modeling 
analysis 

https://data.humdata.org/dataset/world-bank-indicators-
of-interest-to-the-covid-19-outbreak.[201]  [201] 

Global Health 50/50 Gender and COVID-19 
project 

Exploring how 
gender may be 
driving the higher 
proportion of 
reported deaths in 
men among 
confirmed cases so 
far. 

http://globalhealth5050.org/covid19[202] [202] 

World Bank Group 
Harmonized data on 
Household COVID-19 
monitoring surveys 

Data analysis and 
trend checking 

https://data.humdata.org/dataset/harmonized-covid-19-
household-monitoring-surveys[203] [203] 

Humanitarian Emergency 
Response Africa [HERA] 

African continent Covid 
19 cases 

Data analysis and 
trendsetting 

https://data.humdata.org/dataset/covid19_africa_continen
tal_infections-recoveries-deaths[204]  [204] 

Dalberg 
Developing countries’ 
government action on 
COVID-19 

non-pharmaceutical 
interventions  

https://data.humdata.org/dataset/government-actions-on-
covid-19[205]  [205] 

Meta Survey on preventative 
health 

Monitor and 
understand people's 
knowledge and 
practices about 
COVID-19 to 
improve 
communications and 
their response to the 
pandemic. 

https://data.humdata.org/dataset/preventive-health-
survey[206] [206] 

International 
Organization for Migration 

Information on 
populations within the Far 
North region of Cameroon 

Providing regular, 
accurate, and 
updated data to 
better support the 
response of the 
Government of 
Cameroon and the 
humanitarian 

https://data.humdata.org/dataset/cameroon-baseline-
assessment-data-iom-dtm[207] [207] 
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community. 

HDX Covax round 6 allocations 
Monitoring of 
Covax vaccine 
allocations 

https://data.humdata.org/dataset/covax-round-6-
allocations.[208] [208] 

Humanitarian Emergency 
Response Africa 

COVID-19 subnational 
data in Burkina Faso 

Reporting Covid 
data at National 
level 

https://data.humdata.org/dataset/burkinafaso_covid19_su
bnational[209] [209] 

Metabiota 
Spatiotemporal data for 
COVID-19 deaths and 
cases.  

Data analysis and 
monitoring 

https://data.humdata.org/dataset/2019-novel-coronavirus-
cases[210] [210] 

HDX COVID-19 subnational 
data for Afghanistan 

Data analysis and 
reporting on a 
national level 

https://data.humdata.org/dataset/afghanistan-covid-19-
statistics-per-province[211] [211] 

Cuebiq Inc  COVID-19 mobility data 
for Italy 

Monitoring mobility 
changes in Italy 
since lockdown 

https://data.humdata.org/dataset/covid-19-mobility-
italy[212]  [212] 

Humanitarian Emergency 
Response Africa 

COVID-19 subnational 
cases in Africa 

Reporting COVID-
19 cases on a 
national level 

https://data.humdata.org/dataset/africa-coronavirus-
covid-19-subnational-cases[213] [213] 

Qatar Computing Research 
Institute 

Twitter data geographic 
distribution of COVID-19 

Geographical 
distribution of 
twitter users and 
tweets regarding 
COVID-19 
pandemic. 

https://data.humdata.org/dataset/covid-19-twitter-data-
geographic-distribution[214] [214] 

ACAPS Secondary impacts of 
Covid 19 on a global scale 

Aid Decision-
making on 
addressing wider 
effects of COVID-
19 

https://data.humdata.org/dataset/global-covid-19-
secondary-impacts.[215] [215] 

Humanitarian Emergency 
Response Africa 

COVID-19 city level in 
Burkina Faso 

Reporting Covid 
data at a city level 

https://data.humdata.org/dataset/burkinafaso_covid19_cit
y-level[216] [216] 

Hub Latin America The COVID-19 mortality 
rate in Lima, Peru 

Reporting, analysis 
of COVID-19 death 
rates in Lima 

https://data.humdata.org/dataset/peru-covid19-mortality-
rate-in-lima[217] [217] 

Infoculture COVID-19 cases in 
Moscow  Statistics https://data.humdata.org/dataset/covid-19-cases-data-in-

moscow[218]  [218] 

HDX 
Social measures and 
public health applied 
during COVID-19 

Analysis and 
reporting. 

https://data.humdata.org/dataset/world-global-database-
of-public-health-and-social-measures-applied-during-the-
covid-19-pandemic[219] 

[219] 

Mobile Accord, Inc  [GeoPoll] 
Impact and perceptions of 
Coronavirus in Sub-
Saharan African countries 

Analysis and 
reporting 

https://data.humdata.org/dataset/covid-19-impacts-
africa[220] [220] 

HDX Subnational COVID-19 
cases for Iraq 

Reporting Covid 
data at National 
level 

https://data.humdata.org/dataset/iraq-coronavirus-covid-
19-subnational-cases[221] [221] 

HDX Covid 19 related funding 
from IATI 

Monitoring of 
funding use in 
fighting COVID-19 

https://data.humdata.org/dataset/iati-covid19-
funding[222] [222] 

HDX 
Gavi and World Bank 
COVID-19 vaccine 
funding 

Fund disbursement 
and support for 
COVID-19 

https://data.humdata.org/dataset/world-bank-and-gavi-
vaccine-financing[223] [223] 

Code for Venezuela Survey on COVID-19 
impact 

Data analysis and 
interpretation 

https://data.humdata.org/dataset/open_one_time_covid_i
mpact[224] [224] 

Humanitarian Emergency 
Response Africa 

COVID-19 cases in 
Ethiopia 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/ethiopia-covid19-
cases[225] [225] 

World Bank Group High frequency indicators 
for COVID-19 

Data analysis and 
interpretation 

https://data.humdata.org/dataset/covid-19-high-
frequency-indicators[226] [226] 

673 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

OCHA FISS 

Global humanitarian 
response plan COVID-19 
administrative boundaries 
and population-statistics 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/global-humanitarian-
response-plan-covid-19-administrative-boundaries-and-
population-statistics[227] 

[227] 

INFORM Inform  Risk Index for 
COVID-19, Version 0.1.4  

Support 
prioritization of 
preparedness and 
early response 
actions for the direct 
impacts of the 
pandemic and 
identify countries 
where secondary 
effects are likely to 
have the most 
critical humanitarian 
consequences.  

https://data.humdata.org/dataset/inform-covid-19-risk-
index-version-0-1-4[228] 

[228] 
 
 

Safeture COVID-19 subnational 
cases in  Kazakhstan 

For data analysis 
and interpretation 

https://data.humdata.org/dataset/kazakhstan-coronavirus-
covid-19-subnational-cases. [229] [229] 

OCHA Philippines 

COVID-19-operational 
presence risk 
communication and 
community engagement in 
the Philippines 

Risk communication 
and community 
engagement 

https://data.humdata.org/dataset/philippines-covid-19-
operational-presence-risk-communication-and-
community-engagement-rcce. [230] 

[230] 

Hub Latin America 

Epidemiological and 
hospital indicators on 
COVID-19 in Ouro Preto, 
Brazil 

For data analysis 
and interpretation 

https://data.humdata.org/dataset/brazil-epidemiological-
and-hospital-indicators-on-covid-19-in-ouro-preto. [231] [231] 

Safeture COVID-19 subnational 
cases in Oman 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/oman-coronavirus-covid-
19-subnational-cases. [232] [232] 

Humanitarian Emergency 
Response Africa 

Coronavirus [COVID-19] 
City level cases for 
Mauritania 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/mauritania-coronavirus-
covid-19-city-level. [233] [233] 

UNICEF Data and Analytics 
[HQ] 

Tracking children’s 
situation during COVID-
19 

Data analysis and 
interpretation 

https://data.humdata.org/dataset/rapid-situation-tracking-
for-covid-19-socioeconomic-impacts. [234] [234] 

Humanitarian Emergency 
Response Africa 

COVID-19 recoveries in 
Africa on a national level 

Data analysis and 
interpretation 

https://data.humdata.org/dataset/africa-covid-19-
recovered-cases. [235] [235] 

Mobile Accord, Inc. [GeoPoll] 
COVID-19 vaccines and 
impacts accepted in Sub-
Saharan Africa 

Data analysis and 
interpretation 

https://data.humdata.org/dataset/covid19-impacts-and-
vaccine-acceptance-in-sub-saharan-africa. [236] [236] 

United Nations Development 
Coordination Office 

UN Collective Results on 
the COVID-19 
Socioeconomic Response 
in 2020 

Monitor the progress 
and achievements of 
UNCT’s collective 
actions in socio-
economic response. 

https://data.humdata.org/dataset/un-collective-results-on-
the-covid-19-socioeconomic-response-in-2020.  [237]  [237] 

Mobile Accord, Inc. [GeoPoll] 
Economic impact of 
COVID-19 in Sub Saharan 
Africa 

Data interpretation 
and analysis 

https://data.humdata.org/dataset/economic-impact-of-
covid-19-in-sub-saharan-africa. [238] [238] 

HDX COVID-19 subnational 
cases in Myanmar 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/myanmar-coronavirus-
covid-19-subnational-cases. [239] [239] 

Safeture COVID-19 sub-national 
cases in Ghana 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/ghana-coronavirus-
covid-19-subnational-cases [240]  [240] 

Insecurity Insight Covid 19 and Aid Security 

To help aid agencies 
meet the duty of 
care obligations to 
staff and reach 
people in need. 

https://data.humdata.org/dataset/aid-security-and-covid-
19. [241] [241] 

Infoculture 
Registry of Russian 
NGO’s affected by 
COVID-19 

For data analysis 
and interpretation.  

https://data.humdata.org/dataset/ngos-affected-by-
covid19-russia.   [242] 

[242][24
3] 
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HDX 
Facility Interim 
Distribution Forecast for 
Covax  

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/covax-facility-interim-
distribution-forecast. [244] [244] 

UNHCR - The UN Refugee 
Agency 

Socio-economic impact of 
COVID-19 on refugees in 
Kenya 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/unhcr-ken-2020-
socioeconomic-impact-of-covid-19-on-pocs-in-kenya-v2-
2. [245] 

[245] 

Humanitarian Emergency 
Response Africa 

COVID-19 city level cases 
in Togo 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/togo-coronavirus-covid-
19-city-level. [246] [246] 

UNICEF Data and Analytics  
 

Indicators of interest to 
COVID-19 data at 
UNICEF 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/unicef-indicators-of-
interest-to-the-covid-19-outbreak. [247] [247] 

HDX COVID-19 subnational 
cases in Mozambique 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/mozambique-
coronavirus-covid-19-subnational-cases. [248] [248] 

HDX COVID-19 subnational 
cases for Haiti 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/haiti-covid-19-
subnational-cases  [249] [249] 

OCHA HQ 
 COVID-19 Pandemic 
induced Humanitarian 
Access Constraints 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/constraints-faced-by-
people-due-to-covid-19-outbreak. [250] [250] 

OCHA Philippines 2020 Significant events 
happening in Philippines 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/philippines-2020-
significant-events. [251] [251] 

UNHCR - The UN Refugee 
Agency 

Socio-economic impact of 
COVID-19 on refugees in 
Kenya round 5 

For data analysis 
and interpretation. 

 
https://data.humdata.org/dataset/unhcr-ken-2020-covid-
round5-v2-1. [252] 

[252][25
3] 

OCHA Sudan COVID-19 response and 
preparedness 4W in Sudan 

COVID-19 response 
outcomes 

https://data.humdata.org/dataset/sudan-covid-19-
preparedness-and-response-4w. [254] [254] 

Indonesian Red Cross [PMI] 

Community Feedback by 
Indonesian Red Cross 
[PMI] 
 

COVID-19 response 
outcomes 

https://data.humdata.org/dataset/community-feedback-by-
indonesian-red-cross-pmi. [255] [255] 

Johns Hopkins Applied Physics 
Lab 

Projected COVID-19 sub-
national cases in Sudan 

For data analysis 
and interpretation 

https://data.humdata.org/dataset/sudan-projected-covid-
19-sub-national-cases. [256] [256] 

International Organization for 
Migration 

IATA travel restriction 
monitoring 

For data analysis 
and interpretation.  

https://data.humdata.org/dataset/travel-restriction-
monitoring-iata-covid-19-iom-dtm.   [257] [257] 

OCHA ROWCA COVID-19 situation in 
West and Central Africa 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/west-and-central-africa-
coronavirus-covid-19-situation. [258] [258] 

Johns Hopkins Applied Physics 
Lab 

Projected COVID-19 sub-
national cases for Somalia 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/somalia-projected-covid-
19-sub-national-cases [259] [259] 

OCHA Ethiopia COVID-19 sub-national 
cases for Ethiopia. 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/ethiopia-coronavirus-
covid-19-subnational-cases [260] [260] 

Infoculture COVID-19 cases in Russia Reporting cases at a 
national level. 

https://data.humdata.org/dataset/covid-19-cases-data-in-
russia. [261] [261] 

Mobile Accord, Inc. [GeoPoll] 
Ongoing impacts of 
COVID-19 in Sub-Saharan 
Africa 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/ongoing-impacts-of-
covid-19-in-sub-saharan-africa. [262] [262] 

OCHA HQ 
Global appeals and plans 
of COVID-19 around the 
globe 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/covid-19-global-appeals-
and-plans. [263] [263] 

Mobile Accord, Inc. [GeoPoll] 
Community perception 
and knowledge of Covid 
19 in sub-Saharan Africa 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/coronavirus-in-sub-
saharan-africa [264] [264] 

OCHA HQ COVID-19 allocations for 
CERF and CBPF 

Monitoring resource 
allocation 

https://data.humdata.org/dataset/cerf-covid-19-
allocations. [265] [265] 

INFORM 
INFORM COVID-19 
comparability and analysis 
tool 

Identification of 
countries at risk 
from health and 

https://data.humdata.org/dataset/inform-covid-analysis-
v01.   [266] [266] 
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humanitarian 
impacts of COVID-
19 that could 
overwhelm current 
national response 
capacity, and 
therefore lead to a 
need for additional 
international 
assistance 

OCHA HQ 

Covid 19 impacts, 
mitigation, and 
humanitarian access 
constraint. 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/covid19-humanitarian-
access. [267] [267] 

HDX LSHTM COVID-19 
Projections.  

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/lshtm-covid-19-
projections [268] [268] 

UNICEF ESARO 

UNICEF COVID-19 
response and situation in 
Eastern and Southern 
Africa 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/eastern-and-southern-
africa-covid-19-unicef-situation-and-response [269] [269] 

OCHA Mali COVID-19 subnational 
cases in Mali 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/mali-coronavirus-covid-
19-subnational-cases. [270] [270] 

OCHA HQ Economic exposure index 
for COVID-19 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/covid-19-economic-
exposure-index. [271] [271] 

OCHA Somalia COVID-19 sub-national 
cases for Somalia 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/somalia-coronavirus-
covid-19-subnational-cases. [272] 

[272][27
3] 

Johns Hopkins Applied Physics 
Lab 

Projected COVID-19 sub-
national cases for 
Afghanistan 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/afghanistan-projected-
covid-19-sub-national-cases. [275] 

[274][27
5] 

UNHCR - The UN Refugee 
Agency 

Testing, knowledge, and 
mask-wearing  

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/unhcr-bgd-2020-covid-
mwtk-v2-1.   [276] [276] 

Uganda Red Cross Society COVID-19 risk index For data analysis 
and interpretation. 

https://data.humdata.org/dataset/covid19_risk_index-zip. 
[277] [277] 

HDX 
COVID-19 subnational 
cases for the Democratic 
Republic of Congo 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/democratic-republic-of-
the-congo-coronavirus-covid-19-subnational-cases.  [278]  [278] 

HDX COVID-19 subnational 
data for Libya 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/libya-coronavirus-covid-
19-subnational-cases. [279] [279] 

UNHCR - The UN Refugee 
Agency 

Round 2 Socio-economic 
impacts of COVID-19 on 
refugees in Kenya 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/unhcr-ken-2020-
socioeconomic-impact-of-covid-19-on-pocs-in-kenya-
round2-v1-0.  [280] 

[280] 

International Organization for 
Migration 

Cameroon COVID-19 
Mobility Restriction - 
Point of Entries - [IOM 
DTM] 
 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/cameroon-covid-19-
mobility-restriction-point-of-entries-iom-dtm. [281] [281] 

UNHCR - The UN Refugee 
Agency 

A panel study of the socio-
economic impacts of 
COVID-19 on refugees 
living in Kenya 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/unhcr-ken-2020-covid-
panel-v2-1.   [282] [282] 

Johns Hopkins Applied Physics 
Lab 

Projected COVID-19 sub-
national cases for Iraq 

Reporting cases at a 
national level. 

https://data.humdata.org/dataset/iraq-projected-covid-19-
sub-national-cases. [282] [283] 

UNHCR - The UN Refugee 
Agency 

Assessment of COVID-19 
socio-economic impacts 
on Persons of concern to 
UNHCR  

Reporting cases at 
national level. 

https://data.humdata.org/dataset/unhcr-nga-2020-sea-
covid19-v2-1. [284]  

[284][28
5] 

UNHCR - The UN Refugee 
Agency 

Assessment of COVID-19 
impact on livelihoods of 
refugees in Zambia 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/ddi-zam-unhcr-covid19-
impact-assessment-on-refugee-livelihoods-zambia-july-
2020.  [286] 

[286] 
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Hub Latin America 
symptomatology related to 
the coronavirus COVID-
19 in Ecuador 

Data exploration, 
analysis 

https://data.humdata.org/dataset/symptomatology-
ecu911-santa-cruz-monthly-2018-2021. [287] 

[287][28
8] 

HDX Health facilities by 
province in Afghanistan 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/afghanistan-covid-19-
health-facilities-by-province. [289] [289] 

ACAPS COVID-19 humanitarian 
exceptions 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/acaps-covid-19-
humanitarian-exemptions-dataset [290] [290] 

International Organization for 
Migration 

COVID-19 mobility and 
preparedness updates in 
South Sudan. 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/south-sudan-covid-19-
mobility-and-preparedness-updates-iom-dtm. [291] [291] 

UNHCR - The UN Refugee 
Agency 

Socio-economic impacts 
of COVID-19 on refugees 
living in Kenya, Round 1 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/unhcr-ken-2020-covid-
round1-v2-2. [292] [292] 

UNHCR - The UN Refugee 
Agency 

Socio-economic impacts 
of COVID-19 on refugees 
living in Kenya, Round 4 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/unhcr-ken-2020-covid-
round4-v2-1. [293] [293] 

UNHCR - The UN Refugee 
Agency 

Socio-economic impacts 
of COVID-19 on refugees 
living in Kenya, Round 3 

For data analysis 
and interpretation. 

https://data.humdata.org/dataset/unhcr-ken-2020-covid-
round3-v2-1. [294] [294] 

European Centre for Disease 
Prevention and Control 

COVID-19 vaccination in 
the EU/EEA 

Vaccine 
administration 
updates 

https://www.ecdc.europa.eu/en/publications-data/data-
COVID-19-vaccination-eu-eea. [295] [295] 

 

Data on the daily number 
of new reported COVID-
19 cases and deaths by 
EU/EEA country 

Monitoring daily 
COVID-19 cases.  

https://www.ecdc.europa.eu/en/publications-data/data-
daily-new-cases-COVID-19-eueea-country. [296] [296] 

 Data on SARS-CoV-2 
variants in the EU/EEA 

Monitoring SARS-
CoV-2 variants in 
the EU/EEA   

https://www.ecdc.europa.eu/en/publications-data/data-
virus-variants-COVID-19-eueea. [297] [297] 

 

Data on 14-day 
notification rate of new 
COVID-19 cases and 
deaths 

Monitoring and 
analysis of Data on 
14-day notification 
rate of new COVID-
19 cases and deaths 

https://www.ecdc.europa.eu/en/publications-data/data-
national-14-day-notification-rate-COVID-19. [298] 

[298][29
9] 

 

Data on the daily 
subnational 14-day 
notification rate of new 
COVID-19 cases 

Monitoring and 
analysis. 

https://www.ecdc.europa.eu/en/publications-
data/subnational-14-day-notification-rate-COVID-19. 
[300] 

[300][30
1] 

 

Data on hospital and ICU 
admission rates and 
current occupancy for 
COVID-19 

Monitoring and 
analysis. 

https://www.ecdc.europa.eu/en/publications-
data/download-data-hospital-and-icu-admission-rates-
and-current-occupancy-COVID-19. [302] 

[302][30
3] 

 Data on country response 
measures 

Monitoring and 
analysis. 

https://www.ecdc.europa.eu/en/publications-
data/download-data-response-measures-COVID-19 [304] [304] 

 Data on age-specific 
notification rate 

Monitoring and 
analysis. 

https://www.ecdc.europa.eu/en/publications-
data/COVID-19-data-14-day-age-notification-rate-new-
cases. [305] 

[305] 

 

Data on council 
recommendations for 
mapping the coordinated 
approach to the restriction 
of free movement in 
response to the COVID-19 
pandemic in the EU/EEA 

Monitoring and 
analysis. 

https://www.ecdc.europa.eu/en/publications-
data/indicators-maps-support-council-recommendation. 
[306] 

[306] 

 

Historical data on the 
COVID-19 daily number 
of cases and deaths by 
country, worldwide 

Monitoring and 
analysis. 

https://www.ecdc.europa.eu/en/publications-
data/download-todays-data-geographic-distribution-
COVID-19-cases-worldwide. [307] 

[307] 

Kaggle.com Daily information on the 
number of COVID-19 

Monitoring and 
analysis. 

https://www.kaggle.com/sudalairajkumar/novel-corona-
virus-2019-dataset [308] [308] 

677 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

affected areas across the 
globe 

World Health Organization 
Information on country 
reported public measures 
to curb COVID-19. 

Monitoring and 
analysis 

https://www.who.int/emergencies/diseases/novel-
coronavirus-2019/phsm. [309] [309] 

Johns Hopkins’ electronic 
medical record, Epic 

Information on the patients 
that have been confirmed 
or are suspected of having 
contracted COVID-19 

For retrospective 
analysis of COVID-
19 patient 
populations 

https://ictr.johnshopkins.edu/coronavirus/jh-crown/ [310] [310] 

National Patient-Centered 
Clinical Research Network 

Data model tracking 
insights on patients 
infected with COVID-19 

For understanding 
and defining 
demographics 
infected with SARS-
CoV-2 

https://pcornet.org/news/pcornet-COVID-19-common-
data-model-launched-enabling-rapid-capture-of-
insights/[311] 

[311] 

Johns Hopkins COVID-19 
collaboration platform 

Publicizing protocols 
whose PIs are open to 
various levels of 
collaboration. 

Protocol 
collaboration.  https://covidcp.org/. [312] [312] 

National COVID Cohort 
Collaborative 

Building a centralized 
national data resource that 
the research community 
can use to study COVID-
19 and identify potential 
treatments as the pandemic 
continues to evolve. 

Rapid collection and 
analysis of clinical, 
laboratory, and 
diagnostic data from 
hospitals and health 
care plans 

https://ncats.nih.gov/n3c/about. [313] [313] 

4CE 
COVID-19 positive cases 
and new death rates by 
country, overtime 

For data analysis 
and interpretation 

https://covidclinical.net/plots/paper-01/release-2020-04-
11/dailycounts.html. [314] [314] 

4CE 
COVID-19 number of 
patients by country, by 
gender 

For data analysis 
and interpretation 

https://covidclinical.net/plots/paper-01/release-2020-04-
11/demographics.html [315] [315] 

4CE 
COVID-19 lab values 
corresponding to 14 
LOINC Codes 

For data analysis 
and interpretation 

https://covidclinical.net/plots/paper-01/release-2020-04-
11/labs.html [316] [316] 

4CE Comparison of data from 
CSSE JHU  

For data analysis 
and interpretation 

https://covidclinical.net/plots/paper-01/release-2020-04-
11/change.html. 
[317]  

[317] 

4CE Participating sites 
visualized on maps 

For data analysis 
and interpretation 

https://covidclinical.net/plots/paper-01/release-2020-04-
11/sites.html [318] [318] 

4CE 

Daily Count Data for 
International Electronic 
Health Record-Derived 
COVID-19 Clinical 
Course Profile 

For data analysis 
and interpretation 

https://figshare.com/articles/dataset/Daily_Count_Data_f
or_International_Electronic_Health_Record-
Derived_COVID-
19_Clinical_Course_Profile_The_4CE_Consortium/1215
2976/1. [319] 

[319] 

4CE 

Demographic data for 
International Electronic 
Health Record-Derived 
COVID-19 Clinical 
Course Profile.  

For data analysis 
and interpretation 

https://figshare.com/articles/dataset/Demographics_Data_
for_International_Electronic_Health_Record-
Derived_COVID-
19_Clinical_Course_Profile_The_4CE_Consortium/1215
2973/1 [320] 

[320] 

4CE 

Diagnosis data for 
International Electronic 
Health Record-Derived 
COVID-19 Clinical 
Course Profile. 

For data analysis 
and interpretation 

https://figshare.com/articles/dataset/Diagnosis_Data_for_
International_Electronic_Health_Record-
Derived_COVID-
19_Clinical_Course_Profile_The_4CE_Consortium/1215
2967 [321] 

[321] 

4CE 

Labs data for International 
Electronic Health Record-
Derived COVID-19 
Clinical Course Profile. 

For data analysis 
and interpretation 

https://figshare.com/articles/dataset/Labs_Data_for_Inter
national_Electronic_Health_Record-Derived_COVID-
19_Clinical_Course_Profile_The_4CE_Consortium/1215
2766 [322] 

[322] 

4CE 
Labs data for International 
Electronic Health Record-
Derived COVID-19 

For data analysis 
and interpretation 

https://figshare.com/articles/dataset/Healthcare_Systems/
12118911 [323] [323] 
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Clinical Course Profile. 

4CE Time series COVID-19 
confirmed cases 

For data analysis 
and interpretation 

https://github.com/CSSEGISandData/COVID-
19/blob/dcd4181613f512a6f75249fc77b63286aebe7271/c
sse_covid_19_data/csse_covid_19_time_series/time_seri
es_covid19_confirmed_global.csv [324] 

[324] 

Health and Retirement Study 2020 HRS COVID-19 
project 

For data analysis 
and interpretation 

https://hrsdata.isr.umich.edu/data-products/2020-hrs-
COVID-19-project. [325] [325] 

COVID-19 research database Electronic health records, 
claims, and consumer data. 

For data analysis 
and interpretation https://covid19researchdatabase.org/. [326] [326] 

COVID-19 Research Initiatives 
in the HRS International Network 

HRS COVID-19 Data on 
questionnaires, surveys, 
interviews, and state 
policies 

For data analysis 
and interpretation https://hrs.isr.umich.edu/data-products/COVID-19 [327] [327] 

Center for Disease Control and 
Prevention 

COVID-19 Case 
Surveillance Public Use 
Data with Geography 

For analysis and 
interpretation 

https://data.cdc.gov/Case-Surveillance/COVID-19-Case-
Surveillance-Public-Use-Data-with-Ge/n8mc-b4w4. 
[328] 

[328] 

Center for Disease Control and 
Prevention 

COVID-19 Case 
Surveillance Public Use 
Data 

For analysis and 
interpretation 

https://data.cdc.gov/Case-Surveillance/COVID-19-Case-
Surveillance-Public-Use-Data/vbim-akqf. [329] [329] 

Center for Disease Control and 
Prevention 

COVID-19 Case 
Surveillance Restricted 
Access Detailed Data 

For analysis and 
interpretation 

https://data.cdc.gov/Case-Surveillance/COVID-19-Case-
Surveillance-Restricted-Access-Detai/mbd7-r32t. [330]  [330] 

Center for Disease Control and 
Prevention 

COVID-19 Vaccine 
Distribution Allocations 
by Jurisdiction – Janssen 

For analysis and 
interpretation 

https://data.cdc.gov/Vaccinations/COVID-19-Vaccine-
Distribution-Allocations-by-Juris/w9zu-fywh [331] [331] 

Center for Disease Control and 
Prevention 

COVID-19 Vaccine 
Distribution Allocations 
by Jurisdiction - Pfizer 

For analysis and 
interpretation 

https://data.cdc.gov/Vaccinations/COVID-19-Vaccine-
Distribution-Allocations-by-Juris/saz5-9hgg [332] 

[332][33
3] 

Center for Disease Control and 
Prevention 

United States COVID-19 
Cases and Deaths by State 
over Time 

For analysis and 
interpretation 

https://data.cdc.gov/Case-Surveillance/United-States-
COVID-19-Cases-and-Deaths-by-State-o/9mfq-cb36 
[334] 

[334] 

Center for Disease Control and 
Prevention 

COVID-19 Vaccine 
Distribution Allocations 
by Jurisdiction – Moderna 

For analysis and 
interpretation 

https://data.cdc.gov/Vaccinations/COVID-19-Vaccine-
Distribution-Allocations-by-Juris/b7pe-5nws. [335]  

[335][33
6] 

Center for Disease Control and 
Prevention 

Provider Relief Fund 
COVID-19 Nursing Home 
Quality Incentive Program 

For analysis and 
interpretation 

https://data.cdc.gov/Administrative/Provider-Relief-
Fund-COVID-19-Nursing-Home-Quality/bfqg-cb6d 
[337] 

[337] 

Center for Disease Control and 
Prevention 

Indicators of Anxiety or 
Depression Based on 
Reported Frequency of 
Symptoms During Last 7 
Days 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Indicators-of-Anxiety-or-
Depression-Based-on-Repor/8pt5-q6wp [338] [338] 

Center for Disease Control and 
Prevention 

Mental Health Care in the 
Last 4 Weeks 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Mental-Health-Care-in-the-
Last-4-Weeks/yni7-er2q [339] 

[339][34
0] 

Center for Disease Control and 
Prevention 

Vaccine Hesitancy for 
COVID-19: County and 
local estimate 

For analysis and 
interpretation 

https://data.cdc.gov/Vaccinations/Vaccine-Hesitancy-for-
COVID-19-County-and-local-es/q9mh-h2tw. [341] [341] 

Center for Disease Control and 
Prevention 

Loss of Work Due to 
Illness from COVID-19 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Loss-of-Work-Due-to-Illness-
from-COVID-19/qgkx-mswu. [342] [342] 

Center for Disease Control and 
Prevention 

COVID-19 Vaccinations 
in the United States by 
Jurisdiction 

For analysis and 
interpretation 

https://data.cdc.gov/Vaccinations/COVID-19-
Vaccinations-in-the-United-States-Jurisdi/unsk-b7fc. 
[343]  

[343] 

Center for Disease Control and 
Prevention 

Provider Relief Fund & 
Accelerated and Advance 
Payments 

For analysis and 
interpretation 

https://data.cdc.gov/Administrative/Provider-Relief-
Fund-Accelerated-and-Advance-Payme/v2pi-w3up [344] [344] 

Center for Disease Control and 
Prevention 

Indicators of Reduced 
Access to Care Due to the 
Coronavirus Pandemic 
During Last 4 Weeks 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Indicators-of-Reduced-
Access-to-Care-Due-to-the-Co/xb3p-q62w. [345]  [345] 
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Center for Disease Control and 
Prevention 

Access and Use of 
Telemedicine During 
COVID-19 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Access-and-Use-of-
Telemedicine-During-COVID-19/8xy9-ubqz. [346] 

[346][34
7] 

Center for Disease Control and 
Prevention 

COVID-19 Vaccination 
Trends in the United 
States, National and 
Jurisdictional data 

For analysis and 
interpretation 

https://data.cdc.gov/Vaccinations/COVID-19-
Vaccination-Trends-in-the-United-States-N/rh2h-3yt2 
[348] 

[348] 

Center for Disease Control and 
Prevention 

Reduced Access to Care 
During COVID-19 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Reduced-Access-to-Care-
During-COVID-19/th9n-ghnr. [349] [349] 

Center for Disease Control and 
Prevention 

Telemedicine Use in the 
Last 4 Weeks 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Telemedicine-Use-in-the-
Last-4-Weeks/h7xa-837u [350] 

[350][35
1] 

Center for Disease Control and 
Prevention 

Provisional COVID-19 
Death Counts in the 
United States by County 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Provisional-COVID-19-
Death-Counts-in-the-United-St/kn79-hsxy [352] [352] 

Center for Disease Control and 
Prevention 

Provisional COVID-19 
Deaths: Focus on Ages 0-
18 Years 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Provisional-COVID-19-
Deaths-Focus-on-Ages-0-18-Yea/nr4s-juj3 [353] [353] 

Center for Disease Control and 
Prevention 

COVID-19 Vaccination 
and Case Trends by Age 
Group, United States 

For analysis and 
interpretation 

https://data.cdc.gov/Vaccinations/COVID-19-
Vaccination-and-Case-Trends-by-Age-Group-/gxj9-t96f. 
[354] 

[354] 

Center for Disease Control and 
Prevention 

Excess Deaths Associated 
with COVID-19 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Excess-Deaths-Associated-
with-COVID-19/xkkf-xrst [355] [355] 

Center for Disease Control and 
Prevention 

Indicators of Health 
Insurance Coverage at the 
Time of Interview 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Indicators-of-Health-
Insurance-Coverage-at-the-Tim/jb9g-gnvr. [356] 

[356][35
7] 

Center for Disease Control and 
Prevention 

Provisional COVID-19 
Death Counts by Week 
Ending Date and State 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Provisional-COVID-19-
Death-Counts-by-Week-Ending-D/r8kw-7aab [359] 

[358][35
9] 

Center for Disease Control and 
Prevention 

COVID-19 Vaccination 
Demographics in the 
United States, National 
data 

For analysis and 
interpretation 

https://data.cdc.gov/Vaccinations/COVID-19-
Vaccination-Demographics-in-the-United-St/km4m-vcsb 
[360] 

[360] 

Center for Disease Control and 
Prevention 

Nationwide Survey on 
Commercial Laboratory 
Seroprevalence  

For analysis and 
interpretation 

https://data.cdc.gov/Laboratory-Surveillance/Nationwide-
Commercial-Laboratory-Seroprevalence-Su/d2tw-32xv 
[361] 

[361] 

Center for Disease Control and 
Prevention 

Survey on COVID-19 
Hospital Data from the 
National Hospital Care  

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/COVID-19-Hospital-Data-
from-the-National-Hospital-/q3t8-zr7t [362] 

[362][36
3] 

Center for Disease Control and 
Prevention 

Provisional COVID-19 
Death Counts by Age in 
Years, 2020-2021 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Provisional-COVID-19-
Death-Counts-by-Age-in-Years-/3apk-4u4f [364] [364] 

Center for Disease Control and 
Prevention 

Long-term Care and 
COVID-19 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Long-term-Care-and-COVID-
19/3j26-kg6d [365] [365] 

Center for Disease Control and 
Prevention 

Provisional COVID-19 
Deaths by Place of Death 
and State 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Provisional-COVID-19-
Deaths-by-Place-of-Death-and-/uggs-hy5q. [366] [366] 

Center for Disease Control and 
Prevention 

Provisional COVID-19 
Deaths by Week and 
Urbanicity 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Provisional-COVID-19-
Deaths-by-Week-and-Urbanicity/hkhc-f7hg. [367] 

[367][36
8] 

Center for Disease Control and 
Prevention 

U.S. State and Territorial 
Stay-At-Home Orders: 
March 15, 2020 – August 
15, 2021 by County by 
Day 

For analysis and 
interpretation 

https://data.cdc.gov/Policy-Surveillance/U-S-State-and-
Territorial-Stay-At-Home-Orders-Marc/y2iy-8irm. [369] [369] 

Center for Disease Control and 
Prevention 

U.S. State and Territorial 
Public Mask Mandates 
from April 10, 2020 
through August 15, 2021 
by County by Day 

For analysis and 
interpretation 

https://data.cdc.gov/Policy-Surveillance/U-S-State-and-
Territorial-Public-Mask-Mandates-Fro/62d6-pm5i [370] 

[370][37
1] 

680 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Center for Disease Control and 
Prevention 

U.S. State, Territorial, and 
County Stay-At-Home 
Orders: March 15-May 5 
by County by Day 

For analysis and 
interpretation 

https://data.cdc.gov/Policy-Surveillance/U-S-State-
Territorial-and-County-Stay-At-Home-Orde/qz3x-mf9n. 
[372] 

[372] 

NCHS 
Provisional Death Counts 
for Influenza, Pneumonia, 
and COVID-19 

For analysis and 
interpretation 

https://data.cdc.gov/NCHS/Provisional-Death-Counts-
for-Influenza-Pneumonia-a/ynw2-4viq. [373] 

[373][37
4] 

European COVID-19 data 
platform 

Three data hubs reporting 
SARS-CoV-2, COVID-19, 
and Federated European 
Genome-phenome 

For data exploration, 
analysis, and 
interpretation.  

https://www.covid19dataportal.org/the-european-
COVID-19-data-platform [375] [375] 

Open Safely 
Computational resources 
and open access data to 
address COVID-19 

For data exploration, 
analysis, and 
interpretation.  

 
https://datascience.nih.gov/COVID-19-open-access-
resources [376] 

[376] 

ImmPort Shared Data 

Research data available to 
the public and mostly 
scientific community to 
improve research work 
around COVID-19 

For data exploration, 
analysis, and 
interpretation.  

https://www.immport.org/shared/search?filters=study_2_
condition_or_disease.condition_preferred:COVID-
19%20-%20DOID:0080600&utm_source=COVID-
19&utm_medium=banner&utm_campaign=COVID-19 
[377] 

[377] 

World Health Organization 
Global COVID-19 
situation for confirmed 
cases.  

For data exploration, 
analysis, and 
interpretation.  

https://covid19.who.int/. [378] [378] 

World meter 

Global COVID-19 cases 
including confirmed cases, 
deaths, active cases, and 
closed cases.  

For data exploration, 
analysis, and 
interpretation.  

https://www.worldometers.info/coronavirus/ [379] [379] 

The World Bank COVID-19 household 
monitoring dashboard.  

For data exploration, 
analysis, and 
interpretation.  

https://www.worldbank.org/en/data/interactive/2020/11/1
1/COVID-19-high-frequency-monitoring-dashboard 
[380] 

[380] 

The World Bank Group 

COVID-19 business pulse 
survey dashboard that 
contains data on the socio-
economic impacts of 
COVID-19 in 76 selected 
countries.  

For data exploration, 
analysis, and 
interpretation.  

https://www.worldbank.org/en/data/interactive/2021/01/1
9/COVID-19-business-pulse-survey-dashboard. [381] 

[381][38
2] 

The World Bank Group 
Guidance to World Bank 
Group vendors on 
COVID-19. 

For data exploration, 
analysis, and 
interpretation.  

https://www.worldbank.org/en/about/corporate-
procurement/announcements/guidance_on_COVID-19 
[383] 

[383] 

The World Bank Group 
Harmonized COVID-19 
household monitoring 
survey 

For data exploration, 
analysis, and 
interpretation.  

https://datacatalog.worldbank.org/search/dataset/0037769
/Harmonized-COVID-19-Household-Monitoring-
Surveys. [384] 

[384] 

Centers for Disease Control and 
Prevention 

Effectiveness of COVID-
19 vaccines 

For data exploration, 
analysis, and 
interpretation.  

https://www.cdc.gov/coronavirus/2019-
ncov/vaccines/effectiveness.html. [385] [385] 

Centers for Disease Control and 
Prevention 

COVID-19 integrated 
country view 

For data exploration, 
analysis, and 
interpretation.  

https://covid.cdc.gov/covid-data-tracker/#county-view. 
[386] [386] 

Centers for Disease Control and 
Prevention 

Forecasting cases and 
deaths COVID-19 in the 
United Sates 

For data exploration, 
analysis, and 
interpretation.  

https://covid.cdc.gov/covid-data-
tracker/#forecasting_weeklydeaths. [387] [387] 

Centers for Disease Control and 
Prevention 

COVID-19 vaccinations in 
the U.S 

For data exploration, 
analysis, and 
interpretation.  

https://covid.cdc.gov/covid-data-
tracker/#vaccinations_vacc-total-admin-rate-total [388] [388] 

Centers for Disease Control and 
Prevention 

Country-level 
vulnerability index in the 
United States 

For data exploration, 
analysis, and 
interpretation.  

https://covid.cdc.gov/covid-data-tracker/#pandemic-
vulnerability-index [389] [389] 

Centers for Disease Control and 
Prevention 

COVID-19 community 
profile report 

For data exploration, 
analysis, and 
interpretation.  

https://healthdata.gov/Health/COVID-19-Community-
Profile-Report/gqxm-d9w9 [390] [390] 
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II. CONCLUSION 
The summary tables (Tables I and II) present the 

technological resources and datasets used in tackling covid-19. 
Most of the data collected with COVID-19 related to 
hospitalizations, vaccinations, government response measures, 
deaths, confirmed reported cases, as well as restrictions and 
policies are used in aiding the pandemic. The R resources 
have mainly been used to develop Shiny apps and dashboards. 
Java, Kotlin, and Perl resources have been used in developing 
Android and iOS applications for contact tracing, disease 
surveillance, fast diagnostics, and notifying users 
anonymously if they have had any contact with someone who 
has been infected with COVID-19 via low-power bluetooth 
technology [28][31][32][51][52][69][129]. Based on the 
benefits of utilizing these resources, continued research and 
application of technological resources are highly 
recommendable [70]. 
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Abstract—The patient is now better connected with other 
patients just like the consumer is now better connected with 
other consumers in particular through the growing adoption of 
social media and online peer to peer communities. These 
relationships which become collaborative have either positive or 
indeed negative consequences that may either endorse or have 
implications for a firm’s products [32]. The aim of this research 
was to gain an understanding of the impact social media has on 
patient influence on healthcare provision especially in relation to 
information seeking and clinical product choice. It compares a 
group of patients who are predominantly online information 
seekers with a group who are predominantly offline information 
seekers. Bias will be eliminated by utilising probability sampling 
techniques in order to be able to perform statistical analysis on 
the results obtained. This study capitalises on having access to 
approximately 8000+ Direct to Patient consumers who are 
currently receiving devices for the management of their bladder 
problems. The intention of this research project is to gain an 
understanding of how two way online interactions have 
developed between patients with similar chronic medical 
conditions and how firms can use online social media to improve 
their relationship with patients. The key research question of this 
paper is: Have online social media tools affected demand for 
healthcare intermediation in patients, who experience chronic 
medical conditions and reflect a need to become better informed. 
The findings of this pre-Covid research were that, for patient 
groups that had chronic conditions, there was a positive 
relationship between time spent in developed peer to peer 
communities, are more trusting of online information and spend 
more time online. 

Keywords—Component; social media; healthcare; peer to peer 
networks; patient networks; pre-Covid 

I. INTRODUCTION 
The digital revolution through information technology has 

had an empowering influence on interactions between 
consumers (the end users) and consumers, and consumers and 
the marketplace. Social media has allowed instant reach to and 
sharing of information [14] and Social media penetration 
world-wide is continuously on the uptrend to move to over 3 
billion by 2021 (Statista.com) [34]. Social media interactions 
offer a medium to be used by patients with informational, 
emotional, and social support pertaining to their issues [42]. 
This can offer both valuable information and in some cases 
misleading information. Consumers, in this case patients, have 
an increasingly loud voice and identity as online social peer to 

peer groups form,9 members of those groups or communities 
interact with each other [29] and social networks have now 
become a major component of popular culture [4]. Users of 
member communities are potentially open to influences, 
especially from other members within these communities. To 
search for other patients (consumers) knowledge and 
experiences [1] remains a key driver in this context. 
Individuals who never meet face to face today develop an 
identity and presence within member communities spanning 
across the globe. Facebook allowed patients to follow health–
related pages. YouTube and Twitter are the next two widely 
used social media platforms. Patients are also able to partici-
pate in disease–specific group discussions [2] In a McKinsey 
survey (2011) involving 4261 respondents 67% of Healthcare 
companies use at least one social technology tool [16]. Now 
most businesses, social causes, political movements, public 
figures and governments’ attempt to harness the power of 
social network sites such as Facebook due to the level of 
exposure and influence it offers [4]. Thus the benefits of 
adopting social media for the firm are clear and it is proposed 
that the patient-provider relationship is enhanced across all 
age groups (Ybarra & Suman, 2008). One of the key 
challenges faced by firms, according to a 2012 McKinsey 
survey, is a lack of quality detailed customer data, for example 
consumer interests or attitudes [5]. This in turn means that 
marketing decisions have to be based on known or 
‘comfortable’ data such as internal sales data. This McKinsey 
survey concluded that less than 20% of marketing decisions 
are based on external quantitative and qualitative data such as 
consumer insights, these insights were described as difficult to 
obtain due to the fact that they are not readily available to the 
firm [5]. 

Information seeking is linked to decision making. Roxane 
Divol [28], in her article entitled ‘Demystifying Social Media’ 
describes the consumer decision journey as consisting of 5 
stages: ‘Consider, evaluate, purchase, experience then 
advocate’ [28]. This stage process has resemblances with the 
search, experience, and credence model that has been studied 
in on line shopping [11]. The author in [28] in her paper 
argues that it is much easier to interact with the consumer at 
each of the five decision making stages through social media, 
compared with a more traditional paid media marketing 
strategy. This means that a social media marketing strategy 
brings undoubted benefits such as access to the consumer at 
each stage of the decision making journey. However social 
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marketing is of course not without its risks. Online 
communities such as blogs and peer to peer user groups can 
campaign for unproven or untested treatments. One example is 
a new untested surgical treatment for Multiple Sclerosis being 
‘advocated’ by an online Canadian community group [10]. 
Today most clinicians take a positive view of the information 
found through online searches that patients bring to their 
clinics [36]. 

According to [38] ‘patients are acquiring more power in 
the health care supply chain and their preferences are 
influencing manufacturers, physicians and hospitals’ [36]. 
Therefore patients have influence over prescribed products 
they receive and have power over which products will appear 
on formularies in future. Online health information has now 
grown to become one of the most important information 
sources for people [17]. Pharmaceutical companies meanwhile 
provide product information that increases request rates [24]. 
Patients with chronic health conditions carry out regular 
searching for information relating to new treatments, 
nutritional advice and alternative therapies. Patients use both 
online communities and chat rooms. Today the adoption of 
online health information seeking behaviour is creating a more 
informed patient. This greater transparency of information 
does create issues. For instance, the large number of products 
potentially creates confusion amongst clinicians which in turn 
leads to examples of products being unnecessarily or 
inappropriately prescribed. A key tactic amongst newly 
formed Clinical Commissioning Groups is to develop what is 
known as a ‘formulary’, essentially this is a list limiting the 
prescription of products. These formularies limit the 
availability of some of these devices, based on criteria such as 
clinical or cost effectiveness. 

Key questions arise as to differences between online and 
offline health seeking behaviours and their implications for 
health care provision. If a proven difference exists between 
online and off-line information seeking behaviours, especially 
in the context of patients with long term chronic illnesses, then 
this would have significant implications for the understanding 
of consumer behaviour. It would either imply that the patient 
had already ‘decided’ before they consulted with a clinician or 
at least would suggest that there are external influences on 
choice of treatment that the patient receives from their 
clinician. A further thing to note is that there are many 
benefits to researching illness and chronic illnesses beyond 
that of metaphor [33]. 

The factors influencing peer to peer communities can be 
grouped into the following categories: 

Healthcare Professionals - Declining appointment times 
are typical; many patients are less satisfied with information 
and support obtained from clinicians [3]. Poor communication 
with physicians and the patient physician relationship may 
drive users to seek online channels for healthcare information 
[40]. Diffusing health information has a negative effect on 
frequency of health care/doctor visits [36]. 

Behavioural Factors - Online healthcare Information 
seeking behaviour is associated with healthier people [3]. 
Perceived poor health status positively affects both frequency 
and diversity of search for online health information [40]. 

Chronic disease sufferers whose condition worsens may look 
for health information online more often overtime and 
therefore have less doctor visits [36]. 

It is noteworthy that offline conversations also take place. 
A study that was conducted by [31] and discusses information 
seeking in women before visiting their GP and found that 
depending on whether these conversations were with ‘kin’ or 
‘friends’, a difference in frequency of GP visits was noted. 
Essentially the conversations taking place within kinship 
networks were more intense and resulted in increased GP 
consultations [31]. The translation of this research to the social 
media era could be indicative of differing behaviour amongst 
diverse social groups that transcends the technology. However 
it does not always follow that patients who have increased 
healthcare information needs will seek more doctor visits as 
highlighted by [36]. 

[25] suggested that the internet is a key influence in 
changing the balance of ‘power’ between healthcare 
professionals and the public. The patient is becoming more 
knowledgeable and involved in health care decision-making 
and this is contributing to the de-professionalising of medicine 
[25]. This professional practice has often related to 
knowledgeability or expertise. [3] Highlights paternalistic 
attitudes of some doctors and nurses and the fact that the 
internet has created a digital divide providing an opportunity 
for educated, wealthier people to seek alternative healthcare 
opinions [3]. In particular the use of social networking has 
also grown from 5% of all adults in 2005, to 50% of all adults 
by 2011 [43]. According to a health research Institute survey 
in 2012 one-third of consumers are now using social media for 
‘health related matters’; preferring community sites over 
sponsored sites [17]. This implies that patients do not 
necessarily have to be in poor health to be motivated enough 
to seek healthcare information. According to the [20] Survey, 
39% of consumers who have a broadband connection at home 
reported that they had used the internet in the last week for 
‘finding health information’, this figure has increased by 3% 
since 2011. Finding health information was highlighted as 
having the most marked increase since last year indicating a 
growing trend towards the use of the internet for this purpose 
[20]. Similarly according to the ‘Pew Internet and American 
Life Project’ research, 35% of Americans say that at one time 
or another they have gone online specifically to try to find out 
what medical condition they or someone else might have. 
People are increasingly using ‘ask a doctor’ sites, for example 
8% of internet users say they have in the last 12 months posted 
a health related question online [35]. This research adds 
further strength to the argument that the internet has 
increasingly become a compliment to formal healthcare 
information provision. However a consideration remains that 
is the law of e-healthcare attrition [6]. In addition some issues 
remain in relation to the authenticity verification by online 
health information seekers [8] in addition to the perceived 
credibility of the internet varied because expertise and 
trustworthiness were sometimes difficult to determine [12]. 
Additional consideration is that of the challenge to the 
authority of the expert causing a perceived deterioration in the 
physician-patient relationship [19]. 

689 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

This literature review captures two themes. First 
‘Increased healthcare information seeking behaviour will 
positively influence the patient’s healthcare choices’. Several 
authors have contributed to the idea that patients do have 
influence over their healthcare choices [13], [36] including 
compliance with the advice. The question arises as to whether 
online information seeking has the same influence on patients 
with chronic health conditions and furthermore how known 
demographic factors such as gender, age and health status are 
influencing this. 

The second theme captured by the literature review is ‘Are 
patients seeking healthcare information online becoming more 
demanding of their healthcare compared with patients seeking 
healthcare information offline?’ [10] discussed how social 
media messages can spread rapidly and influence demand. It is 
undetermined whether people seek more clinical appointments 
as a consequence [31], [36]. The other outcome of patients 
becoming more self efficacious is a possible reduction in 
reliance on expert intermediaries, and a consequent reduction 
in requests for healthcare appointments. A, dynamic 
Intermediation-Disintermediation-Apomediation (D.I.D.A) 
model has been proposed for this process [7]. The key 
question is whether online healthcare information searches are 
simply meeting a demand for personal understanding of the 
situation they are in, or if information seeking drives patients 
to seek more doctor appointments to obtain specific 
treatments. 

The following objectives have therefore been developed 
for this research. 

1) To find out which social networks most often used by 
patients with chronic health conditions. 

2)  To evaluate how patients with chronic health 
conditions utilise online healthcare information. 

3) To find out how healthcare companies can better 
engage with patients who live with chronic health conditions. 

4) To determine demographic differences in adoption of 
online social media tools used by patients with chronic health 
conditions. 

II. METHODOLOGY 
The patient population studied in this research project 

consists of a sample from 8000+ patients who have a chronic 
health condition. Approximately 11% of these patients are 
cared for by another individual, either their parent or spouse. 
A survey was conducted in 2013 as part of a Direct to Patient 
prescription service audit; this was a requirement by the 
Department of Health. The resulting patient demographic 
profile was obtained based on this survey; there were 258 
respondents. 

The survey indicates that nearly 2/3 of the patients are over 
65 years of age. One key factor that determines the degree of 
internet usage and adoption is age. This might suggest that 
these patients are relatively low social network users. One-
third of the patients in this survey were female, and according 
to [36] being female increases your likelihood for online 
seeking of health information. However [41] found that being 
middle aged was associated with increased internet use in the 

context of health care [41]. Taken together this research 
suggests that the population under study will have a good mix 
of online and off-line information seekers. 

The analysis that follows uses correlation coefficients to 
test the relationship between two variables [18]. These 
variables are either positively or negatively correlated and 
correlations can range in their strength from weak to strong. 
For this research project weak correlations are taken as below 
0.35 (positively or negatively) and correlations above 0.65 
(positive or negative) are taken as strong (see, for example, 
[18]. Correlation analysis explores the extent to which two 
variables are related to each other without assuming causality. 
The purpose of performing a correlation is to enable a 
prediction about one variable based on what is known about 
another variable; if two variables are strongly correlated then a 
prediction of the movement of one can be based on the other 
[18]. 

For this research project the chosen method will need to 
produce results that are highly replicable if an understanding 
is to be gained about a wider chronic long term patient 
population and their behaviours. To be able to make 
management decisions relating to the findings of this research 
a statistical approach will be needed [30]. Hence the 
quantitative approach will be chosen. The requirement for a 
large and relatively easy to reach sample frame further 
supports the quantitative approach; as the 8000+ patient 
database allows for a relatively large patient sample to be 
taken. Therefore the quantitative research method represents 
the most opportunistic and practicable method. For this 
research project the probability sampling method that will be 
chosen is systematic sampling because this is simpler to 
implement. From the database of 8000+ patients an initial 
sampling frame will be selected consisting of patients with 
chronic conditions only. This excludes short term patients and 
allows for a systematic sampling method to select a more 
manageable sample before conducting a survey. 

Focusing on a specific disease or condition can produce 
patients that are not representative of the population. This is 
because not everyone with a condition has consulted a doctor 
or specialist about their condition. This might be an important 
consideration in the context of this research project because 
patients who seek online or offline healthcare information 
before seeing the clinician may satisfy their information needs 
and therefore choose not to see the doctor or specialist. The 
sample here will only include chronic or long term patients 
that have consulted with a doctor or specialist thus introducing 
a degree of bias. Both time and cost constraints prohibit being 
able to sample patients who have not visited clinicians, as 
discussed already. 

III. ANALYSIS AND FINDINGS 
The 8000+ database was screened for respondents who 

were greater than 16 years old and who had ordered products 
recently meaning that they were current users. Each of the 
respondents was checked to ensure that they were long-term 
users by showing that their date of first registration, on the 
database, was greater than 12 months. This process produced a 
sampling frame containing 3,767 records. 
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Using a stratified sampling technique, where every 6th 
patient was selected, a sample of approximately 628 subjects 
was produced and then targeted with the questionnaire. One 
hundred and forty five questionnaires were completed with an 
additional 13 responses which were deemed incomplete. The 
overall response rate was 25%. 

The majority of the sample was from the 55+ age brackets 
with 25% aged between 55 and 64 and 52% aged 65+. Table I 
shows the percentage split of the research sample in 
comparison with the DOH sample. The gender split across 
each of the age bands was also fairly evenly split except for 
the 65+ age band which was male dominated, possibly 
reflecting disease specific demographic trends such as prostate 
related conditions in older males. 

There was some general hypothesis tested using 
correlation analysis and t Test for independent samples. 
regarding age, self-efficacy and time within this study. 

The following are the hypothesis, results and related 
discussion thereof. 

Hypothesis H1A: Age has a positive effect on health 
information seeking behaviour online 

This was tested against high seeking versus low seeking 
health information. The correlation analysis suggested that 
there was a negative correlation between age and health 
information seeking behaviour meaning that as age increased 
online information seeking decreased. The t-test performed in 
this analysis suggested that there was not a significant 
difference (p = 0.068) between those patients classified as 
high information seekers and those classified as low 
information seekers online. There was not enough evidence to 
reject the null hypothesis. As such this was a non-significant 
finding. 

According to [3] age, education and wealth were all 
associated with increased Internet use. Age was a key factor 
that discriminated between online and off-line information 
seekers [3]. The internet adoption rate for 65+ year old 
patients, the group most represented in this research sample, 
was twice the level found by the Office for National Statistics 
(20% vs 10%) [21]. This suggests that patients with chronic 
health conditions are more likely to use the internet compared 
to the general population. This did not seem to overcome the 
negative correlation with age. [31] described a measure of 
demand as an increase in clinical consultations. What 
therefore is a true measure of demand? The measure for 
demand must depend on what outcomes patients expect as a 
result of healthcare information seeking. This research project 
repeated [31] work with kinship (off-line) versus friendship 
networks being compared. However as the number of online 
general Internet users is so high in this research project (see 
Fig. 3) it is difficult to screen for ‘off-line only’ users. The 
‘Non Significant Finding’ therefore may not be a surprise. 
One of the limitations of this research project was that these 
patients had already received a diagnosis and treatment. This 
made measures for of demand for (increased GP 
consultations) difficult to draw from this cohort. 

Hypothesis H1B: Increased patient self-efficacy is 
associated with increased demand for healthcare. 

TABLE I. RESEARCH SAMPLE OF AGE SPLIT 

Age Split (yrs) Research sample DOH sample  

16-24 2% 2% 

25-34 4% 2% 

35-44 7% 3% 

45-54 9% 9% 

55-64 25% 20% 

65+ 52% 64% 

This was tested against high versus low demand for 
healthcare. According to the correlation analysis matrix 
reported self-efficacy was only linked to age, being negatively 
correlated (p = 0.397). This means that as patients get older 
their self-efficacy decreases. Whilst there was a good sample 
size here there was not enough evidence to reject the null 
hypothesis. The result was therefore not significant. 

The key issue with demand for health care is that 
increasing demand may lead to increase in self-efficacy and 
this means that patients are less likely to seek health care 
professional opinions [7]. The findings from this research 
project suggest that age is negatively correlated with self-
efficacy and online information searching; this implies that a 
younger age group are more likely to search online for health 
information and take charge of their own health care 
decisions. This research project concurs with the conclusion 
in. The author in [3] found in their study that age is negatively 
correlated with online health information seeking and self-
efficacy. 

The following hypothesis tests the reported relationship 
between time on line and demand for healthcare. 

Hypothesis: There is a positive relationship between time 
spent online and demand for healthcare. 

This was tested against patients either spending a low 
amount of time or a high amount of time. Time spent online 
and demand for health care was supported both by the 
correlation matrix analysis and by the t test (p = 0.011) (one 
tailed) that was conducted on this research sample. There was 
evidence to reject the null hypothesis. There was a positive 
correlation observed between time spent online and demand 
for health care. Hypothesis H1c also confirmed that there may 
be a causal link between time spent online and demand for 
healthcare. This was a significant finding at the 5% level. 

Section 2 Offline and online networks by type 

The following hypotheses were used to test the differences 
between use of two online and two offline forms of 
information seeking. The following diagram (Fig. 1) maps the 
two dimensions of on-line and off-line and the amount of 
active participation. It shows the four possible outcomes from 
the combination of these two dimensions. 

The following represents the hypothesis D, E, F, G, H, and 
I, the results and the related discussions. 

Hypothesis: Patients seeking healthcare information online 
are more demanding than patients seeking healthcare 
information offline. 
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Fig. 1. Offline and Online Networks by Type. 

Further exploring demand for healthcare when patients 
seek healthcare information online using the Chi squared test 
indicated that there is a statistically significant effect (Chi 
Squared Test Result: p = 0.023) on health care demand 
compared to patients seeking healthcare information offline. 
As already discussed the only correlation found with online 
healthcare information seeking through the correlation matrix 
analysis was with age where a negative correlation was noted. 
There was evidence to reject the null hypothesis. This was a 
significant finding. 

This is a significant result and concurs with the results 
obtained in previous studies [36], [13]. [36] found that 
searching for healthcare information online has a positive, 
relatively large and statistically significant effect on demand 
for healthcare and [13] found that online searches resulted in 
specific demands for cancer treatments. However this result 
does not rule out the possibility that patients who seek 
healthcare information offline are simply less interested in 
healthcare and those who utilise online methods are more 
interested. 

HypothesisH1 E: Increased healthcare information seeking 
behaviour within online peer to peer patient networks results 
in increased demand for healthcare, compared with offline 
‘Kinship’ based networks. 

The Chi squared test result confirmed that there was no 
significant difference between online peer to peer networks 
and offline kinship networks. From this result offline kinship 
and online peer-to-peer networks cannot be distinguished and 
have a similar effect on demand for healthcare (Chi Squared 
Test Result: p = 0.487). It is noteworthy that the balance 
between high and low demand was about equal whereas the 
split between high and low GP consultation rates in the 
research sample was 0.62:1 Overall there was not enough 
evidence to reject the null hypothesis. This was a Non-
significant finding. 

Hypothesis H1F: Patients taking part in offline ‘kinship’ 
based networks are more demanding than patients taking part 
in offline ‘friendship’ based networks. 

The correlation matrix analysis, discussed already, 
concluded that there was no correlation (p = 0.500) between 
the tested factors with demand for health care. There was no 
difference observed between off-line kinship and off-line 
friendship networks. This was a surprise as this test was a 
repeat of the research done by [31]. It can only be concluded 
that either the sample size was inadequate to show a 
statistically significant difference or there is an effect 
associated with long term chronic conditions which was not 
evident in the research conducted by [31] and her team. 
Overall there was not enough evidence to reject the null 
hypothesis. This was a Non-significant finding. 

HypothesisH1 G: Patients taking part in online peer to peer 
networks are more demanding than patients who don’t 
participate in online networks. 

The correlation matrix highlighted sharing and engaging 
online, in other words participating in peer to peer networks, 
as being positively correlated (Chi Squared Test Result: P 
value = 0.723) to online information seeking. However a more 
detailed Chi Squared test did not find a relationship. There 
was not enough evidence to reject the null hypothesis. This 
was a Non-significant finding. 

HypothesisH1 H: The use of non-participatory online 
networks results in greater demand for healthcare compared 
with offline friendship based networks. 

Chi Squared Test Result: P value = 0.909. The Chi squared 
test used to compare non-participatory online networks with 
off-line friendship based networks showed that there was not a 
statistically significant difference between these two network 
types. This may be an expected result if there was no ‘internet 
effect’ on demand for healthcare when comparing two similar 
networks whether they be online or offline. A better 
understanding of the ‘internet effect’ can be gained by 
contrasting this result with hypothesis H1E which similarly 
attempted to measure whether there was an ‘internet effect’ or 
whether there was a ‘social network effect’ on demand for 
healthcare. There was not enough evidence to reject the null 
hypothesis. This was a Non-significant finding. 

Hypothesis H1 I: The use of social media tools increases 
demand for specific treatments compared to offline networks. 

The Chi squared test was used to establish whether social 
media tools increase demand for specific treatments. A 
comparison was made between two cohorts; one that adopted 
social media tools and one that did not. Whilst there was no 
significant difference found (Chi Squared Test Result: P value 
= 0.894), it could be seen that the cohort that adopted online 
tools within this research project was small for both high and 
low demand (n = 10 and n = 11 respectively). There was not 
enough evidence to reject the null hypothesis. This was a Non-
significant finding. 

H1H 

1, Online 
Peer to Peer 
(Active Participation) 

2, Online General 
Internet Users 

3, Offline Kinship 
Networks 

4, Offline 
Friendship 
Networks 

H1D 
H1G 

H1E 

H1F 
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Demand for specific treatments as a result of using social 
media tools represents a significant opportunity for 
commercial companies. The author in [13] highlighted that 
this was indeed the case for patients with colon cancer (S. W. 
Gray, et al., 2009). This research project specifically examined 
the demand effect for patients with chronic conditions - 
hypothesis H1Iabove. The measure for demand in this 
instance, GP consultations, was appropriate as patients who 
want specific treatments as a result of searching for 
information online would need to see their clinician. The null 
hypothesis was accepted. This implies that this patient group 
are not demanding specific treatments as a result of online 
searches. The author in [37] in his comparison of online with 
offline information seeking in older patients and suggests that 
healthcare decisions based on information obtained ‘offline’ 
are more probable in this patient group [37]. Unlike the colon 
cancer study [13], this patient group was older and perhaps 
seeking healthcare information offline is more appropriate. 
This research project explored offline kinship and friendship 
networks to see if there was a link between offline information 
searches and healthcare demand (Hypothesis H1D), however 
none was found for this research sample. It is therefore not 
possible to confirm either [13] or [37] research findings for 
patients with chronic conditions. This may be that the number 
of active participants in peer to peer networks in this survey 
was low as discussed in the limitations of this research. 

Discussion of findings 

Hypothesis H1D looked at online versus off-line 
information seeking and its effect on demand. Based on 
hypothesis H1D this research project supports the idea that 
utilising the internet compared to offline methods for seeking 
healthcare information does have a significant effect on 
demand for healthcare. The result from this research project 
suggests that some patients seek healthcare information online 
and in particular younger patients gain a degree of self-
efficacy which potentially results in these patients seeking 
more GP appointments. According to [26], “internet users are 
more likely to expect they could obtain reliable information 
about health conditions compared to non internet users” [26]. 
This result supports the case for a higher degree of motivation 
amongst online information seekers to seek healthcare 
information and then do something with that information, for 
example seeking a clinician appointment. This confirms the 
results obtained by [36] in that searching for healthcare 
information online has a positive, relatively large and 
statistically significant effect on demand for healthcare [36]. 

Taking Hypothesis H1Eas a non-significant result; implies 
that kinship and online peer-to-peer patient communities have 
no significant difference in the way they act in the context of 
demand for healthcare. The results from hypothesis H1E, non-
significant result, when combined with Hypothesis H1E infers 
that there is no ‘social network affect’ on demand for 
healthcare, whether that be peer-to-peer or kinship based. 

Hypothesis H1E was intended to repeat of the work done 
by [31]. However in comparing the kinship and the friendship 
networks this hypothesis did not show a statistically 
significant (off-line) effect. 

This again raises the question as to the validity of demand 
as measured by GP consultation rates. Another explanation is 
that perhaps patients seeking information online in this 
research project simply want to explore their current acute 
condition, a condition that is unrelated to their underlying 
chronic condition. Overall, however, this research project 
found no evidence to support peer-to-peer or kinship based 
influence on demand for healthcare. This concurs with a 
review [9] which failed to find robust evidence for the benefits 
of virtual communities about health outcomes [9]. 

The remaining tests covered by hypotheses H1F, H1G, and 
H1H resulted in non-significant results. Therefore it is not 
possible to accept any difference in these methods of 
information seeking. In particular it is not possible to find a 
difference between the use of peer to peer networks and 
general internet searches in increasing demand for health 
services. This lack of significance is a challenge to the 
development of the use of peer to peer sites in this context. 
The following test therefore investigates the demand for 
specific treatments in the use of social media. 

The table (Table II) highlights the summary outcomes of 
the correlation analysis. What follows is a detailed discussion 
on the results. 

Results for Research Objective 1: 

To find out which social networks most often used by 
patients with chronic health conditions. 

TABLE II. SUMMARY RESPONSE FROM THE CORRELATION ANALYSIS 

Factor Correlation 
Pearson’s 
Correlation 
Coefficient  

Strength of 
Correlation  

Sig. 
(p value) 

Age  

Self-Efficacy -0.437 Moderate P = 
0.014* 

Online 
Information 
Seeking 

-0.414 Moderate P = 
0.021* 

Online 
Info 
Seeking  

Time Spent 
Online 0.386 Moderate P = 

0.032* 

Sharing 
Health 
Information 
Online 

0.404 Moderate P = 
0.024* 

Engaging 
With Others 
Online 

0.371 Moderate P = 
0.041* 

Offline 
Info 
Seeking  

Sharing 
Health 
Information 
Online 

-0.556 Moderate/Strong P = 
0.001** 

Engaging 
With Others 
Online 

-0.523 Moderate P = 
0.002* 

Sharing 
Health 
Info 
Online 

Offline Social 
Networks -0.367 Moderate/Weak P = 

0.043* 

Engaging 
With 
Others 
Online 

Offline Social 
Networks -0.404 Moderate P = 

0.024* 
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From the research sample the respondents could be 
attributed to each of four categories that are online P2P users, 
Online general users, Offline Kinship, Offline friendship 
networks and Offline social networks were easy to identify. 
However it was difficult to establish whether respondents 
using ‘offline’ networks ever used the internet for health 
purposes. Some patients inevitably do and this is reflected by 
a large ‘online general users’ group. 

Referring to section 2.4 and the D.I.D.A. model it was 
noted that patients who were empowered, ie had a high degree 
of self-efficacy, may demand more healthcare. According to 
the D.I.D.A. model if the patient has a positive experience 
with ‘apomediation’ websites, their knowledge or self-efficacy 
will increase and the patient will feel more empowered. 
Consequently their reliance on clinical experts will decrease. 
Table III highlights websites that respondents in this research 
project described as ‘favourites’ and therefore have the 
potential to act as apomediary websites. Of note is that this 
research uncovered that very few patients (just over 5%) said 
they regularly visited a ‘favourite’ health website. 

Apomediary websites are used to enable patients to 
become both more self efficacious and autonomous meaning 
that they depend less on clinicians, known as intermediaries in 
the Eysenbach’s D.I.D.A. model [7]. The principals of the 
D.I.D.A. model mean that clinicians today are gatekeepers to 
treatment whereas previously they were also gatekeepers for 
information. This information is now being made available 
online. As internet adoption increases and healthcare 
information seeking becomes more prevalent so then does the 
empowering force of the internet on the demand for specific 
treatments. 

Summary Response: Evidence to support adoption of both 
online and offline networks, however scanty evidence to 
support adoption of favourite or ‘apomediary’ websites. 

TABLE III. LIST OF ‘APOMEDIARY’ WEBSITES 

Website Description Number 
Cited 

(http://www.apparelyzed.com) Spinal cord injury 
patient website 2 

(http://hsionline.com) The Health Science 
Institute 1 

(http://www.dbh.nhs.uk/patient
-information-leaflets/) 

NHS patient 
information leaflets 4 

http://www.mssociety.org.uk Multiple Sclerosis 
Society 3 

https://www.gov.uk/governmen
t/organisations/department-of-
health 

The Department of 
Health 1 

http://www.ms-
uk.org/newpathways 

Multiple Sclerosis 
online magazine 1 

http://www.nhsdirect.nhs.uk NHS health 
information 1 

http://www.shinecharity.org.uk 
Spina Bifida and 
hydrocephalus 
support charity 

1 

Total  8 

Results for Research Objective 2: 

To evaluate how patients with chronic health conditions 
utilise online healthcare information. 

It was concluded from hypothesis H1F and H1G that 
patients who spend significant time on the internet experience 
an increase in demand for healthcare. Seeking information 
online made patients more demanding than patients who seek 
healthcare information offline. This objective, however, seeks 
to understand how patients with chronic health conditions use 
online healthcare information; i.e. does it lead to specific 
requests for treatment or is it used to comment on other 
patients’ health situation? 

Fig. 2, highlights the extent patients with chronic 
conditions seek healthcare information online and offline. In 
this research project there was a 60:40 spilt between online 
and offline information seekers in favour of online 
information seekers. 

Patients with chronic conditions, approximately 19%, view 
other patients’ experiences through online communities, and 
approximately half of this group will either share their own 
health experience or comment on others health experiences 
through these communities. See Fig. 3: 

Disclosure of new treatments, such as a possible cure for 
multiple sclerosis, can drive popularity of social media; it 
follows that like-minded consumers come together and 
potentially influence other patients through viral marketing 
[10]. [4] found that social networking provides ‘social 
incentives’ meaning that there is a motivation for patients 
partaking in the sharing of information and engaging with 
others online [4]. 

Summary Response: A relatively small but significant 
proportion of patients view, share and engage online with 
other patients though patient led communities. 

Objective 3 

To find out how healthcare companies can better engage 
with patients who live with chronic health conditions. 

 
Fig. 2. Online and Offline Information Split by Level. 
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Fig. 3. Viewing, Sharing and Engaging Online. 

Companies operating in health care could influence 
consumer behaviour in several ways based on the findings 
within this research project. Patients or consumers are 
potentially most open to influence if they are high internet 
users, or prefer to take part in peer to peer interactions online 
with other like-minded patients rather than sharing their 
symptoms within offline kinship based networks. It is known 
from this research that patients who use online search methods 
demand more healthcare than patients who adopt offline 
methods. It is also known that the more time a patient spends 
online the more demanding the patient becomes. Patient 
forums are popular with some patients and indeed these 
forums or communities encourage patients to spend more time 
online. Whilst this research project failed to show a correlation 
with peer to peer networks and demand for healthcare; a 
relationship between time spent online and P2P network usage 
was shown to exist, see Table IV. 

Patients using P2P communities spend more time online. 
This may be a consequence, albeit not proven in this research 
project, that patients who use these networks may be more 
demanding of healthcare as a result of the time spent online. If 
healthcare companies encourage patients to utilise P2P 
communities via their own websites then this may encourage 
increased time spent online and consequently encourage an 
increase in demand for healthcare e.g. demanding specific 
treatments. 

TABLE IV. PEER TO PEER USAGE ACCORDING TO TIME SPENT ONLINE 

Actual 
Result  

P2P 
non 
user 

P2P 
User  Total Exp. 

Result  

P2P 
non 
user 

P2P 
User  Total 

Time 
Spent 
Online 
= 
High 

11 9 20 

Time 
Spent 
Online 
= 
High 

16 4 20 

Time 
Spent 
online 
= low 

101 18 119 

Time 
Spent 
online 
= low 

96 23 119 

Total 112 27 139 Total 112 27 139 
Chi Squared Test Result: P value = 0.0018* 

* significant at 1% level 

Summary Response: Evidence to support the link between 
P2P network usage and time spent online but insufficient 
causal evidence to support P2P network usage and increase 
demand for healthcare. 

Objective 4 

To determine demographic differences in adoption of 
online social media tools used by patients with chronic health 
conditions. 

TABLE V. GENDER SPECIFIC INTERNET ADOPTION RATES 

Gender High Internet 
Adoption (n)  

Low Internet 
Adoption (n) 

Percentage High 
Adoption  

Female 12 43 22% 

Male  19 68 22% 

Total 31 111 22% 

The table (Table V) highlights the fact that there were no 
gender differences in internet adoption rates in this research 
sample. The author in [15] found that females were more 
likely to use the internet for health related information than 
males and were more likely to belong to patient support 
groups [15]. This effect was not observed in this research 
project, possibly a reflection of the smaller size of the female 
segment. 

TABLE VI. GENDER SPECIFIC SELF EFFICACY I.E SEEKING DISEASE AND 
TREATMENT INFORMATION 

Statistical 
Comparis
on 

Variabl
e 

Compar
ison 

Sampl
e Size 

Mea
n 

Vari
ance 

P value 
one tailed 

t Test 
independen
t samples 

Gender 
& Self 
Efficac
y 

Female n = 55 3.51 0.82 
p = 0.063 

Male n = 87 3.10 1.26 

This table (Table VI) illustrates gender specific differences 
in self-efficacy, known to be a key factor in demanding more 
healthcare information and potentially asking the GP for 
specific treatments. Statistically there are no gender specific 
effects for self-efficacy. 

Summary Response: There was evidence to support 
increased internet adoption rates according to defined age 
bands, indicating that being unwell increases likelihood of 
internet use compared to the general population. There were 
no gender differences noted. 

Research Question 

Have online social media tools affected demand for 
healthcare in patients who experience chronic medical 
conditions? 

This research project provides evidence to support the idea 
that searching for healthcare information and spending more 
time online has positive effects on demand for healthcare 
amongst patients who live with chronic medical conditions. 
Patients who have chronic conditions spend more time online 
than the general population. Patients who take part in online 
peer to peer communities are more trusting of healthcare 
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information obtained in an online setting. There was a causal 
link between time spent online and Peer to Peer network 
adoption. Spending time online was shown to have a positive 
effect on demand for healthcare. This research project also 
highlighted that younger patients are likely to become more 
self-efficacious and this potentially translates into a greater 
autonomy relating to their healthcare treatment decisions. In 
future these younger patients will age and replace the older 
generations with their social networking preferences. These 
patients will spend increasing time on peer to peer 
communities and as a consequence their demand for 
healthcare in general for treatments specifically will increase. 
The patients of the future will therefore depend less on their 
doctor for healthcare or product information and see the 
doctor as simply a gatekeeper for accessing treatments. The 
doctors of the future will experience patients who are more 
demanding, not necessarily for health information but for 
specific treatments. 

TABLE VII. OVERVIEW OF HYPOTHESIS, TEST TYPE, P VALUES AND 
OUTCOME 

Hyp Detail Statistical 
Comparison P value 

Null 
Hypothesis 
Accepted or 
Rejected 

H1A 

Age has a positive 
effect on health 
information seeking 
behaviour online 

t Test 
independent 
samples  

p = 0.068 Accepted 

H1B 

Increased patient 
Self Efficacy is 
associated with 
increased demand 
for healthcare 

Linear 
Regression  p = 0.397 Accepted 

H1C 

Patients taking part 
in increased 
healthcare 
information seeking 
behaviour within 
online peer to peer 
patient networks 
seek more GP 
consultations 
compared with 
patients using 
offline ‘Kinship’ 
based networks 

Chi Squared 
Test p = 0.487 Accepted 

H1D 

Patients taking part 
in offline ‘kinship’ 
based networks are 
more demanding 
than patients taking 
part in offline 
‘friendship’ based 
networks 

Chi Squared 
Test p = 0.500 Accepted 

H1E 

Patients taking part 
in online peer to 
peer networks are 
more demanding 
than patients who 
don’t participate in 
online networks 

Chi Squared 
Test p = 0.728 Accepted 

H1F 

There is a positive 
relationship 
between time spent 
online and demand 
for Healthcare 

t Test 
independent 
samples 

p = 
0.011* Rejected 

H1G 

Patients seeking 
healthcare 
information online 
are more 
demanding than 
patients seeking 
healthcare 
information offline 

Chi Squared 
Test 

p = 
0.023* Rejected 

H1H 

The use of non-
participatory online 
networks results in 
greater demand for 
healthcare 
compared with 
offline friendship 
based networks 

Chi Squared 
Test p = 0.909 Accepted 

H1I 

The use of social 
media tools 
increases demand 
for specific 
treatments 
compared to offline 
networks 

Chi Squared 
Test p = 0.894 Accepted 

* significance at 5% level 

The table (Table VII) highlights the hypotheses tested, the 
test, result and the outcome pertaining to the acceptance or 
rejection of the hypotheses. 

IV. LIMITATIONS OF RESEARCH 
The sample targeted represented patients that all had 

chronic long term conditions. This was identified by them 
being on treatment for a significant length of time; 
unfortunately this also meant that these patients were not 
recently started on treatment. Therefore the possibility exists 
that these patients might have referred to health conditions 
that were not related to their primary diagnosis when 
completing this questionnaire. This could have affected their 
interpretation of the questions which would have a negative 
effect on the validity of the results obtained. 

The literature clearly suggested that there were differences 
in demand noticed as a result of the use of social media tools. 
However there remains the possibility that patients may 
perceive to have their demand for healthcare satisfied through 
their online search for healthcare information. Thus resulting; 
however, in a decrease in essential GP consultation, a key 
outcome of demand. However there is a significant likelihood 
that misinformation and mis-diagnosis can result in further 
complications due to the reduction of GP consultations. 

For companies in healthcare that currently have no social 
media policy, any patients registered on the company’s Direct 
To Patient service, would find very limited information on 
products through social media. In contrast other manufacturers 
in the healthcare sector that do have a social media policy may 
be at an advantage. Potentially this creates a bias in so much 
that patients who are familiar with social media tools may 
‘prefer’ products from manufacturers who have a social media 
policy. This introduces a potential bias in this study whereby 
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the testing of patients from other healthcare Direct To Patient 
Services with social media provision was not undertaken. 

V. CONCLUSION 
1) The changing doctor-patient relationship: From this 

research paper the link between age and sharing and engaging 
online was unproven. Age was however negatively correlated 
with online information seeking behaviour and self-efficacy. 
This implies that the younger patient is taking more control of 
their health and seeking more information online, a trend that 
is likely to increase as these young patients become old 
patients. 

2) The patient as the new decision maker: More than ever 
before it is possible to listen to the consumers’ voice through 
either producer or community led communities and acting on 
their feedback. Involving the patient in the product or 
healthcare decision making process serves to not only add 
value but can improve healthcare outcomes especially patient 
compliance. In an attempt to overcome poor compliance it has 
been suggested that patient involvement through the 
concordance model would achieve greater self-efficacy [39]. 
A concordance between the expert and the patient requires the 
mutual adoption of the treatment regime. This mutuality often 
requires a positive efficacious embrace of the adopted 
solution. The consequence of this is that patients often are 
now much more demanding of their healthcare professional; 
appointment times are however increasing due to Covid and 
demands upon healthcare professionals are ever more 
stretched meaning that the burden of responsibility for patient 
knowledge and healthcare choices falls increasingly upon the 
patient [3]. The key here being that the patient can contribute 
more, regarding symptoms that can better inform the GP to 
enable more accurate diagnosis. As already discussed self-
efficacy is negatively correlated with age but was not shown 
to be related to demand for healthcare in this research project. 
The issue of measuring demand was discussed and a further 
understanding of outcomes expected as a result of online 
searches is needed. 

3) A model for seeking Health information: Eysenbach’s 
D.I.D.A. model explored the idea of relying on apomediaries 
[7]. These may be specific ‘one stop shop’ websites or peer to 
peer networks. It was apparent from this research project that 
patients taking part in patient peer to peer communities either 
online or offline were no more demanding in terms of GP 
consultation requests. There was no ‘network effect’ observed 
offline which contradicted [31] work. It can be concluded that 
modern day healthcare information seekers behave differently 
to the kinship of friendship networks observed by [31]. 

4) Healthcare information seeking increases demand for 
health care: Spending more time online, from this research 
project, was shown to have a positive effect on demand for 
healthcare. It was also demonstrated that patients seeking 
healthcare information online were more demanding than 
patients who seek healthcare information offline, meaning that 
patients who spend time online and seek healthcare 

information are likely to seek more GP consultations. 
However whilst these patients are consulting more with their 
GP they are not, according to this research, demanding 
specific treatments. 

Recommendations 
Concerning the patient population in this study; patients 

who experience ongoing changes in their treatments as a result 
of their condition (e.g. MS patients - whose condition evolves 
over time) may have been a better group of respondents to 
judge the effectiveness of social media and its influence. 
Given the difficulties in determining demand for healthcare 
inherent in this research project, a re-examination of the 
research philosophy is suggested. The chosen philosophy was 
positivism as this emphasised the value of predicting 
outcomes of the research so that these variables might be 
controlled in future. According to [36] at the root of the 
positivist research philosophy is the law of cause and effect 
[36]. 

Examples of cause and effect in this research project are: 

1) Social networks ‘cause’ an increase in healthcare 
information seeking behaviour - the ‘effect’ 

2) Age ‘causes’ increase in healthcare information 
seeking behaviour - the ‘effect’ 

3) Spending time online ‘causes’ an increase in demand 
for healthcare - the ‘effect’ 

Essentially, and as discussed previously, assumptions were 
made about what causes demand and what ‘demand’ is in the 
context of healthcare. Therefore a better way of determining 
the factors or ‘causes’ that are likely to predict the outcome, 
the ‘effect’ is needed. According to [36] greater organisational 
or online market complexity, with the online/offline 
environment, would lead towards an interpretivist approach 
[36]. Referring to interpretivism makes it necessary to conduct 
research in the online environment in order to understand what 
is going on among the markets ‘social actors’; people who 
play a part on the stage of online and offline information 
seeking. Building on the correlation analysis the demand for 
healthcare could be further explored using an interpretivist 
approach to better understand what patients with chronic 
conditions are looking for. 

This research project represents a snapshot in time of 
people’s current internet adoption rates. Therefore as age and 
usage of technology increases in future, the age correlation is 
expected to become less negative meaning that patients across 
all levels will have greater self-efficacy in their online 
searching behaviours. This means that the younger patient 
with a chronic condition will, if they stay with the company’s 
Healthcare’s DTP service, become the next older patient 
generation and as such be more accustomed to using online 
search tools. 

The author in [23] suggests that a stronger bond between 
producer led and customer (the patient) led community 
interactions will better enable both an understanding and 
adaption of the marketing message. The findings from this 
research project suggest that peer to peer communities are 
more trusting of online information and spend more time 
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online; typically these patient groups are patients with chronic 
conditions. These patient led communities represent an 
opportunity to augment the traditional direct marketing 
interface which represents a producer: customer interaction. 
This may take the form of directing patients to the company’s 
own website which may not contain traditional marketing or 
product related information but rather contains the resources 
required for the patient to begin to see the company website as 
a ‘one stop shop’ or favourite website, known as an 
apomediary website. This would provide the patient with the 
patient networks and information needed to help the patient 
form positive impressions of the website, and the company 
that produced it. Ultimately the patient will express a 
preference for the company’s products once they visit their 
GP. 

VI. FUTURE RESEARCH 
From this research project it is clear that more work would 

need to be done to corroborate the motivation patients have for 
seeking healthcare information online and how this translates 
into more demand for healthcare. Thus: 

Establishing the motives for healthcare information 
seeking through a qualitative analysis and structured 
interviews would prove insightful. 

Exploring the extent to which patients with chronic 
conditions depend on the internet and social media tools 
would also prove invaluable. 

This research project looked at patients who had already 
received their primary diagnosis. What happens to patients 
before that diagnosis? Is it possible that patients who were 
prolific internet users prior to receiving their initial diagnosis 
and once established on treatment their internet usage waned? 
This research project was unable to establish internet and 
social media tool usage prior to the patients receiving 
treatments. 

It is well known that an established friend on Facebook 
follows an ‘offline to online’ trend with people making friends 
offline first and then later adding them online [27]. Does the 
same ‘offline to online’ affect exist with patients who have 
long term conditions such as spinal cord injury? For example 
do these patients later connect online with other patients met 
‘offline’ within spinal cord units? 

According to [22] Social psychologists make a distinction 
between different attitude levels with the deepest being 
referred to as personality, followed by values then attitudes 
with the most superficial being referred to as opinions [22]; 
establishing the effect of the patients’ personality on social 
media usage, for example the degree of extroversion or 
introversion. Could this be a motivation to experiment with 
seeking online health information rather than utilizing 
established offline methods? Conversely introversion is 
associated with a greater dependence on Facebook for 
communicating with and establishing friends (Orr et al.,2009); 
could the same influence exist with patients with chronic 
conditions? 

It would be valuable to establish a long term view of how 
patients with chronic conditions use social media tools post 

Covid, particularly as this study was pre-Covid. This research 
project took a cross sectional view on social media adoption. 
A longitudinal study could follow the patient’s use of social 
media tools from before diagnosis to a time period where the 
patient was established in terms of both their condition and 
treatment. This would give invaluable insights into the 
patient’s use of social media tools. 

This research project only looked at patients with long 
term conditions; it would also be helpful to consider patients 
with short term acute conditions to establish differences in 
motivations for seeking healthcare information and support. 

An underlying tenet of this study was that use of social 
media tools affects demand for healthcare. It was assumed that 
demand could only be in the form of seeking clinician 
appointments or specifically asking for treatments. Additional 
needs affecting demand may also exist particularly with 
patients using peer to peer networks. 
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Abstract—The increasing critical dependencies on Internet-
of-Things (IoT) have raised security concerns; its application on 
the critical infrastructures (CIs) for power generation has come 
under massive cyber-attack over the years. Prior research efforts 
to understand cybersecurity from Cyber Situational Awareness 
(CSA) perspective fail to critically consider the various Cyber 
Situational Awareness (CSA) security vulnerabilities from a 
human behavioural perspective in line with the CI. This study 
evaluates CSA elements to predict cyber-attacks in the power 
generation sector. Data for this research article was collected 
from IPPs using the survey method. The analysis method was 
employed through Partial Least Squares Structural Equation 
Modeling (PLS-SEM) to assess the proposed model. The results 
revealed negative effects on people and cyber-attack, but 
significant in predicting cyber-attacks. The study also indicated 
that information handling is significant and positively influences 
cyber-attack. The study also reveals no mediation effect between 
the association of People and Attack and Information and 
Attack. It could result from an effective cyber security control 
implemented by the IPPs. Finally, the study also shows no sign of 
network infrastructure cyber-attack predictions. The reasons 
could be because managers of IPPs had adequate access policies 
and security measures in place. 

Keywords—Internet of things; cyber situational awareness; 
critical infrastructures; power generation; cyber-attack; cyber 
security; human behavioural and independent power producers 

I. INTRODUCTION 
The massive application of IoT on the electrical grid 

opened up a huge opportunity to utilize previously untapped 
processing power to offload custom applications directly to 
other devices. These transformations are not achievable 
without experiencing some form of security vulnerabilities on 
the grid ([1], [2]), even though deploying these business 
applications on the grid will increase the overall robustness of 
the grid and reduce communication overhead. A recent attack 
in 2016 on the Ukrainian power grid was an advanced form 
of hacking the CI by the Russians extending their intrusion 
to increase control using the “Crash Override”. A related 
attack occurred in March 2016, compromising the command-
and-control (C&C) system on the New York Dam with a 
cellular phone. The Stuxnet attack also created awareness of 
potential cyber threats on power generation companies[3], 
impacting the grid's reliability [4]. According to [5], various 

forms of cyber-attack concerning the grid are man-made 
manipulation. Raikuma, et al [6], have indicated the need to 
avoid such incidents due to the ripple effects of a power 
system shutdown. The growing investment of human capital 
and financial resources injected into CI protection shows the 
extent to which industry players and the research community 
understand CI challenges. The increased investment in the 
sector calls for the need to evaluate cyber situational 
awareness (CSA) from a human behaviour perspective since 
the critical infrastructure (CI) falls within a dynamic changing 
environment. CSA can assist in comprehensively investigating 
an approach to the ongoing debates relating to cyber security. 
Cyber awareness for cyber defence generally requires 
perception, understanding and projection. CSA creates room 
for predictions in line with an action sequence and effectively 
plans for new cyber-attacks trends. Hence, the need to identify 
activities of interest to maintain awareness of a new paradigm 
in cyber defence. According to Franke and Brynielsson [7], 
CSA is comparable to insider informants leaking information 
on an imminent attack. Prior studies had also revealed a range 
of cyber incidents stemming from minor employee mistakes, 
misinformation on controls, and highly coordinated, well-
planned attack on the critical infrastructure ([1], [8]–[10]). 
Johnson and Banfield [11] revealed that current cybersecurity 
defences cannot match the sophistication of embedded 
technologies attacks capabilities. Hence, the need to evaluate 
cyber situational awareness (CSA) from human behaviours 
perspective to predict, detect, and prevent cyber-attack 
vulnerabilities in a dynamic power generation environment. 
The concept of cyber situational awareness can be situated 
based on the insight of individual abilities to distinguish and 
assess current and future effects in terms of how situations 
evolve from an attacker's perspective to understand and 
restrict cyber vulnerabilities [12]. Prior research has made an 
immense contribution in applying various technologies to 
support critical cyber incidents. Yet, today's cybersecurity 
challenges in the power generation sector are increasing and 
becoming more sophisticated and alarming than we think in 
the power sector ([5], [13], [14]). The introduction of 
intelligent information technology equipment such as the 
Internet of things (IoT) devices and other industrial control 
systems (ICS) enabled the power generation grid to become 
more effective and intelligent ([3], [15], [16]). Fig. 1 depicts a 
visual overview of a possible cyber-attack on the generation 
and distribution section of the power grid. 
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Fig. 1. Smart Grid Perspective in Ghana Source: Authors’ Construction 

(2021). 

Based on the above discussion, this current study seeks to 
establish how CSA elements (Network, Information and 
People) influence cyber-attacks in the power generation 
environment in perspective. Digital trust links people, data, 
and networks [17]. The specific objectives of this study are 
therefore to: 

1) Evaluate how staff perceives potential cyber threats in 
their working environment. 

2) Evaluate information vulnerabilities and how they 
influence cyber Attack. 

3) Assess how cyber situational awareness network 
vulnerabilities contribute to cyber Attack. 

II. LITERATURE REVIEW 

A. Theoretical Review 
Endsley [18] gave three (3) levels of indication to assist in 

forming a mental model of having a more comprehensive 
view of an operational environment, as shown in Fig. 2. 

In our effort to evaluate cyber situational awareness from 
human behaviour in an IPPs environment, the authors consider 
the base of the variable in the conceptual framework in line 
with the considerations in Table I and Fig. 3. 

 
Fig. 2. A Model for Understanding Operational Situation by Endsley. 

TABLE I. SHOWS THE MAP OF AUTHORS CONSIDERATIONS AND ENDSLEY 

Focus Endsley Authors Considerations  

1 Security of individual 
systems  

Security from human behavioural in 
context interacting with the system of the 
IPPs 

2 Security of Centre’s  Security from the perspective of the IPPs 
Grid Network  

3 Security concerning 
incoming and outgoing  

protection from human behavioural in 
context when dealing with sensitive and 
confidential pieces of information of 
IPPs 

 
Fig. 3. A Proposed Conceptual Framework Source: Authors’ Construction 

(2021). 

The basis for each of the hypotheses used in this study is 
explained below. 

B. People 
In 2019 the Worldwide Threat Assessment by the U.S. 

indicated that hackers, hacktivists, and insiders pose 
significant cyber threats to the grid. According to [19], a 
variation of threat actors pose substantial cybersecurity threats 
to the electric grid; these actors support grid operations. 
Ramamurthy and Jain [16] also indicated the difficulty in 
managing the workforce transformation, which is likely to be 
the most worrying complication of IoT implementations. 
Cyberattacks at varying levels of criticality on nations 
businesses and organizations with an internet presence 
primarily contribute to human-centric activities [20]. Some 
persons may work as a team to make decisions and carry out 
actions [18]. In the work of [21], i working nternal employees 
on the grid due to untrained employees or unhappy employees 
who have hatefulness for other consumers or the service 
providers also contribute , therefore,  to cyber-attack activities
seeking to evaluate the vulnerabilities. These factors are 
considered based on social networking, operating procedure 
maintenance, and security-related issues, such as user 
elicitation of information on cyber threats on CI networks, 
person-to-person interactions challenges concerning user 
control, and whether or not users strictly adhere to cyber 
security protocols. Based on the preceding, we propose the 
following hypothesis. 

(H1): Operational staff's cyber security vulnerabilities 
positively influence cyber-attacks. 

(H1.1): Vulnerabilities from operational staff effect of 
network activities positively influence cyber attacks. 

C. Information 
In conceptualizing cyber situational awareness, there is the 

need to stress the practical concept that conveys security-

People  

Cyber 
Attack 

Network  

Cyber 
Situational 
Awareness 

Informatio
n 
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relevant information that supports the decision-making 
process [7]. In context, we refer to the logical data flow 
between network nodes, such as the IoT devices and other 
intermediary devices, which mandate is to temporarily collect 
and transmit some form of data emanating from CI activities. 
A recent report [19] indicated that a critical protection 
assessment action required to address cybersecurity risks 
facing the electric grid is Data security and Information 
protection processes and procedures. Due to power generation 
system vulnerabilities to cyberattacks against practical state 
estimation, Zhang [22] develops a comprehensive situational 
awareness framework for distribution system information on 
monitoring and controlling state estimation components, 
cyber-attack detection information, fault location, and voltage 
control information. Frequently, receiving devices generate 
information obtained from different devices sources and 
determine its reliability. Nonconformities between the 
essential information and possible vulnerabilities areas in the 
grid can be recognized from emerging information's nature 
[23]. The constructs objective is to evaluate vulnerabilities and 
their ramifications on the grid. 

• The authors measured how individuals apply cyber 
security controls when dealing with sensitive and 
confidential information. 

• Whether they had ever experienced information 
leakages or sensitive information received from the 
grid comes with inaccuracies. 

• If there are restrictions on remote access and finally to 
enquire if there had been pieces of evidence of frequent 
misleading information been to receive on their 
systems. 

(H2): The Information handling from operational staff 
positively influences cyber-attack. 

(H2.1): The effect of network activities on information 
handling influences the cyber Attack. 

D. Network 
The communication network and the electrical grid play a 

significant role in generating and transmitting power to either 
a sub-station or a customer. Hence, identifying various 
network vulnerabilities impact assessments will provide 
knowledge of future impact projection. Prior studies have 
discussed different techniques to improve cyber situational 
awareness [7], [24], [25], mainly for analyzing the trends in 
network traffic. With the evolution of grid networks, there are 
increasing security threats due to the expanding volume 
of data transmitted on the grid. Some of these specific cyber 
incidents on the grid network, as indicated by ([26]–[28]) in 
their recent study. Because Cyber situation awareness 
empowers cybersecurity experts to detect and fully understand 
and anticipate incoming threats, however, our thorough review 
of the literature revealed no previous studies on how the 
human behavioural concept can apply in this context. To 
assess cyber situational awareness of the grid network 
vulnerabilities and how these vulnerabilities can influence 
cyber-attacks. Per these constructs, our goal is to evaluate 

vulnerabilities and their implications for the grid. Concerning 
the measurement of network vulnerabilities from a human 
behavioural perspective, authors seek to: 

• Enquire whether or not individuals can access the grid 
network with their devices. 

• Find evidence of unauthorized persons accessing the 
grid network remotely. 

• Find the frequency of change of network access 
policies. 

• Enquire if there is evidence of unauthorized IT staff 
accessing the network remotely. 

• Finally, enquire if users can access social media 
applications on the network. 

H3. Negative human behavioural activities on the network 
positively influence cyber-attacks. 

E. Cyber Situational Awareness 
The military is where situational awareness first appears. 

Situational awareness aims to identify events, causes, 
consequences, and future projections [18]. It also considers the 
status and attributes of elements by assessing the present 
situation and predicting future outcomes based on previous 
understanding and acquaintance [29]. It becomes possible 
through the acquisition of data, conception, and synthesis to 
enable decision-makers to resolve problems with the massive 
deployment of IoT devices in the power generation sector; for 
data, acquisition to continuously monitor various sub-systems 
of the entire power generation system Infrastructure. 
Therefore, Cyber Situation Awareness (CSA) extends 
Situation Awareness (SA) to the power generation cyber 
domain. Hence, we can access fist hand information and seek 
indications from an attacker’s perspective, estimate the 
impact, to anticipate their actions. Research has carefully 
refined cyber situational awareness predominantly in the CI 
([22], [30], [31]). However, a careful study of the literature did 
not reveal any prior studies investigating how the Cyber 
Situation Awareness elements (people, information, and 
networks) concept can apply in human behaviours from IPPs 
operational environment. Because according to Michael, et al 
[32], CSA is the degree to which individuals within a team 
possess the CSA required in carrying out their responsibilities. 
We believe cyber vulnerabilities could occur due to various 
duties discharged by the operational staff of IPPs hence, 
evaluating human behaviours in the power generation sector. 
These vulnerabilities can occur in any of the layers; physical 
layer, information layer, and the human layers in the CI [33]. 
Also see Appendix. 

F. Cyber-Attack 
Cyber-attack issues relating to the smart grid and its 

impact on the IPPs are increasingly problematic and 
threatening to a developed and developing economy. In terms 
of business and human privacy and even national security, the 
current grid Infrastructure uncertainties manifest due to the 
power generation sector's Internet of things (IoT). Its cyber 
security issues have become a significant subject of debate 
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globally. Krishnan, et al [34] indicate evidence of price cap 
and bid price manipulation and subsequent Attack on the 
generation unit. Memories of a cyber attack in New York in 
March 2016 affected the Dam control system with a cellular 
modem. Such attacks can lead to incapacitating the practical 
function of the electric grid in line with communication 
between systems or equipment on the grid network ([8], [15], 
[35]). It can also harm the effective grid functioning ([1], [36], 
[37]). Recent studies in the area reveal various cyber-attacks 
such as False data injection attacks ([27], [38], [39]), Denial-
of-service attacks  identified by ([40], [41]), Distributed 
Denial of Service attack indicated by [42], Man-in-the-middle 
attack [6], Malware Attack by ([43], [44]), State Estimation 
attack [45], and Price manipulation and Misrepresentation of 
values attack[1] Coordinated ([10], [43]), etc. 

G. Related Work 
The new paradigm of human-centric warfare on 

cybersecurity is wealth looking into because insider threats 
can be disruptive and equally malicious as an attack from 
outside an organization [20]. Cyber situational awareness 
gives insight into understanding an impending phenomenon 
[46]. Since many sectors in the economy are primarily 
dependent on Critical infrastructures (CI) [11], where 
information is sent and received for processing to predict 
possible future threats and adequately plan the power 
generation environment. According to Nekha and Dorosh 
[23], the critical aspect of cyber situational awareness can 
timely deal with an emerging threat model. Hence, critically 
examine elements such as people, information, and networks 
in the context of cyber situational awareness within the 
operational environment of the independent power producers 
(IPPs) in perspective. The growing adoption of high IoT 
devices connected to the Internet and the use of the global 
positioning system to harmonize grid operations contributes to 
grid vulnerabilities [19]. Current studies in the sectors focus 
on the cyber-physical aspect of the grid; [47] examine the 
multi-stage attacks using WannaCry ransomware. The study 
of [48] accesses the vulnerability with the local power trading. 
Sharafeev et al [1] develop an algorithm to monitor electrical 
power systems (EPS) cyber-attacks. A framework for 
assessing critical infrastructure in an attack was created by 
Akhtar, et al [49]. Sarangan, et al [50] Analyzed cyber-attacks 
of the power grid in considering the ill-effects of increasing 
renewable penetration [39]. Develop a systematic two-stage 
approach for detecting false data injection (FDI). Roy and 
Debbarma [27] also Proposed a cyber-attack detection and 
mitigation platform which uses forecasted data. Raikuma, et al 
[6] also demonstrate the impact of the man-in-the-middle 
attack, which exploits vulnerabilities in the Generic Object-
Oriented Substation Event (GOOSE). Prior related research 
work was sort of giving indications of lack of effort to explore 
vulnerabilities from Human Behavioral perspective 
particularly, in the power generation sector. Hence our current 
study seeks to critically evaluate and access the cyber 
vulnerabilities within the IPPs using cyber situational 
awareness. 

Based on the above reviews, we propose five (5) 
hypotheses, as follows: 

 
Fig. 4. Conceptual Framework. 

Based on the above research hypotheses, the influence of 
cyber situational awareness on People, Information, and 
Network cyberattacks is present in Fig. 4. 

III. RESEARCH DESIGN AND METHODOLOGY 
A. Research Design 

The approach of our current study is purely quantitative. 
We sort to use this approach because it involves an empirical 
investigation of the social phenomena of Cyber Attacks from 
Human Behavioral in the context of the IPPs. Therefore, the 
employs quantitative data using the survey method to collect 
and gather the information required for the analysis. 

B. Data Collection 
Questionnaires were administered purposively to a sample 

of selected units of the IPPs staff who are directly involved in 
the organization's day-to-day grid operations from March to 
May 2021. We sort to use questionnaire because of anonymity 
among respondents and its low-cost implication. The 
questionnaire consists of four (4) parts: Demographic factor, 
People, Information, and Network. The questionnaire design is 
founded on [51] conceptual framework using a Likert scale 
from (One)1 for strongly disagree to (Five) 5 for strongly 
agree. 

C. Population and Sampling Procedures 
The population studied is GRIDco and five (5) IPPs in 

Ghana that is actively operating with GRIDco in the power 
generation sector to assess Cyber Attacks on the electrical grid 
from human behaviour in context. Our estimated sample 
frame is 300, based on the various units within the IPPs: 
Supervisory Control and Data Acquisition (SCADA) Unit, 
Telecommunication Unit, and the Management Information 
Systems (MIS). The sampling method employed was 
probability sampling (random sampling). Choice of employees 
was at random within the various IPPs units selected to answer 
the questions 

D. Sample Size Calculation 
Our Sample size is calculated based on Yamane 1967 

formula with 95 per cent confidence level plus or minus 5 per 
cent confidence intervals using the formula n = 
N/1+N(e)2 where n= is the sample size N =is the population, 
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and e= is the error margin. Although a sample size of 171 is 
obtained per our calculation from the estimated population of 
300. Meanwhile, the Actual sample size used for the analysis 
is based on the number of respondents, which is (238) was 
used for the study because, with most research, a large sample 
size gives more reliable results than smaller samples. 

IV. ANALYSIS AND RESULTS 
The PLS-SEM approach seeks to support evaluating 

patterns of causality of target constructs in the structural 
model. It also provides more detailed statistical associations 
supporting variables included in a model. Authors’ 
employees’ PLS-SEM in the study since it allows relatively 
more minor samples than other statistical software like Amos 
and Lisrel. PLS-SEM does not enforce stringent assumptions 
on data distribution [52]. 238 is the valid responses received, 
which forms the basis of data analysis; 86.1% were males, 
while 13.9% were from females (see Table 2) on demographic 
of respondents. Using the two-step approach to evaluating 
structural equation models as suggested by [53], we began 
examining the measurement model to assess the instrument's 
reliability and validity. We then looked at the structural model 
based on the hypotheses proposed in this study. 

A. Measurement Model 
Following our measurement model assessment, we 

identified four(4) items (AK2, C5, C6, and C15) is removed 
from the study as a result of their low loadings, which is less 
than 0.600as recommended by ([54], [55]). In assessing the 
reliability of the constructs for our measurement Models, we 
used Cronbach’s alpha and composite reliability measures to 
test the model's internal consistency. Hence Cronbach’s alpha 
and composite reliability for each construct are adequate, as 
indicated in Table III. Composite reliability should be higher 
than 0.6 and 0.70 ([56]–[58]). With indicator factor loadings 
surpassing 0.5, Nunnally [58] and Hair, et al [59] 
recommended that the Average Variance Extracted for each 
variable should exceed 0.5 [56] to assess convergent validity 
[59]. Indications of convergent instrument validity are present 

in Table III. Hence, convergent validity is suitable since the 
AVE values exceed 0.500 [60]. We strictly adhere to the 
Fornell–Larcker criterion in reporting the discriminant 
validity, which posits that AVE for each latent construct 
should be higher than the construct’s highest squared 
correlation with any other latent construct [56]. 

Additionally, the loadings of each indicator should be 
greater than all its cross-loadings [53]. An inspection of 
indicator cross-loadings in Table III shows that all indicators 
load their highest on their respective construct. No Indicator 
loads higher on other constructs than on its intended construct. 
Evident in Table 4 shows that the square root of the AVEs for 
each construct is greater than the cross-correlation for 
different constructs. Based on these results is the established 
discriminant validity of the instrument. We also measured 
Discriminant validity using the Heterotrait-Monotrait Ratio of 
correlation(HTMT) criterion by [61], [62], see Table V below. 

TABLE II. DEMOGRAPHY OF RESPONDENTS 

ATTRIBUTE CATEGORIES PERCENTAGE 
(%) 

Gender Male 
Female 

86.1 
13.9 

Age 

18 -30 
31-40 
41-50 
51-60 
61+ 

0.8 
12.6 
19.7 
37.8 
29 

Education 

Diploma 
HND 
First degree 
Postgraduate degree  
Professional qualification 
Masters 
PhD 

- 
- 
23.1 
- 
35.7 
41.7 
- 

Years of experience 
 

1-5 
6-10 
11-15 
16-20 
21 and above 

1.7 
15.5 
32.8 
28.2 
21.8 

TABLE III. LOADINGS OF RELIABILITY AND VALIDITY RESULTS 

 ATTACK INFORMATION NETWORK PEOPLE CA CR AVE 
AK1 0.851 0.362 0.352 -0.287 0.875 0.921 0.797 
AK3 0.896 0.233 0.215 -0.509    
AK4 0.929 0.564 0.568 -0.454    
C1 -0.436 -0.033 -0.058 0.948 0.934 0.953 0.836 
C2 -0.466 -0.27 -0.259 0.894    
C3 -0.163 0.386 0.394 0.742    
C4 -0.447 -0.014 -0.013 0.938    
C7 0.394 0.908 0.849 -0.051 0.922 0.945 0.811 
C8 0.392 0.856 0.839 -0.17    
C9 0.413 0.919 0.827 -0.02    
C10 0.459 0.971 0.949 -0.103    
C11 0.417 0.872 0.909 -0.166 0.916 0.934 0.782 
C12 0.338 0.732 0.858 -0.081    
C13 0.422 0.91 0.887 -0.03    
C14 0.421 0.887 0.947 -0.076    
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TABLE IV. DISCRIMINANT VALIDITY USING FORNELL–LARCKER CRITERION 

 ATTACK INFORMATION NETWORK PEOPLE 
ATTACK 0.892    
INFORMATION 0.454 0.914   
NETWORK 0.446 0.949 0.901  
PEOPLE -0.475 -0.094 -0.097 0.885 

     
Notes: Construct correlations with the square root of AVE along the diagonals 

TABLE V. HETEROTRAIT-MONOTRAIT RATIO HTMT 

 ATTACK INFORMATION NETWORK PEOPLE 
ATTACK     
INFORMATION 0.477    
NETWORK 0.469 1.017   
PEOPLE 0.47 0.241 0.247  
     

B. Structural Model 
In this section, overall explanatory power, Amount of 

variance explained by the independent variables, the degree of 
strength of each path is assessed. To estimate path 
significance, we applied bootstrap. We also assess the quality 
of the structural model with the coefficient of determination 
(R2) and standardized root mean square residual (SRMR) ([63] 
[64]). Our structural model results are present in Fig. 5 and 
Table 6. Regarding our (H1), The result shows even though 
people have a negative influence in predicting cyber-attack 
plays a significant role for an attack to occur (β = -0.435; p 
=0.000). (H1.1) However, the mediation effect of network 
activities from people to attack does not have a negative 
relationship and plays no significant role in predicting cyber-
attack within the grid. (β = -0.008; p =0.643). (H2) our results 
reveal that information handling is significant and positively 
influences cyber-attack predictions within the grid. (β = 0.296; 
p=0.020). Meanwhile, (H2.1) information handling positively 
affects network activities within the grid and significantly 
influences cyber-attacks (β = -0.949; p =0.000). (H3) was 
found to have network activities positively affect predicting 
cyber-attack but not significant (β = 0.123; p =0.300). Hence 
in this study, we did not find support for H3 and H1.1, as 
indicated in table 6 below. According to [62], the predictive 
validity of variance is a criterion for determining a model's 
prediction accuracy. Hence the coefficient of determination 
(R2) is the output of regression value as variance proportion in 
endogenous variable predicted by exogenous variable. 

R2 values range from 0 to 1; A higher value is said to have a 
higher level of R2 of .75 is substantial, .50 is moderate, and 
.25 is considered as weak ([65], [66]). 

This study shows Attack (0.396, being Moderate) and 
Network with (0.901, substantial) value. In conclusion, the R2 
indicates a sufficient level of R2 (see Table VI) and Fig. 5. 

The authors performed analysis to assess the mediation 
role of the Network between People and Attack. The study 
results in (Table VII) reveal that the total effect of People on 
Attacks, even though negative is significant (H1.1: β = -0.436, 
p= 0.000). With the introduction of the mediator variable 
Network, the impact of People on Attack gives negative effect 
but significant (β = -0435, p=0.000). The indirect impact of 
people on Attacks through networks is insignificant (β = 
0.116, p=0.318), which indicates no mediations effect between 
the association of People and attacks. 

Finally, assessing the mediation role of the Network 
between Information and Attack. Our results in (Table VII) 
also show that the total effect of Information on Attacks has a 
positive impact and is significant (H2.1: β = 0.413, p=0.000). 
By introducing the mediator variable Network, the 
information effect on the Attack shows a positive impact and 
is significant (β = 0.296, p=0.022). The indirect implications 
of Information on Attacks through networks have a positive 
effect and are insignificant (β = -0.001, p= 0.768), which 
indicates no mediations effect between the association of 
Information and Attack. 

TABLE VI. PATH COEFFICIENTS AND THEIR SIGNIFICANCE 

Hypotheses  Path Standardized path coefficient  T Statistics  P Values Result 

H1 PEOPLE -> ATTACK -0.435 5.704 0.000 Supported 
H1.1 PEOPLE -> NETWORK -0.008 0.463 0.643 Not Supported 

H2 INFORMATION -> ATTACK 0.296 2.330 0.020 Supported 

H2.1 INFORMATION -> NETWORK 0.949 91.394 0.000 Supported 

H3 NETWORK -> ATTACK 0.123 1.037 0.300 Not Supported 

  R2    

 ATTACK 0.396    
 NETWORK 0.901    

Notes: SRMR= 0.155; ns-not significant. 
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TABLE VII. MEDIATION RESULTS 

  TOTAL EFFECT  DIRECT EFFECT    INDIRECT EFFECT 

 
PATH 
COEFFICIENT 

P- 
VALUE
S 

PATH 
COEFFICIENT 

P-
VALUE
S  

PATH 
COEFFICIENT 

P-
VALUE
S 

PEOPLE -> ATTACK -0.436 0.000 -0.435 0.000 PEOPLE -> NETWORK-> 
ATTACK 0.116 0.999 

INFORMATION -> 
ATTACK 0.413 0.000 0.296 0.022 INFORMATION -> NETWORK-

> ATTACK -0.001 0.296 

 
Fig. 5. PLS Results for Structural Model. 

C. Effect Size (f2) 
Effect size is a concept to measure how strong the 

relationship of an indicator or the effect of exogenous 
constructs to endogenous constructs is. It examines changes in 
R2 value when an exogenous construct is detached from the 
model. An effect size of.02 has a minor influence, a value 
of.15 has a medium effect, and a value of.35 has a significant 
impact. [66]. Hence the current study revealed four 
correlational effect sizes. C15 with a value of 0.018 as a small 
effect, AK2 and C6 also gave indications of values of 0.264 
and 0.543, respectively, having an effect size of the medium 
impact.C5 recorded the most significant effect sizes with the 
value of 0.617. 

V. IMPLICATIONS OF THE STUDY 
CSA aims to improve the quality of appropriateness of 

concerted decision-making concerning the protection of the 
electrical grid. Invalidating our hypothesis, although (H1) 
posited there is a negative effect of people in predicting cyber-
attack, it also plays a significant role for an attack to occur in 
the operational environment of the IPPs. Therefore, consider 

cyber security measures to ensure operational staff knows 
potential external cyber threats. Ensuring that the grid and its 
sub-systems are fully protected, prohibiting personal devices 
from accessing and transmitting information on the grid. 
Finally, steps must be taken to monitor users' grid activities 
strictly. Hypothesis (H1.1) indicates no mediation effect 
between the association of People and attacks. Explaining that, 
irrespective of users' activities such as personal devices, 
remote access to the network by I.T and Non-I.T staff can 
prevent an attack on the electrical grid network with the 
proper security controls. Frequent changes in network access 
security policies (H2) suggest that information handling is 
significant and positively influences cyber-attack. Therefore, 
lack of CSA from the perspective of information accessibility 
and distribution concerning cyber security controls will distort 
confidential and sensitive information; hence the need to 
ensure the information on the grid activities is well-
coordinated and accessible to only specific users within the 
operational environment. The mediation effect of H2.1 
indicates no mediations effect between the association of 
Information and Attack. Reasons could be due to an effective 
cyber security control is implemented by the IPPs. 
Information from the grid received with inaccuracies is 
attributed to frequent updates of security policies in the 
context of perspective network access. (H3) reveals no sign of 
cyber-attack predictions. It indicates that the grid 
infrastructure network managers have put adequate security 
measures. Such as frequent network access policies, hence 
irrespective of who performs activities on the network do not 
translate into any negative impact on the grid network. 

VI. CONCLUSION 
Over the years, the power generation and distribution 

sectors have seen an increase in the number of independent 
power producers in the electricity market. This sector of 
power generation has advanced its operations with the 
intervention of internet of things (IoT) technology and other 
electronic equipment making the entire grid network 
susceptible to attack [1], [67], [68]. From the literature 
perspective, very little is known about user behaviour 
concerning cyber vulnerabilities in the sector. Bradley [69] 
insider threats are the most expensive threats challenging to 
address threats to people, information, and technology in the 
business environment. In this regard, our research helps to 
improve the understanding of user behaviour in the context of 
Ghana’s electricity generation sector. From the context of 
cyber situational awareness (CSA), authors sort to (1) evaluate 
how the operational staff of IPPs perceive cyber 
vulnerabilities within their operational environment, 
(2) evaluate the information vulnerabilities that seeks to 
influence cyber-attack and finally (3) assess network 
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vulnerabilities that contribute to cyber-attack on the electrical 
grid. Our findings show that People's construct negatively 
predicts cyber-attack but plays a significant role in attacking 
the electrical grid. The authors also realized no mediation 
effect from people and attack network activities, probably 
because of constant security controls measures such as 
frequent update network access policies. Meanwhile, authors 
also realized that information handling is significant and 
positively influences cyber-attack, which calls for well-
coordinated cyber security controls on the grid activities in 
line with confidential and sensitive information in the 
operational environment of IPPs. In addition, there was no 
indication of mediations effect from network activities 
between the association of Information and Attack. Such 
development can be to adequate security measures being put 
in place to ensure information from the grid are received 
devoid of errors. Finally, managers of IPPs infrastructure 
networks seem to have suitable security measures concerning 
the network activities. Hence irrespective of the numerous 
activities on the network cannot easily translate into any 
negative cyber-attack impact on the grid network. 
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APPENDIX 1 
Instrument: Cyber Situational Awareness(Csa) 

SECTION A: DEMOGRAPHIC (Please tick appropriately) 

1) Please indicate your gender: 

Male [ ] 
Female [ ] 

2) Please indicate your age category: 

18 -30 [ ] 
31-40 [ ] 
41-50 [ ] 
51-60 [ ] 
61 [ ] 
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3) Please indicate your highest category: 

Diploma  [ ] 
HND  [ ] 
First degree [ ] 
Postgraduate degree [ ] 
Professional qualification [ ] 
Masters  [ ] 
PhD  [ ] 

4) Please indicate your years of experience on the job: 

1-5 [ ] 6-10 [ ] 11-15 [ ] 16-20 [ ] 21 and above [ ] 

SECTION B: Please tick appropriately 

Please tick the correct numeric response to each question 1= Strongly Disagree, 2=Disagree, 
3=Neutral, 4= Agree, 5= Strongly Agree 

 People  1 2 3 4 5 

C1 I am aware of potential cyber threats from external sources on our network      

C2 I am aware that our systems are well secured      

C3 I know my colleagues use their devices on our network      

C4 It is difficult to control other computer users on the network.       

C5 my colleagues and I always strictly follow our cyber security protocols       

 Information       

C6 We do not apply cyber security controls when interacting with confidential and sensitive information      

C7 We usually experience leakages of vital and sensitive information      

C8 I have access to data remotely without restriction       

C9 The Information sometimes receive from the grid comes with inaccuracies due to cyber Attack       

C10 We frequently receive misleading information from our systems       

 Network  1 2 3 4 5 

C11 I can access the network with my devices       

C12 I am aware staff can access social media applications on the network      

C13 I am aware unauthorized non-IT staff can access the network remotely.       

C14 I am aware unauthorized IT staff can access the network remotely.       

C15 Network access policies changes frequently       

 Attack  1 2 3 4 5 

AK1 There is the manipulation of other components on the grid by attackers      

AK2 Attackers take advantage of cyber vulnerabilities in the IoT devices       

AK3 We experience loss of generations capability disabling power generation network by attackers      

AK4 I have access to all systems resource      
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Abstract—The compressor system is caused by the surge, 
which is an instability occurrence in most gas-process and oil 
industries. These issues are solved by using a recycle valve that 
avoids the surge and provides higher mass flow in the 
compressor system. An advanced controller-based anti-surge 
control mechanism is a need in the compressor system to improve 
the stability and surge issues. In this manuscript, an efficient, 
Neural-network predictive controller (NNPC) based variable 
speed compressor recycle system is modeled with an anti-surge 
control mechanism. When the mass flow is deficient, the recycle 
system is introduced, acts as a safety system, and feeds the 
compressed gas back to the upstream system. The different 
controllers like Proportional Integral Derivative (PID) controller, 
Fuzzy logic controller (FLC), and Neuro-fuzzy controller (NFC) 
based anti-surge control mechanism are also used in Compressor 
recycle system to compare the stability and performance metrics 
with NNPC. The NNPC based compressor system provides a 
better operating position and dynamic response with less error 
than other controllers-based compressor systems. 

Keywords—Anti-surge; fuzzy logic controller (FLC); neuro-
fuzzy controller (NFC); compressors; neural-network 

I. INTRODUCTION 
The centrifugal Compressor is used in most industries like 

oil, aero-space, and gas-plant to increase pressure and oil 
production. The gas compressors are generally divided into 
four types: Axial-flow, centrifugal, rotary, and Reciprocating-
type. The rotary and Reciprocating-type compressors reduce 
the gas volume's occupancy and later apply the higher Pressure 
to discharge the gas. The axial and centrifugal compressors act 
as turbo-compressor with continuous flow [1-2]. The Axial 
compressors with rotating stall and surge are presented with 
theoretical and mathematical concepts by Greitzer et al. [3]. 
The non-dimensional parameter (B) factors define whether the 
Compressor is in surge or rotating stall conditions. If the 'B' 
factor is lower, then a rotating stall will occur, which causes 
the instabilities by reducing the mass flow by rising the 
Pressure. 

Similarly, a surge will occur with the mass flow and 
pressure oscillations if the' B' factor is higher. The spool 
dynamics are introduced in the 'B' parameter to improve the 
speed control [4]. The Full-range Surge and rotating-stall 
avoidance by Badmus et al. are presented in the compressor 
system. The model uses open-loop feed-forward and closed-
loop feedback control mechanisms in the throttle valve area to 
control the Pressure and mass flow. These control mechanisms 
are scheduled and use in rotating stall and surge avoidance [5]. 
The calculation of operating location between surge and the 
stable condition is necessary to avoid the surge in Compressor. 
To counteract the surge, the invariant coordinate system is 
introduced by changing molecular weight [6]. Gravdahl et al. 
present the drive-torque actuation system to regulate the active 
surge in the centrifugal Compressor. The active surge 
stabilization utilizing control law [7] causes the throttle line to 
appear left to the surge line. 

In contrast, the compressor system for active surge control 
is presented by bohagen et al. using drive torque as a control 
input. The desired operating point stabilization is achieved with 
static and dynamic feedback mechanisms [8]. The Fuzzy logic-
based surge control mechanism [9] is introduced for the 
Moore-Greitzer model with constant speed in the compressor 
system, stabilizing the different operating conditions and 
extending the stable line next to the surge line. The active surge 
control with variable speed mechanism [10] in centrifugal 
Compressor is designed to analyze the different performance 
metrics with better improvement than the Gravdahl et al. [1] 
work. The Contribution of the research work is organized as 
follows: 

• The complete variable speed-based Compressor system 
with a recycling loop is modeled to ensure higher mass 
flow and avoid the surge. 

• The Neural-network predictive controller (NNPC) 
based anti-surge control mechanism is modeled for the 
Compressor recycle system to improve stability and 
prevent active surges. 
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• The different controllers like PID controller, Fuzzy 
logic controller (FLC), and Neuro-fuzzy controller 
(NFC) are also modeled in anti-surge control 
mechanism to analyze the stability and performance 
comparison. 

In this manuscript, an efficient Compressor recycle system 
with an anti-surge control mechanism using NNPC is modeled 
and compared with other controllers to evaluate performance 
metrics. The manuscript is organized as follows: Section II 
explains the Compressor-based system's current works for 
different applications. The simple compressor system with 
mathematical expressions is described in Section III. The 
Compressor recycle system with an anti-surge control 
mechanism using other controllers is explained in Section IV. 
The results and discussion is carried out in Section V. 
Section VI concludes the overall work with performance 
improvement and also suggest the future scope. 

II. RELATED WORK 
This section analyzes the recent works on Compressor 

based systems for different application requirements. Budinis 
et al. [11-12] describe the Centrifugal compressor's control 
mechanism using a Model predictive controller (MPC), which 
can control the Compressor's Pressure during surge operation. 
The hot and cold recycle line is configured with an anti-surge 
control mechanism to analyze the performance metrics and 
power consumption. Cortinovis et al. [13-14] present the 
Linearize MPC-based centrifugal gas compressor system with 
an anti-surge and process control mechanism. These 
mechanisms are adopted in safe and electric-driven 
applications with improved surge 11% by maintaining distance 
and 50% reduction in process control time (settling). Sheng et 
al. [15] describe the Throttle and closed-coupled Valve (CCV) 
actuators based Compressor system for the instability control 
mechanism. The double actuators scheme is introduced to 
improve the control performance in CCV by tuning the B-
parameter in the Throttle valve. Gritli et al. [16] present the 
Electronic throttle valve (ETV) optimization using a genetic 
algorithm (GA) by tuning the PID-based Fuzzy factors. The 
GA with PID-based FLC provides better disturbance rejection 
and trajectory tracking points than other conventional ETV 
approaches. Azeem et al. [17] present the ETV with FLC based 
super-twisting-Sliding mode control (STSMC) scheme. The 
STSMC scheme improves the controller's dynamic 
performance in ETV without compromising the tracking 
accuracy and stability features. Saeed et al. [18] present the 
Hybrid electric vehicles (HEVs) speed control mechanism 
using different controllers. The state observer controller (OBC) 
and linear quadratic regulator (LQR) based scheme provide 
better dynamic control response than the conventional PID 
Controller scheme in HEV. 

The Neuro-Fuzzy controller (NFC) based Grid-connected 
gas turbine is modeled by Iqbal et al. [19] to improve the 
transient response and maintain stable operations. Liying et al. 
[20] present the non-linear compensation control mechanism 
using a PID controller for ETV to analyze the response time 
and performance. Zaibari et al. [21] explain the constant-speed-
based centrifugal Compressor using Tube-MPC to control the 
surge instability. The Adaptive fuzzy logic with MPC acts as 

an anti-surge controller to avoid the surge and improve the 
robustness against the mass flow and pressure-based 
disturbances. Khsheem et al. [22] present the Surge compressor 
system with an active control mechanism. The PID controller 
controls the surge line and provides the dynamic response to 
use in the control valve. Guan et al. [23] present the centrifugal 
compressor surge control mechanism. The work analyzes the 
variable –tip clearance mechanism is introduced to control the 
surge and analyzes the compressor performance. The Surge 
control with different speeds and also with different throttle 
opening sizes are analyzed with simulation results. Aribi et al. 
[24] present the Recycle compressor system for active surge 
control using a hybrid adaptive controller. The PID with auto 
tuning Fuzzy interface system (FIS) controls the operating 
points under the Surge line at different speeds. The artificial 
neural network (ANN) based Centrifugal compressor is 
modeled by Ebrahimi et al. [25] to predict operational 
parameters. 

III. COMPRESSOR MODEL 
The surge control and instabilities are the main issues in 

any of the axial and centrifugal compressors. In this work, 
variable-speed Centrifugal-based Compressor is discussed. The 
overview of the Compressor system is represented in Fig. 1. It 
mainly contains a Torque drive, Compressor with duct, 
Plenum, and Throttle valve. The Compressor model produces 
the mass and Pressure using torque drive and plenum units. 
The Throttle valve delivers the mass throttle value and 
feedback to the Plenum unit and Compressor mass flow. 

When the mass is applied to the Plenum unit, which 
produces the Pressure, it is represented in Equation (1). The 
momentum applied on the Compressor with duct produces the 
mass flow is described in Equation (2). The torque drive 
delivers the angular speed using the angular momentum feature 
represented in Equation (3). The work was initially presented 
by Gravdahl et al. [1], and it is extended by Fink et al. [2]. The 
Pressure, mass flow, and speed is represented in Equation (1-3) 
as follows: 
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Fig. 1. An Overview of the Compressor System. 
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The above Equations (1-3) uses few of the notations as 
follows: where ṁ is mass flow, Ṗp is Plenum Pressure, ω is 
Torque speed of the impeller, Vp is Plenum Volume, ap 
Plenum's speed of the gas, mt is Throttle's mass flow, A is the 
cross-sectional area of the duct, L is the length of the duct, P01 
is the Pressure (Ambient), ψc is Compressor Characteristic, J 
represents the moment of inertia of torque, τd is Torque drive, 
and τc is impeller blades torque. 

The predicting surge is possible using Equations (1-3) and 
is one-dimensional in centrifugal compressors. When 
Compressor is in the deep surge point, and the impeller blade's 
torque is represented in Equation (4) as follows: 

µωτ 2
2rmc =

              (4) 

The Compressor system is used to determine the pressure 
ratio using ψc. The compressor characteristic is expressed in 
Equation (5) as follows [1]: 
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The throttle mass flow is represented in Equation (6) as 
follows: 

))(tanh()())(tanh( 010101 PPPPAPPm pptpt −−−= ςς     (6) 

The above Equations (4-6) uses a few of the notations as 
follows: r1 is inducer radius, and r2 is impeller exit radius, µ is 
flow co-efficient, k is heat capacity ratio, T1 is inlet 
temperature, At is Orifice Opening area, and ζ is zeta (>>1). 
The Compressor characteristic provides the performance 
metrics of the Compressor using mass flow and Pressure. 
When the mass flow decreases, the Pressure will increase until 
its instability point, Then Surge or rotating stall problems arise 
in the compressor system. 

IV. COMPRESSOR WITH ANTI-SURGE CONTROL USING 
DIFFERENT CONTROLLERS 

The oscillations, stalls/surge, and lower pressure rises will 
always affect the centrifugal Compressor's performance. The 
operating point is always far away from the surge line (SL), 
which is the best option at low pressure and high mass flow 
conditions. But the efficiency of the Compressor always lacks 
in this region. So for better efficiency, the Pressure will rise at 
its highest, which is close to the SL. Surge avoidance is also 
known as an anti-surge control mechanism. Most commonly, 
the recycle valves are used to avoid the surge in industry 
applications. The Compressor Recycle system based Anti-
surge Control Mechanism using different Controllers is 
represented in Fig. 2. 

Using an anti-surge control mechanism, the Compressor 
recycle system contains a Suction unit, Compressor with duct, 
Torque drive unit, Plenum and recycle valve units. The feed 
flow mechanism is essential to analyze the compressor system 
performance if the feed flow value is high or too low, which 

affects the operating point and speed features in the compressor 
system. Suppose the pressure P1 value is too high in the 
suction unit, which fails to operate in the compressor system. 
The Suction unit with Pressure (P1), and Volume1 (V1), are 
part of the upstream piping operation. Similarly, The Plenum 
unit with Pressure (P2), and Volume2 (V2), are part of the 
downstream piping operation. The modeling of the Compressor 
recycle system is represented in Fig. 3. 

The amount of feed flow (mf) with mass applied on the 
Suction unit, which generates the Pressure (P1) and is 
represented in Equation (7). The mass flow is used on the 
Plenum unit, which produces the Pressure (P2) and is 
represented in Equation (8). The momentum applied to the 
Compressor creates the mass flow (m), described in Equation 
(9). The throttle mass flow of the compressor recycle system is 
represented in Equation (10) as follows: 
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The feed flow mechanism is dependent more on the type of 
Compressor used and is not constant while performing the 
simulation process. The feed flow (mf) operation is represented 
in Equation (11), and recycle flow (mr) operation is described 
in Equation (12) and are as follows: 

101 PPCm uff −=            (11) 

12 PPCrmr −=            (12) 

Cf and Cr are coefficients of Feed flow and recycle flow, 
respectively; P01u is upstream ambient Pressure. 

The Anti-Surge Control mechanism using PID Controller 
with different Controllers like Fuzzy logic controller (FLC), 
Neuro-fuzzy Controller (NFC), and Neutral network Predictive 
Controller (NNPC) are represented in Fig. 4. In this work, the 
PID controller is used as the industry standard and other 
controllers to analyze the anti-surge control operations. The 
Compressor system produces the mass flow (m) and 
compressor characteristic (ψc) outputs and inputs the anti-surge 
mechanism. The different controller's output (ascin) is input the 
recycle value unit. The Surge control line (SCL) is considered 
along with the surge line (SL), which is linear and horizontal to 
the surge margin. The compressor characteristic SCL with the 
mass flow is represented in Equation (13) as follows: 

jimmscl +=)(ψ            (13) 

712 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Torque Drive

Compressor

Duct

Plenum

P2, V2, T2

A mP2P1
mt

d

ω

cτ τ

Suction

P1, V1, T1mf

mr
Controller

Recycle Value  
Fig. 2. Compressor Recycle System based Anti-surge Control Mechanism in using different Controllers. 
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Fig. 3. Modeling of the Compressor Recycle System. 
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Fig. 4. Anti-Surge Control Mechanism using different Controllers. 

Where i and j are the coefficients for SCL, when the 
operating point (OP) is right to the SCL, the control 
mechanism is not activated. 

Only when the operating point (OP) is left to the SCL, the 
control mechanism is activated. The PID controller and other 
controllers (FLC/ NFC/NNPC) are used to getting the OP back 
to the right, with its controlling mechanism. To analyze the 
controlling mechanism, first, find the distance (di), as the 
difference (horizontal) between the SCL and OP, which is 
represented in Equation (14) as follows: 

)( cscli mmd ψ−=            (14) 

The OP is calculated using mass (m) and ψc. The Ψscl (m) 
is same as ψc, when Pressure rises and consider the inverse of 
Equation (13) to calculate the mscl (ψc), which is represented 
in Equation (15) as follows: 
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Use Equation (15) to calculate the distance value in 
Equation (14). The error value is calculated based on the 
horizontal distance using OP and SCL. When the distance 
value is +ve, the error value (Er) is set to zero, and no need to 
perform any controlling operation, and the OP is located to the 
right position of SCL. When the distance value is -ve, its +ve 
value is used to calculate the error value (Er) using controlling 
operation. The error value (Er) calculation is represented in 
Equation (16) as follows: 




−
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r d
E
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This error value (Er) is input to the PID controller and it is 
represented in Equation (17) as follows: 

dtEKEKO
t

rirppid ∫+=
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Where Kp and Ki are the proportional gain and integral 
gain of the PID controller, the PID Controller output (Opid) is 
used directly to control the flow percentage in recycling valve 
for the anti-surge control mechanism. To improve the anti-
surge control with OP, a different controlling mechanism is 
introduced. 

A. Fuzzy Logic Controller (FLC) 
The Fuzzy logic Controller (FLC) provides a better 

dynamic response than the conventional PID controllers and is 
used in most industrial control applications. The FLC mainly 
contains five blocks: the Compressor recycle system: 
Fuzzification, De-fuzzification, database (Knowledge base), 
Ruleset, and evaluation process. The Fuzzification converts 
absolute (crisp) data into Fuzzy (linguistic) data. The PID 
controller output is input to the fuzzification process as crisp 
data and produces the fuzzy data. These fuzzy data values are 
considered as Fuzzy-sets in FLC. The membership functions 
analyze these fuzzy sets and estimate whether they are low, 
high, or oversized. The evaluation process provides the 
decision to control and study the fuzzy rules stored in the rule 
base. The FLC process performance is analyzed by rule base. 
The de-fuzzification process converts back the Fuzzy data into 
crisp data. The Knowledge-based is used to store the 
membership functions of both the Fuzzification and de-
fuzzification processes. The evaluation of fuzzy rules is done 
by basic fuzzy sets with AND, OR, and NOT operations. The 
de-fuzzification output is the final FLC output and is processed 
in Compressor recycle system. The function of the Fuzzy logic 
process with the Compressor recycle system is represented in 
Fig. 5. 

The Mamdani Fuzzy interface system (FIS) is used to 
create the FLC. The two fuzzy variables are used in the FLC: 
one is PID output (Opid), and another is Change in PID output 
(COpid) = Opid (i) – Opid (i-1). Where i value is set to 1 to 3. 

The two Fuzzy inputs (Opid and COpid) and FLC output (Oflc) 
are normalized to the display range [0 to 0.6] using fuzzy set 
membership functions for the given universe of discourse. The 
Fuzzy Input and output use the triangular-shaped membership 
functions. The Three fuzzy variables are used as Opid and 
COpid, which includes Negative Big (NB), Zero (ZO), and 
Positive Big (PB). Human knowledge is used to create the 
decision logic for fuzzy rule sets. The Fuzzy rule set for 
Compressor recycle system is tabulated in Table I. The fuzzy 
variables like NB are in the range of [-0.3 to 0.3], ZO is in the 
field of [0 to 0.6], and PB is in the range of [0.3 to 0.6]. The 
nine- rules are used in the fuzzy inputs (Opid and COpid) with 
three fuzzy variables. The rule set converts these two fuzzy 
inputs into single FLC output using the centroid technique in 
the de-fuzzification process. 

B. Neuro-Fuzzy Controller (NFC) 
The FLC is extended with NFC using an Artificial Neuro-

fuzzy interface system (ANFIS). The NFC automatically 
realizes the FIS using Neural networks (NNs). The NFC 
provides a conversion mechanism (Crisp to fuzzy and vice-
versa) efficiently. The NFC uses the NN to optimize the FIS 
using the ANFIS system. The operation of the NFC is 
represented in Fig. 6. The NN has a learning skill set and is 
capable of training and testing the FIS in NFC. The NFC uses 
two inputs like PID controller output (Opid) and change in PID 
controller output (COpid) for training. Once the training data is 
loaded in NFC, generate the FIS using grid partition using the 
Gaussian membership function. The seven MF's are considered 
with constant output in NFC. 

Next, Train the FIS using the hybrid optimization method. 
The error tolerance is set to 3 epochs to complete the ANFIS 
training. Lastly, test the training data to analyze the NFC 
output. 
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Fig. 5. Fuzzy Logic Process with Compressor Recycle System. 
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Fig. 6. Operation of NFC. 
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C. Neutral Network Predictive Controller (NNPC) 
The NNPC mainly contains the NN model, Optimization 

unit, and Compressor recycle system. The NNPC predicts the 
future performance of the Compressor recycle system using the 
NN model. The NNPC Based Compressor recycle system for 
the anti-surge controlling mechanism is represented in Fig. 7. 
The NNPC is used to calculate the NN model input (m) and 
further optimize the Compressor recycle system's performance 
over a defined time horizon. 

Optimization

Neural Network(NN) 
Model

Compressor 
Recylce system

PID 
Controller

ascin

m

Opid

asc`in

mm

Er

 
Fig. 7. NNPC based Compressor Recycle System for Anti-surge Control. 

The NNPC first identifies the Compressor recycle system 
(plant) and then uses this model to predict the future 
performance using a controlling mechanism. In the first stage, 
the NN model is trained by a predictive control mechanism to 
analyze the dynamics of the Compressor recycle system. The 
NN training signal is generated by calculating the predictive 
error between the NN mode output and Compressor recycle 
system output. The NN model [26] uses the previous inputs 
(Optimization) and the previous compressor system's output to 
analyze the Compressor recycle system's output values. In the 
second stage, the optimization algorithm [27-28] is used for 
precision and to calculate the control signal. This control signal 
minimizes the below Equation's (18) performance over a 
defined time horizon. 
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Where asc'in is a temporary control signal, Opid is PID 
controller's output acts as a desired response, mm is the 
response of NN model, ρ is used to calculate the performance 
index's sum with squares of control increments. N1, N2, and Nu 
values define cost and control horizon. 

 The J value is minimized using the optimization unit by 
calculating the asc'in and inputting the ascin to the Compressor 
recycle system. The Recycle valve output is represented after 
the anti-surge controlling mechanism using NNPC controller is 
described in Equation (19) as follows: 

12.. PPascOm inpidr −=
           (19) 

The NNPC uses four input layers, five hidden layers, and 1-
output layer for training the data. The 100 training samples 
with a sample interval of one second are selected for training 
the data in the NN training tool. The NNPC obtains the six 
iterations (epoch) with 8.44e-6 performance and six validation 
checks while training the data. 

V. RESULTS AND DISCUSSION 
The Compressor recycle system with an anti-surge control 

mechanism using a PID controller with different controllers is 
presented in this section. The Simulation results of NNPC 
based compressor recycle system are introduced and compared 
with other controllers like PID controller, FLC, and NFC to 
realize the performance metrics. The NNPC based Compressor 
recycle system is simulated with the following assumption. The 
mass flow (m) and compressor speed (ω) is set to zero initially; 
two volumes of Pressure (V1 and V2) are defined as ambient. 
The higher mass flow will be obtained by opening the recycle 
valve. When more mass flow occurs, the operating point (OP) 
positions are shifted to the right position in ψc. The simulation 
results of the Compressor recycle system are represented in 
Fig. 8. The compressor output mass flow (m), throttle valve 
output (mt), recycles valve output (mr), and feed flow valve 
output (mf) is represented on the left-hand side. The torque 
drive's speed (ω), suction pressure (P1), and Plenum pressure 
(P2) are presented on the right side of Fig. 8. 

 

 

 
Fig. 8. Simulation Results of Compressor Recycle System. 
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The mass flow is set to zero initially and varied based on 
speed, Throttle, and feed flow response. The throttle output 
(mt) is changed based on plenum pressure (P2) and ambient 
condition (P01a). The recycle output is not activated until the 
controller responds and varies based on NNPC controlling 
mechanism. The feed flow (mf) is zero initially and increases 
to some extent and gradually decreases, which indicates the 
system enters into surge line (SL). When the feed flow (mf) 
output is steady, the OP's are shifted from SL to SCL. The 
torque drive provides 3000 rad/s—speed output (ω) after the 
controller response. The two pressures (P1 and P2) outputs are 
decreased eventually and reach steady-state after NNPC 
response. 

The operating point (OP) position and SL and SCL using 
different controllers in the Compressor recycle system is 
represented in Fig. 9. The current OP position is identified 
using other controllers (PID, FLC, NFC, and NNPC) and 

compared with SL and SCL. The SL and SCL are defined 
initially and perform the simulation of the Compressor recycle 
system using different controllers to obtain the OP's position. 

The SL and SCL are linear and defined with i and j values 
using Equation (15). The OP is in the left position during the 
initialization of the Compressor recycle system. Later shifted to 
the right next to the SCL and moving around it. The OP is very 
near to SL and turns back to SCL using PID Controller, 
whereas, in FLC and NFC, The OP is flat and back to SCL. In 
contrast, The NNPC provides a better OP position, and OP is 
located next to the SCL. So, the NNPC provides a better OP 
position than PID, FLC, and NFC in Compressor recycle 
system. 

The different controller's output response for Compressor 
recycle system is represented in Fig. 10. The output response 
of all the controllers is initially zero and later varied based on 
the controlling mechanism in Compressor recycle system. 

  

  
Fig. 9. Different Controller's Operating Points Position in Compressor Recycle System. 
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Fig. 10. Dynamic Response of different Controllers for Compressor Recycle 

System. 

The FLC takes more time to provide the output response, 
whereas NNPC takes less time to provide output response than 
PID and NFC. The dynamic output response values of different 
controllers concerning time for the Compressor recycle system 
are represented in Fig. 11. The output response of the PID 
controller takes a rise time of 0.976 sec, settled at 4.27 sec with 
an overshoot (%) of 0.263 sec. Similarly, the FLC controller 
takes a rise time of 1.905 sec, settled at 3.87 sec with an 
overshoot (%) time of 0.077 sec. The NFC takes 0.1112 for 
rising time, settled at 0.236 sec with overshoot (%) time of 
zero. In contrast, the output response of the NNPC takes a rise 
time of 0.013 sec, settled at 0.2369 sec with an overshoot (%) 
of zero. Overall, the NNPC provides a better dynamic output 
response with less rise time, settled early, and zero overshoot 
time than PID, FLC, and NFC. 

The error analysis of different controllers for the 
Compressor recycle system is represented in Fig. 12. The error 
analysis includes Integral Square Error (ISE), Integral Absolute 
Error (IAE), and integral time absolute error (ITAE) 
parameters. The error response of the NNPC based Compressor 
recycle system improves 14.49 % in ISE, 51.9 % in IAE, and 
95.6 % in ITAE than the PID-based Compressor recycle 
system. Similarly, the 4.83 % in ISE, 34.8 % in IAE, and 91.04 
% in ITAE are improved compared to FLC. Compared to NFC, 
the 11.86 % in ISE, 34.92 % in IAE and 95.53 % in ITAE are 
improved in NNPC based compressor recycle system. 

 
Fig. 11. Output Response Values of different Controllers for Compressor 

Recycle System. 

 
Fig. 12. Error Calculation of different Controllers for Compressors Recycle 

System. 

VI. CONCLUSION AND FUTURE WORK 
In this manuscript, an efficient NNPC based anti-surge 

control mechanism is modeled for variable–speed centrifugal 
Compressor recycle system. The NNPC provides higher mass 
flow in the recycle valve to the compressor system and avoids 
the surge with better stabilization. The Compressor is working 
at a more increased mass flow with low Pressure to avoid the 
surge. The simulation results of NNPC based Compressor 
recycle systems like mass flow, speed, and Pressure waveforms 
are discussed. The operating point's position with the Surge 
line and surge control line for different controllers is 
represented. The NNPC based mechanism provides dynamic 
response than PID, FLC, and NFC controller-based 
mechanisms. The dynamic responses (Rise time, settling time, 
and % overshoot time) of the NNPC based Compressor recycle 
system reduces the ISE of 14.49%, 4.83%, and 11.86% in PID, 
FLC, and NFC based Compressor recycle system. Similarly, 
NNPC also reduces the IAE and ITAE values than PID, FLC, 
and NFC-based controller mechanisms. In future, incorporate 
the proposed work with real-time gas plants to realize the 
performance metrics. Also extend the recycle system with new 
approach to analyze the stability of the compressor system. 
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Abstract—Applications, such as Internet of Things, deal with 
huge amount of transmitted, processed and stored images that 
required a high computing capability. Therefore, there is a need 
a computing architecture that contribute in increasing the 
throughput by exploiting modern technologies in both spatial and 
temporal parallelisms. This paper conducts a parallel quad-
engine cybersecurity architecture with new configuration to 
increase the throughput. using DE1-SoC and Neek FPGA boards 
and HDL. In this architecture, each engine operates with 
600MHz maximum frequency. Each image is divided into four 
parts of equal size and each part processed by single engine 
concurrently to achieve spatial parallelism. Internally, engine is 
handling image’s part in temporal parallelism and deep 
pipelining abstraction applied in every engine by dividing it to 
sub modules to execute different tasks concurrently. All data 
processed in engines is encrypted via AES algorithm that 
implemented as a significant part of engine architecture. The 
obtained results increased the throughput by four times, with 
153,600Mbps, that make this computing architecture efficient 
and suitable for fast applications such as IoT and cybersecurity 
level of processing. 

Keywords—Field programmable gate array (FPGA); spatial 
parallelism; cybersecurity; throughput component 

I. INTRODUCTION 
Data processing and transfer and store have grown 

dramatically in the last year because they are used in different 
applications via different communication networks. This 
growth requires an exploitation of modern technologies to 
enhance and increase this processing in a parallelism manner to 
achieve high throughput. Various algorithms and devices 
introduced by researchers to achieve this goal in both software 
and hardware implementations by exploit the available modern 
techniques and possibilities in temporal and spatial parallel 
processing [1]. Gaining high productivity requires devices that 
are reconfigurable, work in real-time, efficient, low power 
consumption, and the ability to perform parallel processing 
features. One of the candidates’ approaches to spatial parallel 
processing is field- programmable gate arrays (FPGAs), whose 
features meet this. So, one can take advantages of FPGAs to 
implement a platform to achieve efficient parallelism for real 
time processing applications [2]. 

At the same time, much of the data, which are transferred 
through cyberspace, include confidential or personal 
information, so it has become a target for hackers and 
adversaries to access, change, or damage them. Therefore, it is 
necessary to use techniques that maintain the confidentiality 
and integrity of these data. One efficient way to achieve this is 

cryptography, in which various algorithms that vary in their 
security are proposed. An algorithm of cryptography, which 
has not yet been found a way to break it, is the AES algorithm 
[3]. However, the AES algorithm has high computational 
power to achieve its operations because of the large number of 
rounds that are used, and the need for more time to encrypt the 
data [4,5]. 

To obtain faster and more efficient computation power to 
encrypt massive data with high throughput, the AES algorithm 
must be implemented in a parallel manner. Therefore, the 
FPGA is a candidate approach to hardware implementation of 
the AES algorithm to ensure data protection, high-speed 
encryption rate, and high throughput. 

This paper focuses on hardware architecture 
implementation on FPGA that based on true spatial and 
temporal parallelism using quad engines for cybersecurity. 
This architecture works through partition each image into four 
parts and distributes these parts to multiple engines that can 
process data in temporal and spatial parallelism the image parts 
concurrently. 

The paper is organized to include a survey related work that 
has been conducted by some academic and researchers in 
Section II. Section III includes a detail description of the 
proposed architecture. Section IV contains the implementation 
results. It includes a new architecture to improve the 
performance in terms of the operating frequency and 
throughput of the AES algorithm. The results of the simulation 
and a comparison with previous studies are presented in 
Section V. Section VI presents the conclusions of the study. 

II. RELATED WORK 
Different approaches have been proposed to enhance 

hardware implementation to obtain more image processing 
performance. The widespread deployment of field- 
programmable gate arrays (FPGAs) has enabled multi- 
processing in real-time processing applications, which has 
accelerated massive spatial parallel applications. Throughput 
increasing is one of the important criteria in measuring the 
efficiency of the used technique. To achieve this, there is a 
need to make use of spatial parallelism and duplicate 
processing units that execute simultaneously. This can done by 
divide the main task into several subtasks, each subtask is 
executed one processing elements [5]. Combining the FPGA 
features with spatial parallelism will help to decrease the 
complexity, cost, and power consumption and increase the 
throughput of the proposed systems. In [6], a design and 
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simulation was proposed to enhance the images using VHDL 
language using Xilinx Virtex- 2 Pro FPGA and MATLAB. In 
[7], the AES algorithm was implemented using Xilinx’s 
Virtex-E and Virtex-II devices to achieve faster FPGA – based 
implementation. The obtained experimental results were 
throughput of 17.80 Gbps on a Virtex-II with a clock frequency 
of 139.1 MHz and 10750 slices were used. 

The Altera FLEX FPGA family utility was used in [8] to 
execute different types of algorithms that deal with the image 
as a whole image instead of dealing with pixels values 
individually. For image encryption, Chang et al. al in 2009 
implemented the AES algorithm on an FPGA using a Virtex22 
device. The core of the AES was 32 bits, and it occupied 104 
slices. The throughput of implementation was 794 Mbps and 
the efficiency was 7.93 Mb/slice [9]. In 2010, Kumar and 
Purohit implemented a 128-bit AES algorithm on an FPGA 
using a Xilinx Spartan 3 device to achieve high speed using 
low-cost devices [10]. 

In [11], Manoj and Manjula implemented an AES 128 bit 
using a Xilinx Spartan 6 device, 8-bit input (data pixels), and 
unrolled them to 128 bits. The throughput of encryption was 
252.132 Mb/s, and the efficiency was 0.53 Mb/slice. In [12], 
Karimian, Rashidi, and Farmani implemented a 128-bit AES 
algorithm using an Altrea Stratix device, achieving a 
throughput of 617 MB/s and an efficiency of 0.76 Mb/slice. In 
[13], the throughput obtained from implemented a 128- bit 
AES using a Xilinx Spartan was 3.40 GB/s and efficiency of 
5.43 Mb/slice. In [14], some algorithms for image 
enhancement were implemented using the Spartan3E FPGA kit 
to obtain high-performance digital signal processing 
applications. MATLAB, Xilinx ISE, Verilog HDL, and 
ModelSim were used for this implementation. In [15], Xilinx 
14.2 software for2D and 3D image enhancement was used to 
design and develop algorithms to enhance the size of image 
pixels. In [16], the image enhancement and DE noising process 
was introduced using point processing methods by using a 
partial dynamic reconfiguration of the FPGA to decrease the 
requirement of resources and increase the performance. In [17], 
image enhancement approaches were introduced to enhance 
grayscale images by adopting a custom hardware processor on 
an FPGA. The implementation depended on the use of filters 
and the VERILOG hardware description language. The 
achieved image enhancement of these approaches used 
neighborhood processing operations in the spatial domain 
using parallel processing. 

In [18], Rahimunnisa et al. the proposed structure is 
implemented in a Virtex-6 XC6VLX75T FPGA device, which 
gave a throughput of 37.1 Gb/s with a maximum frequency of 
505.5 MHz in [19], Groth implemented AES encryption on a 
Xilinx Kintex27 FPGA for application data of the biometric 
image. The implementation throughput was 40 GB/s with an 
efficiency of 5.27 Mb/slice and a powerful performance of 286 
GB/w. In [20], techniques to perform task-level out-of-order 
execution were proposed and implemented using the Xilinx 
Virtex-5 FPGA device to improve flexibility. The 
implementation results showed a better efficiency in terms of 
performance and resource usage. In [21], AES was 
implemented on FPGA; the obtained experimental results were 
a throughput of 113.5 GB/s on a Spartan-6 device. In [22], the 

focus was on exploring the features of FPGA parallelism to 
process image applications in spatial parallelism for real-time 
image processing. They used board DE2-115 as a vehicle 
project, while the VHDL hardware description language was 
used as the hardware design of the system. The operating 
frequency was 1GHz, and the system could be reconfigured to 
implement several algorithms using the same hardware. In 
[23]. In [24] architecture was conducted to optimize parallel 
processing and implement this architecture on FPGA. It 
improved the consumption of the power by 90% in compared 
with others. Its throughput was 1.34 GB/s at a 131.16 MHz 
operating frequency for processing images with a size of 
512 × 512. 

Presented two pipelined algorithms for effective processing 
time reduction using pipelined and parallel techniques to 
process the AES encryption algorithm using FPGA. Xilinx 
“Spartan-3A/3AN FPGA Starter Kit was used in the 
implementation of algorithms. The results showed that parallel 
implementation was good. 

III. PROPOSED HARDWARE PARALLELISM QUAD-ENGINE 
ARCHITECTURE  

The introduced architecture aims increasing the operating 
frequency and throughput, while decrease the power 
dissipation, area, and latency by exploiting a quad-engine with 
true parallelism. Each engine operates with 64 bits and a 
frequency of 600 MHz. 

This section provides the structure of the proposed 
architecture and the mechanism for performing true parallelism 
quad-engine cybersecurity. The architecture in the spatial 
domain begins with the top-level design of the proposed 
architecture, as shown in Fig. 1. 

 
Fig. 1. System Top Level Design and Implementation True Parallelism 

Quad-Engine Cybersecurity Architecture. 

A. Hardware Components 
To implement the proposed approach, the following 

components are used: 

• SD Card: used Micro SD card interface to read and 
store images. 

• FPGA board: DE1-SoC board and NEEK board with 
the same TLD are used. 

SD Card  
Reader/writer 

Engine 1 

Engine 2 

Engine 3 

Engine 4 

Wi-Fi 
Controller Image  

Splitter/combiner 
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• Wi-Fi controller: Wi-Fi controller in DE1 as (Server) 
and Wi-Fi controller in NEEK board as (Client) to 
transfer the image between the two boards. 

B. Software Component 
The VHDL, synthesized by Altera Quartus II and simulated 

using Modelsim are used to implement the architecture. 

C. The Proposed Algorithm 
The design steps of the algorithm take traditional AES and 

apply it to an FPGA platform to exploit spatial and temporal 
parallelism to increase throughput of cybersecurity 
encryption/decryption processing. 

Input: Images need encryption 

Output: Encrypted message. 

• Read four images each time and stores them on an SD 
card. 

• Split each image spatially into equal four parts. Each 
part is represented by a matrix and takes a number of 
two digits, where the first digit is part number and the 
second digit is image number, (for image 1, the parts 
number are 11, 21, 31 and 41), Fig. 2. 

• Make cycle shifting to the image parts. The shifting 
amount depends on the image number, as in Fig. 3. 

• Sent each one of the four parts independently to one of 
the four-engine in the encryption/decryption unit, each 
engine will encrypt 1/4 image using AES 128-bit block. 

• In each engine, a deep pipelining is used by divide it 
into sub modules to process different task. 

• After encrypt the image parts, they are merged to create 
the encrypted image. 

The cycle shifting of image parts is done as follow: 

• Engine 1, will send the first part of all 4 images (11, 12, 
13 and 14). 

• Engine 2, will rotate (as a ring counter) forth index in 
this image 2 to become the first part (24, 21, 22 and 23), 
cycle shift by 1. 

• Engine 3, will rotate again to start with the next index in 
image 3, cycle shift by 2. 

• Engine 4, will rotate again to start with the next index in 
image 4, cycle shift by 3. 

To decrypt the image, the encryption steps are executing in 
reverse order. 

The architecture processes four parts at the same time, 
using spatial and temporal parallelism, where each engine 
processes one part from each image with 600MHz and 64 bits. 
The input images used in this approach can have different 
colors or grays of any size. The WIFI controller controls the 
transfer between the DE1-SoC board and NEEK board. It is 
necessary for the two boards to have the same TLD. 

 
Fig. 2. Quad Sub Image. 

 
Fig. 3. Shifting Sub Image. 

The throughput, number of bits processed per unit time, is 
measured using the following equations, specified in Mbps or 
Gbps. 

Throughput= (Fmax* 4 * No.of bits processed)          (1) 

Where Fmax represent the maximum frequency and in the 
proposed design, taking 600 MHz for Fmax, No. of bits equals 
to 64 bit, whereas, the 4 represents the number of used engine. 

IV. IMPLEMENTATION 
The proposed architecture was used to implement the 

traditional AES algorithm as an application to encrypt four 
image at the same time.. To encrypt these images the 
DE1_Soc, Neek board FPGA device, and Wi-Fi (server and 
client) are connected together. The Altera Quartus Prime18.1 
tool used for the synthesis. These images may have different 
types of colors or gray of any size. 

First, the images were read, as shown in Fig. 4. After 
reading the image will be doing splitting process, each image 
was split into four sub-images. Fig. 5 illustrates the sequence of 
quad sub image 1, 2, 4, and 5. 

Then perform the cycle shifting for parts of each image 
independently, Fig. 5. 
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Fig. 4. Input Image. 

 
Fig. 5. Step 1Split Image to Sub Images. 

Now, each part is transferred to a separate engine for 
execution, which performed in a pipelining manner, temporal 
parallelism. The engine consists of the necessary operation of 
an encryption/decryption unit. Each engine operates at 600 
MHz, and each sub-image part is encrypted by one engine. The 
four sub-image encryption was performed simultaneously, as 
shown in Fig. 6. 

In Fig. 6 to 10 shows images of real-time execution on 
FPGA that are highlighted on the LCD touch screen of the 
NEEK board. VHDL is used to write the design code, in 
addition to use Altera Quartus II for synthesized. Fig. 6 shows 
the sub-images of the four image parts after the splitting 
process is performed. 

Each part of the image is sent independently to one of 
engines, and then a new part of new image following it. Sub 
images are reordered and sent to make the system more secure. 

 
Fig. 6. Split each Image into 4 Sub-Images. 

 
Fig. 7. Split Image Step to Sub Images. 

 
Fig. 8. Real Live Implementation of First Splitting on NEEK Board. 
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Fig. 9. Real Live Encryption of Images Splitting on NEEK Board. 

 
Fig. 10. Real Live Implementation of Second Splitting on NEEK Board. 

Table I includes the details Altera Quartus utilization and 
Table II includes performance comparisons with other works. 

TABLE I. SUMMARY OF DEVICE UTILIZATION USING ALTERA QUARTUS 

Resources Available Used Utilization 
Total Logic Element 25K logic elements (LEs) 19,351 77.4% 
Dedicated Register  50 43 86% 
Memory Bits 66 M9K 428,133 68% 

TABLE II. PERFORMANCE COMPARISON 

Reference  FPGA Device  Throughput  
Our architecture  The DE1_Soc, Neek board 153,600Mbps 

[7] Virtex-II 17.8 Gbps 

[9] Virtex 22 794 Mbps 

[11] Xilinx Spartan 6 252.132 Mbps 

[12] Altera Statix 617 Mbps 

[18] Virtex 6 37.1 Gbps 
[21] Spartan 6 113 Gbps 

[23] Spartan 3A/3AN 1.34 Gbps 

The obtained results showed the increasing in the 
throughput by four times, the throughput rate becomes 
153,600Mbps that make this introduced architecture efficient 
and suitable for fast applications Area utilization was specified 
with respect to the number of slices used in Altera FPGAs. 
Additionally, four look-up tables (LUTs) and eight storage 
elements exist in each slice of the Altera FPGA. 

V. CONCLUSION 
This study demonstrates the architecture ability to perform 

the AES algorithm in spatial and temporal parallelisms. To 
implement this project, several Altera® Nios II Embedded 
Evaluation Kit and Cyclone III Edition features were 
harnessed, such as switch inputs and the LCD touch screen 
alongside the LEDs. Each of the four engines operates with 
maximum 600 MHz clock frequency, and the implementation 
results throughput rate is 153,600Mbps. These results make 
this introduced architecture efficient and suitable for fast image 
processing, such as using complex cyber security algorithms 
for secure information. 
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Abstract—Cotton is a very important crop, as India leads it in 
terms of production in the world; and also that a vast number of 
manpower is engaged in farming as well as post-harvest 
processing and management of different derivatives of it. 
Weather is crucial for the productivity of the crop. The 
challenges of climate change; availability of limited land and 
water for farming; lake of knowledge for good cultivation 
practices and judicious use of agricultural inputs with farmers 
are critical hindrances for improving productivity. This requires 
thorough research on land preparation and use, how to improve 
fertility of soil, good agronomic practices in lieu of variable 
climatic conditions, etc. All the talukas of the three districts of 
North Gujarat where cotton is cultivated have been selected 
purposively for this study. The effect of soil type, soil pH, soil 
organic carbon, phosphorous, potassium, precipitation and 
temperature were selected as independent factors. The yield of 
cotton crop has positive correlation with the selected parameters. 
The data sets were applied for analytical process to WEKA. The 
difference between average of predicted and actual yields of all 
talukas for high rainfall year 2013 was only 1.55 per cent. The 
difference between actual and predicted yield for the low 
temperature year (2015) in different talukas of all talukas was 
only 0.44 per cent. 

Keywords—Data mining; cotton crop yield prediction; 
agriculture; data processing; data visualization 

I. INTRODUCTION 
One of the great challenges of agricultural development is 

to guarantee food security. Simultaneously, securing fiber 
requirement is also one of the necessities of human being. 
Cotton is an important crop for world’s poor. Cotton is grown 
commercially in more than 80 different countries, mostly in the 
longitudinal band between 37°N and 32°S. 

Cotton is especially adapted to semi-arid and arid 
environments, where it is either grown as rain-fed or with 
irrigation. About 53 per cent of the world’s cotton growth areas 
benefit from full or supplementary irrigation. Cotton has 
certain resilience to high temperatures and drought due to its 
vertical tap root. The crop is, however, sensitive to water 
availability, particularly at the stage of flowering and boll 
formation. Rising temperatures favor development of the 
cotton plant, unless day temperatures exceed 32º C. 

Climate change will affect the cotton crop in numerous 
ways in different areas. Temperatures are expected to increase 
all over India. Rainfall intensity during monsoons may become 
a prevalent problem. Higher temperatures in already hot areas 

may hinder cotton development and fruit formation. Rain-fed 
cotton production may suffer from higher climate variability 
leading to periods of drought or flooding. With respect to the 
production level, cotton has limited capacity to respond to heat 
stress, through ‘compensatory growth’. Its vertical tap root also 
provides resilience against spells of drought, but also makes it 
vulnerable to water-logging. 

Cotton is a natural plant fiber which grows around the seed 
of the cotton plant. Fibers are used in the textile industry. First, 
the cotton fiber is obtained from the cotton plant and then spun 
into yarn. Further, the cotton yarn is woven or knitted into 
fabric. The use of cotton has a long tradition in the clothing 
industry due to its desirable characteristics. The value of world 
cotton production in 2017-18, was around US$50 billion. 
Cotton is a driver of economic development and is of critical 
importance to the economies of developing and least developed 
countries. Cotton connects people to markets and provides 
economic opportunities on the frontiers of the world economy. 

Of course, there are many factors that affect prediction of 
cotton. However, crop yield prediction is extremely 
challenging due to numerous complex factors which affect 
cotton crop at different growth stages (a short list is as per 
Annexure 1). It is very difficult to have a site specific 
measurement of each of these factors and to evaluate their 
combined effect on cotton production. As such, the current 
study was planned to look at the effect of the key seven 
parameters and their contribution to production. 

II. BACKGROUND 
Cotton is one of the major cash crops grown in India. The 

productivity of this crop can be improved dramatically if 
correct agro-technologies are adhered. The yield gap of 
research farms or potential of a variety and that of average 
harvest at farmers’ fields is very high. 

Cotton is a crucial component of the Indian economy as her 
textile industry is predominantly cotton based. India is one of 
the biggest producers and also exporter of cotton fabric. Cotton 
cultivation is a well-established practice in India. Gujarat, 
Maharashtra, Telangana, Andhra Pradesh and Karnataka are 
the major cotton producer states in India. Indian textile industry 
contributes to around 5 percent to the nation's gross domestic 
product (GDP), 14 percent to industrial production and 11 
percent to total export earnings. After agriculture, textile 
industry is the second largest employer of over 510 lakh people 
directly and 680 lakh people indirectly.  
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The challenges of climate change; availability of limited 
land and water for farming; lake of knowledge for good 
cultivation practices and judicious use of agricultural inputs 
with farmers are critical hindrances for improving productivity. 
This requires thorough research on land preparation and use, 
how to improve fertility of soil, good agronomic practices in 
lieu of variable climatic conditions, etc. The analytical issues, 
till yesterday, were been handled by applying different 
statistical tools. However, using tools of data mining and other 
diagnostic approaches are becoming more useful in making 
decisions regarding production practices and also prediction of 
yields [4]. 

The comprehensive approach, which comprises of various 
technologies and methods, for example, statistics, Data Mining, 
Visual Data Mining (VDM), information handling, Data 
Warehousing (DW), Online Analytical Processing (OLAP) and 
different frameworks, was considered to be a useful approach. 
It can also help in better crop predictions based on historical 
data. 

A. Role of DM in Agriculture 
An accurate estimate of crop production and risk helps the 

country in planning supply chain decision like production 
scheduling. Business such as seeds, fertilizers, agrochemicals 
and agricultural machinery industries plan production and 
marketing activities based on crop production estimates [9], 
[14]. These are helpful for the farmers and the government in 
decision making namely: 

1) It helps farmers in providing the crop yield record with 
a forecast, so as to reduce the risk of crop management. 

2) It helps the government in making policies for crop 
insurance and supply chain operations. 

In large data sets, data mining is the computational process 
for discovering new patterns. Data mining provides major 
advantage in agriculture for disease detection, problem 
prediction and for optimizing inputs like pesticides, irrigation, 
fertilizers, etc. With advancement in technological applications 
in agriculture, a lot of information is made available. Hence, 
data mining techniques in agriculture is used for pattern 
reorganization and crop health detection. Reliable and timely 
estimates of crop production are important for taking various 
decisions for marketing, pricing, storage, distribution and 
import-export. The crop yields primarily depend on diseases, 
pests, climatic conditions, time of harvest, etc. As such, these 
predictions are very useful for agriculture domains. Data 
mining techniques are used not only for quantifying 
requirements of inputs and timely executing various 
agricultural operations but also for pre-harvest forecasting for 
crop yields. Data mining is also called as knowledge discovery 
database (KDD). 

Data mining tasks can be classified into two categories: 

• Descriptive data mining. 

• Predictive data mining. 

Descriptive data mining tasks characterize the general 
properties of the data in the database while predictive data 
mining is used to predict the direct values based on patterns 

determined from known results. Prediction involves using 
some variables or fields in the database to predict unknown or 
future values of other variables of interest. As far as data 
mining technique is concern, in most of the cases, predictive 
data mining approach is used. Predictive data mining technique 
is used to predict future crop, weather forecasting, pesticides 
and fertilizers to be used, revenue to be generated and so on. 
[4]. 

III. SURVEY OF LITERATURE 
Many research studies have focused on the importance of 

data mining to be used as a tool for analysis of big data of 
agriculture for meaningful conclusions [1], [2]. 

Ashok Kumar and N. Kannathasan dealt with various data 
mining procedures that can be utilized in farming. Their 
examination suggested that a correlation of various data mining 
strategies could deliver a productive calculation for soil 
grouping [3]. 

M. C. Geetha researched Data Mining Techniques in 
Agriculture and argued that information mining in agriculture 
is quite useful to forecast the productivity and production of 
crops. She talked about various information-digging 
applications for tackling distinctive farming related issues [8]. 

Ruß G. utilized information got from three fields of 
Germany. Researcher utilized regression methods on farming 
yield information and reasoned that help vector regression can 
fill in as a superior reference demonstrates for yield 
expectation. Likewise, the model parameters which have been 
built upon one informational index can be utilized for different 
techniques on selected agriculture data [12]. 

S. Veenadhari, B. Misra, and C. Singh endeavored to 
aggregate the examination discoveries of various scientists who 
took a shot at harvest profitability information. The machine 
learning approach of coordinating software engineering with 
farming will help in gauge farm yields adequately [13]. 

A study by Ekasingh B. S. Ngamsomsuke K. Letcher R. A. 
& Spate J.M. has analyzed how data mining may be applied for 
the purposes of crop production [7]. Majority of earlier 
researchers including Dunstan D. (2009) who used data mining 
as a supportive tool with statistical analysis, have focused on 
crop yield management and its’ quality evaluation [6]. 

Raorane A.A. and Kulkarni R.V. (2012) talked about 
different data mining strategies, as a result of use of data 
mining methods; an effective production system can be derived 
that can take care of complex farming issues [11]. 

Ramesh Vamanan and K. Ramar (2011) presumed that the 
Data Mining method (Naïve Bayes Classifier) when connected 
to a farming soil profile may enhance the confirmation of 
legitimate soil profile, substantial examples and profile 
classification are contrasted with standard statistical 
investigation strategies [10]. 

IV. MATERIALS AND METHODOLOGY 

A. Data Acquisition 
The focal point of this research was to look at the effect of 

temperature, rainfall and soil parameters (namely soil type, Soil 
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pH, Carbon, phosphorus, and potassium) on the cotton yields 
for different farming locales in the study area. 

For the present research, 27 talukas of the three districts of 
Gujarat State were taken. The soil parameter data were 
retrieved from the Soil Health Card data of Government of 
Gujarat routed through Anand Agricultural University, District 
Anand, Gujarat State. The production data were collected from 
the Department of Agriculture, Government of Gujarat, by 
approaching them personally and also by random access to 
farmers for verification of the information. The data of rainfall 
and temperature were collected from the Sardarkrushinagar 
Dantiwada Agricultural University, SKNagar, District 
Banaskantha, Gujarat State. 

In the present study, the rainfall, temperature and five soil 
parameters were considered as independent factors and their 
effect on cotton productivity was analyzed. As a consequence, 
instances of cotton yield were examined against these datasets. 
The average rainfall, temperature and selected soil parameters 
of the ten years for each of the 21 talukas in the three districts 
were obtained from a secondary database. These data sets of 
ten years (from 2006 to 2015) were analyzed. The dataset was 
structured and combined to be managed in excel spreadsheet as 
talukas, average rainfall, maximum and minimum temperature, 
soil parameters, and cotton yield. 

B. Analytical Procedure 
To conduct different research experiments and calculations 

WEKA, Revolution R and SPSS have been used. Initially the 
data was collected and maintained in Microsoft Excel. Further, 
data transformation and other calculations were done in 
software like SPSS and Microsoft Excel. The total datasets was 
classified and kept in different folders; and further that ordered 
into the rainfall, temperature, and soil variation (pH, Carbon, 
Phosphorous, and Potassium) and yield. Different algorithms 
were tested in WEKA software to check and decide the most 
suitable among all algorithms and evaluate output with other 
datasets. These data were used in WEKA and R software for 
dept. analysis and experiments. 

C. The Activity Experiments 
The following examinations were done iteratively for 

calculating the impact of the climatic factors on cotton yield: 

1) Rainfall and soil type relationship in view of the cotton 
crop. 

2) Effect of nutritional variations of soil on cotton yield. 

Further the data were restructured from the perspective of 
having sufficient depth and substance to be believable before 
initiating the processing. The lateral development happened 
because attributes were included from other data collection. 
Both the reduction and extension add up to the pre-preparing of 
the dataset and incorporation and delineation of outliers 
through Exploratory Visual Data Mining (EVDM) of the 
mapped information. 

The compiled data were administered to techniques of 
combination, categorization, accumulation and statistical 
projection to locate elite method and related best fit design. In 
the auxiliary investigation through OLAP appraised for 

association in the data sets. Examination of these outcomes 
were taken up and concluded accordingly. 

At last, the two assortments of outcomes were combined 
and arranged diagrammatically to decide a general example 
that gave both a minute and apparent context of data. The 
datasets were then examined through a progression of tests 
which included cross classifications, correlation, sequencing, 
time series analysis and regression. The outcomes of these tests 
were then investigated and delineated in detail. 

As a result of this study, recommendations for getting good 
cotton crop yields by managing the agronomical and other 
practices in lieu of the difficult weather and soil conditions 
were made for north Gujarat farming area. 

D. Data Analysis 
The information utilized in this investigation had diverse 

attributions and was comprised of five separate however 
related substances. The majority of the datasets were in 
connection with North Gujarat, India. 

In the current research, different data were used with varied 
reasoning. As referred in Section 3.3, the different datasets 
comprised of temperature, soil type, rainfall and soil 
parameters were used. Different data sets were obtained either 
from secondary source of data namely Department of 
Agriculture, Government of Gujarat; Anand Agricultural 
University, Anand and Sardarkrushinagar Dantiwada 
Agricultural University, Sardarkrushinagar, Gujarat, India. The 
counter verification of these data and obtaining few other data 
were done by personal deliberation with scientists and farmers. 
All the datasets were fitted explicitly for the cotton crop 
production areas of the selected locale of the study. 

The data extraction and pertinence involved using a number 
of software tools that represented an admixture of retrieving, 
pre-processing, scrutiny, data mining and revelation of 
temperature, soil type, rainfall, and soil parameters’ data. The 
process was alienated into five fundamental stages namely data 
collection, pre-processing, handling, data examination and 
processing. 

Different crop have their critical and optimum climatic 
requirements, for example, the increasing temperature may 
affect agriculture by reducing the productivity on different 
crops in different seasons. The analysis of climatology at the 
region level is most useful for the solution of practical 
agricultural problems. Temperature has a complex relationship 
to the development of plant at different growth stage. 

E. Basic Model Process Flow 
The entire information extraction and analysis process is 

demonstrated graphically in Fig. 1 below. It framed the initial 
segment of research in anticipation of the data collection, data 
preparation, data modeling and data storage in the protected 
investigations. 
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Fig. 1. Basic Model of Process Flow. 

F. Analytical Procedure 
To conduct different research experiments and calculations 

WEKA, Revolution R and SPSS have been used. Initially the 
data was collected and maintained in Microsoft Excel. Further, 
data transformation and other calculations were done in 
software like SPSS and Microsoft Excel. The total datasets was 
classified and kept in different folders; and further that ordered 
into the rainfall, temperature, and soil variation (pH, Carbon, 
Phosphorous, and Potassium) and yield. Different algorithms 
were tested in WEKA software to check and decide the most 
suitable among all algorithms and evaluate output with other 
datasets. These data were used in WEKA and R software for 
dept. analysis and experiments. 

• The Activity Experiments 

The following examinations were done iteratively for 
calculating the impact of the climatic factors on cotton yield: 

1) Rainfall and soil type relationship in view of the cotton 
crop. 

2) Impact of rainfall on cotton yield. 
3) Impact of temperature on cotton yield. 
4) Combined effect of rainfall and temperature on cotton 

yield. 
5) Effect of nutritional variations of soil on cotton yield. 

As a result of this study, recommendations for getting good 
cotton crop yields by managing the agronomical and other 
practices in lieu of the difficult weather and soil conditions 
were made for north Gujarat farming area. 

V. RESULTS AND DISCUSSION 

A. Taluka Wise Yield Prediction for Low and High Rainfall 
Years 
The data sets of low and high rainfall years (2009 and 2013 

respectively) were applied for analytical process to WEKA. 
The datasets used and calculations made in WEKA are given in 
Table I. 

TABLE I. WEKA PREDICTION FOR YEAR 2009 AND 2013 

 LR 2009 HR 2013 

Taluka Predicted 
Yield 

Actual 
Yield 

Predicted 
Yield 

Actual 
Yield 

AMIRGHADH 649.52 488 627.46 598 
BECHARAJI 481.23 584 620.87 568 
BHABHAR 500.49 526 564.92 523 
DANTA 401.41 456 392.28 395 
DANTIWADA 440.27 556 610.46 630 
DEESA 657.96 621 615.55 630 
DHANERA 599.29 578 647.30 615 
DIYODAR 594.51 543 645.93 599 
HIMATNAGAR 386.82 599 605.44 617 
IDAR 737.05 636 557.37 601 
KADI 427.99 500 613.31 594 
KANKARAJ 514.21 513 619.88 597 
KHEDBHRAMHA 373.41 408 435.85 451 
KHERALU 211.74 300 370.83 350 
MAHESANA 579.97 548 645.34 602 
PALANPUR 604.30 623 627.25 645 
POSHINA 475.79 348 375.57 303 
PRANTIJ 508.20 615 573.36 536 
SATALASANA 289.91 296 369.98 366 
TALOD 535.21 642 537.68 566 
UNJHA 365.22 311 387.25 369 
VADALI 494.03 598 633.98 565 
VADGAAM 384.59 508 352.14 439 
VADNAGAR 601.71 578 576.96 754 
VIJAPUR 543.93 721 721.76 685 
VIJAYNAGAR 448.53 568 539.17 495 
VISNAGAR 597.04 654 632.21 684 

The difference between actual and predicted yield for the 
low rainfall year (2009) in different talukas varied greatly. It is 
obvious that the maximum difference in predicted and actual 
yield was observed for Poshina taluka as 36.72 per cent, 
followed by Amirghadh taluka (33.10 per cent) and Unjha 
taluka (17.43 per cent). The average differenct between 
maximum value of predicted yield and actual yield was 36.72 
per cent. The average difference between minimum value of 
predicted yield and actual yield was -35.42 per cent. However, 
the difference between average of predicted and actual yields 
of all talukas was only -5.39 per cent. 

The difference between actual and predicted yield for the 
high rainfall year (2013) in different talukas varied greatly. It is 
obvious that the maximum difference in predicted and actual 
yield was observed for Poshina taluka as 23.95 per cent, 
followed by Vadali taluka (12.21 per cent) and Becharaji 
taluka (9.31 per cent). The average difference between 
maximum value of predicted yield and actual yield was 23.95 
per cent. The average difference between minimum value of 
predicted yield and actual yield was -23.48 per cent. However, 
the difference between average of predicted and actual yields 
of all talukas was only 1.55 per cent. 

B. Taluka Wise Yield Prediction for Low and High 
Temperature Years 
The difference between actual and predicted yield for the 

low temperature year (2015) in different talukas varied greatly. 
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It is obvious that the maximum difference in predicted and 
actual yield was observed for Becharaji taluka as 18.03 per 
cent, followed by Vadnagar taluka (17.01 per cent) and 
Satlasana taluka (16.27 per cent). The average difference 
between maximum value of predicted yield and actual yield 
was 18.03 per cent. The average difference between minimum 
value of predicted yield and actual yield was -29.24 per cent. 
However, the difference between average of predicted and 
actual yields of all talukas was only 0.44 per cent. 

The difference between actual and predicted yield for the 
high temperature year (2010) [5] in different talukas varied 
greatly. It is obvious that the maximum difference in predicted 
and actual yield was observed for Talod taluka as 34.88 per 
cent, followed by Prantij taluka (26.02 per cent) and 
Vijaynagar taluka (25.05 per cent). The average difference 
between maximum value of predicted yield and actual yield 
was 34.88 per cent. The average difference between minimum 
value of predicted yield and actual yield was -38.34 per cent. 
However, the difference between average of predicted and 
actual yields of all talukas was only -1.87 per cent. 

The data sets of high and low temperature years (2010 and 
2015 respectively) were applied for analytical process to 
WEKA. The datasets used and calculations made in WEKA are 
given in Table II. 

TABLE II. WEKA PREDICTION FOR YEAR 2010 AND 2015 

 HT 2010 LT 2015 

Taluka Predicted 
Yield 

Actual 
Yield 

Predicted 
Yield 

Actual 
Yield 

AMIRGHADH 502.43 564 629.09 752 
BECHARAJI 558.29 528 634.99 538 
BHABHAR 490.08 547 544.97 518 
DANTA 388.33 383 394.86 558 
DANTIWADA 578.35 485 665.49 621 
DEESA 631.26 606 613.14 589 
DHANERA 555.71 560 640.64 604 
DIYODAR 534.43 630 595.15 592 
HIMATNAGAR 659.87 575 638.67 623 
IDAR 404.08 513 608.32 627 
KADI 498.56 537 560.68 540 
KANKARAJ 394.64 640 590.18 640 
KHEDBHRAMHA 464.23 451 440.14 434 
KHERALU 278.17 320 361.47 330 
MAHESANA 539.36 574 616.16 603 
PALANPUR 520.94 630 640.54 733 
POSHINA 345.32 388 378.34 368 
PRANTIJ 626.34 497 594.32 652 
SATALASANA 303.52 315 377.89 325 
TALOD 698.69 518 587.47 620 
UNJHA 300.64 334 378.01 350 
VADALI 594.92 526 618.91 629 
VADGAAM 278.92 364 486.74 540 
VADNAGAR 583.01 670 772.29 660 
VIJAPUR 753.58 694 700.61 666 
VIJAYNAGAR 573.98 459 542.80 589 
VISNAGAR 640.13 674 702.45 673 

VI. DISCUSSION 
Prediction of yield of a crop is very difficult; as it is the 

sum of complex interrelationship of many factors. The water 
affects a lot on cotton crop production. Though the farmers 
have no control on precipitation; although if having facilities of 
irrigation; timely irrigation, method of irrigation, quantity of 
irrigation and other irrigation management issues plays very 
important role in cotton crop production. Even delaying 
irrigation by one or two days in a peak season alters the effect 
of insect and pest infestation on the crop. In the current 
research, the data mining classification function of Gaussian 
Processes showed strong positive correlation between the 
average annual rainfall and cotton crop yield for the selected 27 
talukas. 

If real time outputs of this information are communicated to 
farmers for improving their crop management, it can really 
contribute to sustainable as well as improved production. 

VII. CONCLUSION 
Data mining is the process of finding the useful outcomes 

from the large data sets. During this work, the time series 
forecasting package have been used for regression approach of 
Gaussian Processes for yield prediction. The Gaussian 
Processes algorithm using with parameters like year, crop 
yield, temperature, rainfall and the five soil parameters are 
considered within the model development. 

Another important factor for cotton crop production is 
temperature. Temperature in air and soil; difference in day and 
night temperature; sudden changes in temperature; etc affects 
the productivity. The hot winds, at a particular growth period 
are harmful for and at a different growth period is useful for 
production. When temperatures become too hot, fertilization 
may be compromised, leading to fewer seeds produced per 
boll, smaller boll masses, and ultimately, lint yield reductions 
[15].Temperature affects cotton crop in a complex way on the 
production of the crop. However, the results of this study 
shows very strong and positive correlation between air 
temperature (minimum and maximum) on cotton crop yield. 

The soil parameters, variety, farmers’ management abilities 
and their socio-economic capabilities, etc all independently as 
well as their interactive effects decides the production of 
cotton. The yield was directly associated with improved soil 
water relations resulting from the cropping and tillage 
treatments. Application of varying levels of fertilizer in 
combination with bio-fertilizer positively influences to cotton 
yield as they improve the availability of NPK to the crop. The 
soil parameters including soil pH, SOC, P & K have positive 
correlation with cotton crop production. As the soil type in the 
entire operational area was identical (sandy loam type – 
Goradu type), its’ correlation with cotton crop yields could not 
be assessed. 

If real time outputs of this information are communicated to 
farmers for improving their crop management, it can really 
contribute to sustainable as well as improved production. 

VIII. WAY FORWARD 
Forecasts of production include imbedded assumptions 

about farmers’ reactions to changes in output prices, input 
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prices, weather forecasts, labor availability, input availability, 
storage capacity, marketing opportunities, food security, and 
changes in technology, government policies and other 
innumerable factors. Forecasts of consumption are really 
forecasts of textile mill managers’ choices in response to the 
welter of price information, resource constraints and 
government policies they face, etc. 

Nevertheless, even though human behavior is highly 
variable and unanticipated policy shocks are common, with 
great advances in technology improvement in forecasts has not 
been. Perhaps this is because the information we are getting 
faster is actually degrading in quality. In other words, the 
statistics on which forecasts are based are becoming less 
accurate, thus undermining the value of getting those statistics 
more easily. 
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ANNEXURE I 
The following are some of the more frequent types of information that can 

be derived from the basic data: 

A. Air temperature 

1) Temperature probabilities; 
2) Chilling hours; 
3) Degree-days; 
4) Hours or days above or below selected temperatures; 
5) Interdiurnal variability; 
6) Maximum and minimum temperature statistics; 
7) Growing season statistics, that is, dates when threshold temperature 

values for the growth of various kinds of crops begin and end. 

B. Precipitation 

1) Probability of a specified amount during a period; 
2) Number of days with specified amounts of precipitation; 
3) Probabilities of thundershowers; 
4) Duration and amount of snow cover; 
5) Dates on which snow cover begins and ends; 
6) Probability of extreme precipitation amounts. 

C. Wind 

1) Windrose; 
2) Maximum wind, average wind speed; 
3) Diurnal variation; 
4) Hours of wind less than selected speed. 

D. Sky cover, sunshine, radiation 

1) Per cent possible sunshine; 
2) Number of clear, partly cloudy, cloudy days; 
3) Amounts of global and net radiation. 

E. Humidity  

1) Probability of a specified relative humidity; 
2) Duration of a specified threshold of humidity. 

F. Free water evaporation 

1) Total amount; 
2) Diurnal variation of evaporation; 
3) Relative dryness of air; 
4) Evapotranspiration. 

G. Dew 

1) Duration and amount of dew; 
2) Diurnal variation of dew; 
3) Association of dew with vegetative wetting; 
4) Probability of dew formation based on the season. 

H. Soil temperature  

1) Mean and standard deviation at standard depth; 
2) Depth of frost penetration; 
3) Probability of occurrence of specified temperatures at standard 

depths; 
4) Dates when threshold values of temperature (germination, 

vegetation) are reached. 

730 | P a g e  
www.ijacsa.thesai.org 

https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Pettigrew%2C+William+T


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

I. Weather hazards or extreme events 

1) Frost; 
2) Cold wave; 
3) Hail; 
4) Heatwave; 
5) Drought; 
6) Cyclones; 
7) Flood; 
8) Rare sunshine; 
9) Waterlogging. 

J. Agrometeorological observations 

1) Soil moisture at regular depths; 
2) Plant growth observations; 
3) Plant population; 
4) Phenological events; 
5) Leaf area index; 
6) Above-ground biomass; 
7) Crop canopy temperature; 
8) Leaf temperature; 
9) Crop root length. 

 

731 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 13, No. 1, 2022 

Data Analysis of Coronavirus CoVID-19: Study of 
Spread and Vaccination in European Countries 

Hela Turki, Kais Khrouf 
Jouf University, Sakaka 

Saudi Arabia 
 
 

Abstract—Humanity has gone since a long time through 
several pandemics, such as: H1N1 in 2009 and also Spanish flu in 
1917. In December 2019, the health authorities of China detected 
unexplained cases of pneumonia. The WHO World Health 
Organization has declared the apparition of CoVID-19 (novel 
Coronavirus) that caused a global pandemic in 2020. In data 
analysis, multiple approaches and diverse techniques were used 
to extract useful information from multiple heterogeneous 
sources and to discover knowledge and new information for 
decision-making; it is used in different business and science 
domains. In this context, we propose to use the multidimensional 
analysis techniques based on two concepts: fact (subject of 
analysis) and dimensions (axes of analyses). This technique 
allows decision makers to observe data from various 
heterogeneous sources and analyze them according several 
viewpoints or perspectives. More precisely, we propose a 
multidimensional model for analyzing the Coronavirus CoVID-
19 data (spread and vaccination in European countries). This 
model is based on constellation schema that contains several facts 
surrounded by common dimensions. 

Keywords—Multidimensional model; constellation schema; 
coronavirus covid-19; vaccination; European countries 

I. INTRODUCTION 
Since December 2019, the new cases of pneumonia were 

detected in Wuhan City (Hubei Province of China). This novel 
virus caused the new infectious respiratory disease, called 
Covid-19 by the World Health Organization (WHO) [19]  
(Pandemic in 2020 with millions of deaths around the world). 
The fight against this global pandemic is causing cancellations 
of sporting and cultural events, the implementation of 
containment measures and the closure of the borders by many 
countries, etc. It also has effects in terms of social and 
economic instability [14]. 

In order to slow the contagion of this new virus, several 
studies were proposed in the literature [12][15][16][17], 
especially about the spread of the Coronavirus [13]; statistics 
are announced every day by the countries and databases have 
been established to store this data. In this paper, we propose to 
use the Multidimensional Analysis techniques in order to 
analyze the spread of Coronavirus Covid-19 and the evolution 
of vaccination in European Countries. This technique allows 
decision makers to observe data from various sources and 
analyze them according to several viewpoints. A 
multidimensional model is composed into two concepts: 
Dimension and Fact. Dimensions contain a set of unique values 
in order to categorize a particular theme (Countries, Dates, 

etc.). Fact is a subject of analysis and it is described by a set of 
measures. 

This paper presents a new approach based on the use of 
multidimensional techniques on Coronavirus Covid-19 data 
and the user-defined constraints based on colors in order to 
highlight relevant information. 

This paper is organized as follows. Section 2 presents the 
literature review for spreading of Coronavirus Covid-19 
(Works about data analysis). Then, we present the phase of 
data preparation (Extraction, Cleaning, Transformation and 
Loading of Data). In Section 4, we propose a data warehouse 
schema for storing the prepared data. The next section 
describes the multidimensional model we propose for 
analyzing the spread and the vaccination of Coronavirus 
Covid-19 data. Finally, we present the phase of implementation 
for European countries and then Conclusion. 

II. LITERATURE REVIEW 
Since the appearance of the Coronavirus Covid-19, several 

studies have focused on the spread of the virus (Medical [13] 
or Data Analysis aspects [18]). 

The objective of [1] is to examine the correlation between 
pollution and climate data and the Covid-19 pandemic. They 
propose a data warehouse and data cubes built on data from the 
regions of Lombardy and Puglia (Italia). Their results show 
that the Covid-19 pandemic is spreading significantly in 
regions characterized by the absence of rain and wind. 

In [2], the authors study the relationship between new cases 
of Coronavirus Covid-19 and the Multidimensional Poverty 
Index (MPI) in the city of Manizales (Colombia). The results 
of the exploration indicate that in the communes of greater 
poverty the density of cases per Covid-19 is greater; the 
relation exists between these two parameters. 

Internet of Things (IoT) is an interconnection of Internet 
and physical devices. These devices are record, monitor and 
respond. The use of IoT with smart sensors to measure and 
record the body temperature of individuals can help to identify 
the infected and to maintain social distance. The authors of [3] 
propose an IoT architecture in order to minimize the spreading 
of Covid-19. 

In [4], the authors study the evolution of cases and deaths 
of Covid-19 compared to the population of Brazilian cities. 
The results show that in the short term small towns are 
proportionately more affected by Covid-19 during the initial 
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spread of the disease. In the long term, large cities begin to 
have a higher incidence of cases and deaths. 

The authors of [5] propose an interactive visualization 
using the concept of Tableau [6] for analyzing data of Covid-
19. A Tableau is used to show the personalized and the most 
important data (dashboards and worksheets). They consider 
that data analysis can be very fast with Tableau and 
Visualizations (several visualizations in a single view). 

The author of [7] presents a data analysis of Covid-19 in 
cities of China, by using datasets. He uses a correlation matrix 
for the phase of data preparation (to summarize data). He uses 
Python libraries Matplotlib and Seaborn for visualizing data. 

In this paper, we propose a multidimensional model based 
on Constellation Model in order to study the spread of 
Coronavirus Covid-19 in European countries and the evolution 
of vaccination, according to several dimensions. The first stage 
concerns the data preparation (presented in next section). 

III. DATA PREPARATION 
Data preparation is the process of several steps (gathering, 

combining and structuring data) in order to analyze them in 
business intelligence and data visualization applications. Fig.1 
presents the process we propose for data preparation: Data 
extraction, Data cleaning, Data transformation and Data 
loading. 

A. First Step: Data Collection 
In this paper, the data used was extracted from [20]. The 

period of analysis is between 01/01/2021 and 30/09/2021. We 
mainly use the following files: 

The first file concerns data on testing for Covid-19 by week 
and country and contains the following data: Country name and 
code, Week of year, Level (national or sub-national), Region 
code and name, Number of new confirmed cases, Population, 
Testing rate per 100000 population, Positivity rate and Source. 

The second file concerns data on Covid-19 vaccination and 
contains the following data: Week of year, Country code, 
Population denominators for target groups, Number of doses 
received, Number of first dose vaccine, Number of individuals 
refusing the first vaccine dose, Number of second dose 
vaccine, Number of doses where the type of dose was not 
specified, Region, Target group, Name of vaccine and 
Population. 

 
Fig. 1. Data Preparation. 

B. Second Step: Data Cleaning 
In this step, we removed unnecessary data: 

• Source and Level from the first file. 

• Population denominators for target groups and Target 
group from the second file. 

We also add the following data in order to perform 
analyzes at several levels of granularity: 

• Month, Trimester and Year for the week of year. 

• Zone for countries: we distinguish four zones: Eastern 
Europe, Western Europe, Northern Europe and 
Southern Europe (cf. Table I). 

• Continent: In this study, we focus on Europe. 

TABLE I. ZONES OF EUROPE 

Zones Countries 

Eastern Europe Belarus, Bulgaria, Czech, Hungary 
Poland, Moldova, Romania, Russia, Slovakia, Ukraine 

Western Europe 
Austria, Belgium, France, Germany 
Liechtenstein, Luxembourg, Monaco 
Netherlands, Switzerland. 

Northern Europe 
Denmark, Estonia, Finland, Iceland 
Ireland, Latvia, Lithuania, Norway,  
Sweden, United Kingdom. 

Southern Europe 
Albania, Andorra, Bosnia & Herzegovina, Croatia, 
Greece, Italy, Malta, Portugal, Serbia, Slovenia 
Spain and Macedonia 

C. Third Step: Data Transformation 
In this phase, we merged the following data from the two 

files: Country code, Year of week, Region and Population. 

The result after cleaning and merging data is a new file that 
contains: 

• Week of year, Month, Trimester and Year. 

• Country Name and Code, Population, Region code and 
Name. 

• Number of new confirmed cases, Testing rate per 
100000 population and Positivity rate. 

• Number of doses received, Number of first dose 
vaccine, Number of individuals refusing the first 
vaccine dose, Number of second dose vaccine, Number 
of doses where the type of dose was not specified and 
Name of vaccine. 

D. Four Step: Data Loading 
After data is retrieved, extracted and transformed, it is then 

loaded into a storage system (a data warehouse); it involves 
sorting, checking integrity, and building indices and partition. 

After the initial load, the data warehouse needs to be 
updated by the incremental changes in the data sources. 

Excel
Files

Step 1
Data Extraction

Step 2
Data Cleaning

Step 3
Data Transformation

Step 4
Data Loading

Data 
Warehouse
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IV. DATA WAREHOUSING 
Data storage is keeping data in a secure location that the 

user can easily access. An operational database handles 
frequent daily changes due to the transactions that take place 
by the company. However, a data warehouse provides 
consolidated data in multidimensional form. [8]. 

A data warehouse is constructed by heterogeneous data 
from multiple sources in order to support analytical reporting 
and decision making [11]. Indeed, it focuses on modeling and 
analysis of data to help decision-makers. The data in the 
warehouse must be subject oriented, integrated and non-
volatile. 

The data warehouse possesses consolidated historical data 
in order to organize, use and analyze this data to take strategic 
decisions. The main objective of data warehouses is to 
transform heterogeneous data into a form suitable for analysis. 

In this step, we propose a schema of data warehouse (cf. 
Fig. 2) by using the class diagram of UML (Unified Modeling 
Language) that contains six classes: Date, Zone, Country, 
Region, Testing and Vaccine. 

 
Fig. 2. Data Warehouse for Testing and Vaccination. 

V. DATA ANALYSIS: MULTIDIMENSIONAL SCHEMA 
A data warehouse provides Online Analytical Processing 

(OLAP) tools that present an interactive analysis of data in a 
multidimensional view. The results of these OLAP tools are 
generally Data Cubes, defined by dimensions (described by 
attributes and hierarchies) and facts (described by measures) 
[9]. 

• A dimension is a structure that describes a subject in 
order to help decision-makers answer business 
questions (Example: product, store, and date). 

• An attribute describes a summary level or characteristic 
of a dimension (Example: Year). 

• A hierarchy classifies a dimension into several levels of 
granularity (Example: Date can be decomposed into 
Date→Month→Year). 

• A fact presents a subject that models a set of events 
(Examples: sales, purchases); it has dynamic properties 
(numeric attributes). 

• A measure is a numerical property of quantitative aspect 
that is relevant to analysis (Example: quantity, 
number_of_customers). 

Schema represents a logical description of a database, data 
warehouse, XML document [10], etc. If a database generally 
uses relational model, a data warehouse can use Star, 
Snowflake or Constellation schemas. 

• Star Schema: Each dimension is represented by only 
one-dimension table and the fact table at the center that 
contains the keys of all dimensions. 

• Snowflake Schema: Some dimension tables are 
normalized. 

• Fact Constellation Schema: It contains multiple fact 
tables connected by common dimensions. Table II 
presents the components of multidimensional schema 
we propose. 

TABLE II. COMPONENTS OF MULTIDIMENSIONAL SCHEMA 

Concept Description 

Constellation C 
C= (F ; Di) 

F is a set of facts. 
Diis a set of dimensions. 

FactF 
F=(NameFct; Mi) 

NameFct is the fact name of F. 
Mi is a list of measures. 

Dimension Di 
Di=(NameDim i; Att j; 
Hierark)  

NameDimi is the dimension name. 
Att j  is the list of attributes.  
Hierark is the list of hierarchies. 

Fig. 3 presents the proposed multidimensional model that 
contains two facts (Testing and Vaccine) surrounded by two 
dimensions (D_Date, D_Region). D_Date is decomposed into 
the hierarchy H1 (Week→ Month → Trimester → Year). 
D_Region is decomposed into the hierarchy H2 (Region → 
Country → Zone → Continent). 

 
Fig. 3. Multidimensional Schema. 
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Year
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VI. IMPLEMENTATION AND DISCUSSIONS 
The data used for analysis in this paper was extracted from 

[20]. The analysis period is between 01/01/2021 and 
30/09/2021. In this section, we present several examples of 
multidimensional queries for analyzing data about spreading of 
Coronavirus Covid-19 and vaccination. 

The first query concerns the average of positivity rate by 
Zone and Trimester. Table III presents the result of this query. 

Example 1: 

Dimension 1: Zone 
Dimension 2: Trimester 
Fact: Average (Positivity_rate) 

TABLE III. AVERAGE OF POSITIVITY RATE BY ZONE AND TRIMESTER 

 

We note that the positivity rate is very high for the zone of 
Eastern Europe during the first two trimesters of 2021. In order 
to analyze more this multidimensional table, we propose to 
apply the Drill-down Operator that fragments data into smaller 
parts. It can be done by descending from a level to another in 
the hierarchy. Example: For Dimension 1, we can visualize 
data by passing from Zone to Country (cf. Table IV). 

Example 2: 

Dimension 1: Country 
Dimension 2: Trimester 
Fact: Average (Test_Positivity) 

TABLE IV. AVERAGE OF POSITIVITY RATE BY COUNTRY AND TRIMESTER 

 

For analyzing the number of cases compared to population 
by Country and Month for Western Europe, we propose the 
following query. In this example, We add constraints on the 
measure of the multidimensional table based on colors 
({<=2‰ : Green; <=3‰: Orange; >=4‰: Red) in order to 
highlight the most important values (cf. Table V). 

Example 3: 

Dimension 1: Month 
Dimension 2: Country 
Dimension 3: Zone {Western Europe} 
Fact: (Number_Cases/Population)*1000 
{<=2‰ : Green; <=3‰: Orange; >=4‰: Red} 

TABLE V. NUMBER OF CASES BY MONTH AND COUNTRY FOR WESTERN 
EUROPE 

 

In the next example, we apply the same query for the zone 
of Eastern Europe (cf. Table VI). 

Example 4: 

Dimension 1: Month 
Dimension 2: Country 
Dimension 3: Zone {Eastern Europe} 
Fact: (Number_Cases/Population)*1000 
{<=2‰ : Green; <=3‰: Orange; >=4‰: Red} 

TABLE VI. NUMBER OF CASES BY MONTH AND COUNTRY FOR EASTERN 
EUROPE 

 

We note that the number of cases is higher in zone Eastern 
Europe than Western Europe; mainly in Cyprus, Czechia 
Hungary and Slovakia. 

We now analyze vaccines (Second doses) by Country and 
Trimester (cf. Table VII). 

Example 5:  

Dimension 1: Country 
Dimension 2: Trimester 
Fact: Sum (SecondDoses) 

T1-2021 T2-2021 T3-2021
Eastern Europe 18,29 9,43 0,71

Northern Europe 3,34 2,00 1,81
Southern Europe 7,73 3,87 4,19
Western Europe  5,29 3,78 2,79

T1-2021 T2-2021 T3-2021
Austria 2,22 0,40 0,18
Belgium 5,74 5,65 3,27
Bulgaria 13,01 8,41 3,04
Croatia 10,34 11,83 1,98
Cyprus 1,13 0,72 0,99
Czechia 11,93 0,94 0,22
Denmark 0,52 0,15 0,41
Estonia 14,93 6,98 4,44
Finland 2,66 1,28 2,46
France 6,68 4,91 3,98
Germany 6,96 6,38 3,88
Greece 3,63 0,87 1,54
Hungary 14,78 8,50 1,10
Iceland 0,38 0,26 1,56
Ireland 7,70 2,45 5,88
Italy 6,90 3,54 2,16
Latvia 6,61 3,45 0,93
Lithuania 8,83 4,35 3,55
Luxembourg 1,92 1,43 1,42
Malta 6,06 1,19 2,94
Netherlands 9,46 8,13 4,07
Norway 1,38 1,44 1,40
Poland 18,82 10,86 0,52
Portugal 6,79 1,11 2,68
Romania 13,53 5,61 1,47
Slovakia 46,43 8,03 0,70
Slovenia 6,06 1,93 0,95
Spain 8,81 4,96 9,34
Sweden 11,76 8,25 3,60

Austria Belgium France Germany Luxembourg Netherlands
janv-21 1,38 1,30 1,74 1,34 1,50 2,30
févr-21 1,24 1,34 1,98 0,68 1,90 1,54
mars-21 2,10 2,28 2,17 1,01 2,13 2,35
avr-21 1,93 2,37 2,77 1,55 2,17 3,00
mai-21 0,92 1,65 1,01 1,06 1,36 2,37
juin-21 0,23 0,71 0,67 0,21 0,36 0,76
juil-21 0,12 0,52 0,60 0,07 0,90 1,71
août-21 0,43 1,16 3,19 0,23 0,73 1,49
sept-21 1,13 1,52 2,32 0,78 0,81 0,99

Western Europe

Bulgaria Cyprus Czechia Hungary Poland Romania Slovakia
janv-21 0,56 1,80 5,63 1,02 1,33 1,16 6,60
févr-21 1,02 1,00 5,91 1,64 1,32 0,96 6,88
mars-21 2,94 2,65 6,47 5,33 3,02 1,76 4,92
avr-21 2,47 4,93 2,42 3,34 3,49 1,38 2,11
mai-21 0,69 2,69 0,88 0,79 0,66 0,37 0,85
juin-21 0,16 0,52 0,18 0,14 0,09 0,06 0,24
juil-21 0,07 5,65 0,11 0,03 0,02 0,02 0,06
août-21 0,37 5,15 0,12 0,04 0,03 0,08 0,09
sept-21 1,37 1,94 0,16 0,13 0,06 0,45 0,38

Eastern Europe
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TABLE VII. SUM OF SECOND DOSES BY COUNTRY AND TRIMESTER 

 

We note that the number of vaccines is very low for the 
first trimester. To improve the visibility of this observation, we 
propose the following multidimensional query. Table VIII 
presents the result of this query. 

Example 6: 

Dimension 1: Country 
Dimension 2: Trimester 
Fact: Average(SecondDoses) 
{<=20% : Red; <=40%: Orange; >=60%: Green} 

TABLE VIII. SUM OF SECOND DOSES BY COUNTRY AND TRIMESTER: 
RESULT WITH COLORS 

 

VII. CONCLUSION 
Multidimensional analysis techniques have been used to 

visualize data from several perspectives, in order to help 
decision-makers exploring data according to several 
granularities and so make appropriate decisions. 

In this paper, we propose a data warehouse for storing data 
about spreading of Coronavirus Covid-19 and vaccination in 
European countries. We present a multidimensional model 
based on constellation schema in order to deduce new 
knowledge. The user can add constraints or criteria on 
multidimensional tables based on colors in order to highlight 
the most important values. 

This paper presents a new approach based on the use of 
multidimensional techniques on Coronavirus Covid-19 data 
and the user-defined constraints based on colors in order to 
highlight relevant information. 

For future work, we plan to study the impact of vaccination 
on the spread of the Coronavirus Covid-19 by integrating 
statistical tools into multidimensional tables. 
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Abstract—It is a well-established fact that the electrical bio-
impedance of a part of the human body can provide valuable
information regarding physiological parameters of the human
body, if the signal is correctly detected and interpreted. Accord-
ingly, an efficient low-cost bio-electrical impedance measuring
instrument was developed, implemented, and tested in this study.
Primarily, it is based upon the low-cost component-level approach
so that it can be easily used by researchers and investigators
in the specific domain. The measurement setup of instrument
was tested on adult human subjects to obtain the impedance
signal of the forearm which is under investigation in this case.
However, depending on the illness or activity under examination,
the instrument can be used on any other part of the body.
The current injected by the instrument is within the safe limits
and the gain of the biomedical instrumentation amplifier is
highly reasonable. The technique is easy and user-friendly, and
it does not necessitate any special training, therefore it can be
effectively used to collect bio-impedance data and interpret the
findings for medical diagnostics. Moreover, in this paper, several
existing methods and associated approaches have been extensively
explored, with in-depth coverage of their working principles,
implementations, merits, and disadvantages, as well as focused on
other technical aspects. Lastly, the paper also deliberates upon
the present status, future challenges and scope of various other
possible bio-impedance methods and techniques.

Keywords—Noninvasive; bio-electrical; Impedance; bio-
impedance; bio-medical; instrumentation

I. INTRODUCTION

Extensive research is going on in the field of Bio-Medical
Instrumentation. Researchers and investigators in this field are
striving hard to find out new ways and methods for diagnosis
and measurement of health parameters for the welfare of the
mankind. There are two types of techniques for measuring
biomedical signals namely non-invasive and invasive tech-
niques. Non-invasive techniques are more suitable than the
invasive ones if sufficient accuracy can be achieved using
them. Whether, it is animal and plant cells or tissues, these
are always made up of three-dimensional arrangement of cells
and tissues. Therefore, human body is a complex biological
structure and system, which is also made up of billions of
cells and tissues arranged in 3-D formation [1]. The biological
cells and tissues of both animals and plants floats in ECF
which is known as Extra-Cellular Fluids. This ECF comprises
Intra-Cellular Fluids (ICF) and Cell Membranes (CM) which
may be with or without cell wall. When biological cells and
tissues are subjected to the external electrical stimulus they
respond and produces a complex bio-electrical impedance or
simply known as bio-impedance. This bio-impedance is highly
frequencydependent [2], [3].

Accordingly, frequency response of bio-impedance of cells
and tissues of humans is greatly affected by physiological and
physiochemical composition and structure of these cells and
tissues. Moreover, it also changes from person to person. As a
result, learning about cell and tissue anatomy and physiology
through biological cell and tissue bio-impedance analysis will
be a valuable resource. Therefore, it has been found that study-
ing complex bio-impedance of biological cell and tissues is a
useful method for non-invasive physiological and pathological
investigations. As we know that the bio-electrical impedance
of a biological cells or tissues is dependent on the signal
frequency, however, multifrequency application may also be
used for non-invasive diagnostics and medical investigations,
so as to determine their physiological or pathological behavior
or even properties. There are numerous Non-invasive bio-
impedance techniques such as BIA (Bio-Impedance Analysis),
EIT (Electrical Impedance Tomography), IPG (Impedance
Plethysmography), ICG (Impedance Cardiography), etc. The
bio-impedance measurement technique proposed in this re-
search paper, is a low-cost, efficient, and effective non-invasive
diagnostic technique.

II. LITERATURE SURVEY

Impedance offered by a living tissue is known as bio-
impedance. The broad variability of Cole parameters makes
it difficult to use bio-impedance to distinguish animal and
plant tissues. [4] defines a novel electronic procedure for
distinguishing fruit or vegetable tissue. This system uses a
custom-built electrode pair to compute bio-impedance and
Cole parameters covering a wide range of frequencies from
1 Hz to 1 MHz [4]. However, impedance of human cell and
tissue consists of resistive and capacitive components [5], [6].
It’s determined by injecting an alternating current in the cell
or tissue and then measuring the output voltage across it. The
Linear Time-Varying (LTV) bio-impedance is measured with
a specified precision using stepped-sine excitations, as given
in [7], but it is susceptible to temporal distortions affecting
the data, which limits the device’s temporal bandwidth and
sets the data accuracy. Current source and voltage sensing
circuit are the essential blocks in the instrument. Several
authors have successfully designed current sources operating
up to few hundreds of kHz [8]. Paul Annus et.al. [9] have
systematically analyzed the design of a current source using
transfer function approach and they have measured the load
impedance using load in loop method or configuration. The
voltage sensing circuit consists of amplifier, demodulator and
low pass filter. The use of instrumentation amplifier for bio-
impedance measurements has been analyzed by Areny and
Webster [10]. The measurement technique has been used in a
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number of applications such as calculating Total Body Water
(TBW), calculating Intracellular Fluid (ICF) and extracellular
fluid (ECF) [6] Electrical Cardiometry [11], Skin Water Con-
tent, Impedance Imaging (Tomography), Ablation Monitoring
and measurement of Respiration Rate [12]. The technique also
has the potential to be used in biometrics [13]. Body Compo-
sition Assessment, Transthoracic Impedance Pneumography,
Electrical Impedance Tomography (EIT), and Skin Conduc-
tance are examples of bio-impedance applications that are
described and analysed in [14]. [15] looked into the possibility
of non-invasively tracking blood glucose levels using bio-
impedance data, which would allow for more regular testing
and better diabetes management and monitoring. The bio-
impedance measurement is not a new technique in biomedical
diagnostic techniques but research is still going on to make this
technique a standard procedure for diagnosis of a particular
disease. For this purpose, it is required that a large amount
of data be collected for a particular disease, for a particular
environmental society and analysis to be done, correlating the
disease with the signal recorded. To attain this objective, we
have designed a low-cost instrument using common analog
signal processing blocks, which gives an accurate recording of
the bio-impedance signal.

III. BACKGROUND

A. Basics and Origin of Bio-impedance

Bio-impedance is a passive electrical property that de-
scribes a biological cell or tissue’s ability to obstruct (oppose)
the flow of electrical current through it. The reaction to
electrical excitation (current or potential) applied to biological
tissue is used to determine bio-impedance. The same or other
electrodes applies the excitation signal and picks up the reac-
tion in bio-impedance measurements, then charge conversion
takes place from electronic to ionic charge and vice versa [7].
Simply, the ratio of voltage (V) to alternating current (I) is
known as electrical impedance (Z). Since, Direct Current (DC)
is quite hazardous to humans, therefore, it is never used for any
experimentation on humans. In fact, Alternating Current (AC)
is more preferable choice for such type of applications. The
calculated or observed bio-impedance (Z) is highly influenced
by the Resistive (R), Capacitive (C), and Inductive (L) parts of
the cells and tissues. The bio-impedance (Z) is given by using
the modulus |Z| and the phase change. Since, bio-impedance
(Z) is a complex function or parameter, therefore its Resistance
(R) is the real part and whereas, the Capacitance Reactance
(Xc) is the imaginary part. As the ICF, CM, and ECF are made
of dissimilar materials with nonidentical electrical properties,
therefore every cell and tissue components react differently
to the applied AC signal. As we know that ICF and ECF
are made up of ionic solution which is highly conducting in
nature, thus it provides low resistance path to the applied AC
signal [16]. The CM are composed of lipid bilayers which
are electrically nonconducting and inserted between two layers
of conducting proteins. This sandwiched structure, produces a
capacitive reactance (Xc) to the applied AC signal [17], [18].
Due to this, biological cells and tissues produces a complex
bio-impedance (Z) which can be considered as overall response
to an applied AC signal [2], [3]. Thus, bio-impedance (Z) is a
complex function depends upon cell and tissue composition
and structure, health of person and applied AC signal fre-
quency. Moreover, it also changes with measurement direction,

from one subject to the other subject and even within the tissue
itself.

The human body composition comprises, water (64%), pro-
tein (20%), fat (10%), and minerals (5%) and starch (1%). The
human body mass is mainly due to O (65%), C (18%), and H
(8%). The majority of muscles are made up of protein whereas,
majority of bones are made up of minerals [19]. The bio-
impedance is proportional to Total Body Water (TBW), which
contains Intra-Cellular Water (ICW) and Extra-Cellular Water
(ECW). Body water, body fat, and body muscle have different
impedance values according to the amount of presence of
water in these. Thus applied AC signal pass through paths
that contain more water as it provides high conductivity [20].
The physiological, morphological, pathological settings and
also applied AC signal frequency, all these affect and influence
cells and tissues and their electrical properties [21], [22]. The
biological cells and tissues may have active (endogenous)
or passive (exogenous) electrical properties, depending on
the type of source of applied AC signal. The bio-electric
signals from the heart known as electrocardiograph (ECG),
signals from the brain known as electroencephalograph (EEG),
whereas electromyograph (EMG) signals from the muscles are
few examples of active properties (bio-electricity) produced by
ionic activities within cells and tissues (typical of nerve cells).
Passive properties are generated by simulating them with an
external electrical excitation source [23], [24].

The extracellular fluids surround all cells with membranes
in biological tissues. The main constituents of Extra-Cellular
Fluid (ECF) are fluid component of the blood known as plasma
and the other one is Interstitial Fluid (IF) which surrounds all
cells that are not in blood. The extracellular space is the part
of a multicellular organism outside the cells, whereas intra-
cellular space is within the organism’s cells. The cell mem-
branes separate extracellular spaces and intracellular space thus
producing two electrically conducting compartments known
as extracellular media and intracellular media. The resistive
pathways are provided by ECF and intracellular fluids (ICF).
Due to its insulating design and structure, the lipid bilayer
cell membrane is very-very thin measuring approximately 6-7
nm. This lipid bilayer cell membrane is semi-permeable, due to
which it has a high capacitance and which produces capacitive
reactance [25], [26], [27]. Although biological cells and tissues
may have inductive properties, inductance is much lower at
low frequencies than resistance and reactance, so it is often
overlooked [28]. Thus, biological cells or tissue’s complex bio-
impedance is the contributions from both frequency-dependent
capacitance and conductance [21], [29], [30], [31], [32], [33].
Bio-electrical impedance often differs from one tissue to the
next, as well as from one subject to the next. The complex bio-
electrical impedance is affected by changes in cell and tissue
composition and structure, and even health condition or status
of the subject [5], [6].

B. Frequency Response of Bio-impedance

The anatomical, physiological, and pathological state of
biological cells and tissues determine the bio-impedance fre-
quency response. Therefore, the bio-impedance study can pro-
vide much more information related to the anatomy and physi-
ology of a cell or tissue. Since the bio-impedance response is a
variable of signal frequency, therefore bio-impedance analysis
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with multifrequency inputs can give detailed cell or tissue
attributes information, that can help greatly in cell or tissue
specifications. Furthermore, the applied ac signal frequency
also drastically affects it [2], [3]. Thus, the bio-impedance of
cells or tissues and their frequency response is greatly affected
not only by the composition and structure of these cells and tis-
sues in the given physiological and physiochemical setting but
also by the applied signal frequency. The few bio-impedance
analysis techniques which makes use of lumped estimation
of the bio-impedance values of the cell or tissue samples
are BIA, IPG, and ICG etc. Bio–Electrochemical Impedance
Spectroscopy (EIS) measures and analyses bio-impedance at
different frequencies. Thus, EIS provides not only a lumped
approximation of the cell or tissue sample’s bio-impedance
values at relatively higher frequency (generally 50 kHz), but
also the details required to have better understanding of the
many complex bio-electrical phenomena such as dielectric
dispersions and relaxation.

The bio-impedance measurement can be broadly divided
into two categories, namely, "single-tone" signals and "multi-
tone" signals measurements. The analysis of "single-tone"
signals is very straightforward, but measurements take longer,
whereas use of a multi-tone signal allows for simultaneous
coverage of the entire frequency spectrum. However, use of
a multi-tone signal may result in an algorithm which can be
more complex for analysis purpose [34]. Moreover, especially
the dielectric properties of the object determine the required
frequency range for bio-impedance measurements, which typi-
cally spans 3 to 4 decades in the kHz to MHz range. In general,
wider range of frequencies improves fitting accuracy but at
the cost of complicating measurements. Furthermore, (SNR)
of measured signals also effects the fitting accuracy [35].

C. Types of Electrode Configurations

When an alternating current is used in bio-impedance
testing, the electrode displays a frequency-dependent Electrode
Polarisation Impedance (EPI) at the contact point with the
tissue or solution as the case may be. Any change in the
electrode material that is in contact with the tissue or so-
lution also affects the magnitude and as well as the phase
of the electrode impedance. As a result, the total calculated
impedance of the system is equal to the sum of the EPI and
impedance of the tissue/solution [25]. Finally, the impedance
depends upon type of electrode used, electrode material used,
the applied signal amplitude and also on its size, shape
and structure [36]. In order to measure bio-impedance, we
need at least two electrodes for the electrical current to
pass through the closed circuit [25]. Therefore, bio-impedance
measurements are performed with two or four electrodes. In
both methods, the red coloured electrodes depicted in Fig. 1
are known as input or excitation electrodes. Basically, these
are the current or driving electrodes. On the other hand,
blue coloured electrodes also depicted in Fig.1 are known as
voltage/sensing or output electrodes used to determine output
signal which is frequency dependent. It should be observed that
bio-impedance measurements can be inaccurate due to factors
such as movement and improper electrode placement [36].
Bio-impedance measurements are typically done with gel elec-
trodes to minimise electrode-skin impedance. The usability of
dry electrodes is studied in [37] because this type of electrode

is not suitable in many measurement environments. For bio-
impedance measurement, there are two kinds of electrode
configurations. According to its name the two-electrode system
or setup depicted in Fig.1(a) for measurement of impedance
makes use of two electrodes only. Thus, the current signal
injection or current-carrying as well as voltage measurement or
voltage pickup are done with the same electrodes. For unipolar
measurements, electrode configuration with quite large and
small electrodes can also be used [38].

The two-electrode technique suffers from contact
impedance due to polarisation impedance at the electrodes’
surfaces and the measured signal also covers the contact
impedance due to voltage drop [25]. While, analysing the
measured signal, the polarisation impedance should be
considered and removed in the output signal [39], [40].
Overall, the results obtained using this method are interesting,
however they do not provide an accurate signal on the
electrode’s surface [41]. In four electrode configuration
or setup, two independent pair of electrodes are used for
current injection and detecting changes in voltage or voltage
measurements [39], [42]. In this system, the input that is
constant amplitude current signal is injected using the outer
electrodes. These electrodes are also known as current or
driving electrodes depicted in red colour in Fig.1(b). The
output voltage signal produced which is frequency dependent
is measured at two points within the current electrode. These
electrodes are also known as voltage or sensing electrodes
depicted in blue colour in Fig. 1(b). In this configuration,
as the distance between electrode pairs was increased,
the magnitude of the measured impedance decreased [25],
[43]. A number of factors influence the effect of electrode
polarisation impedance which includes electrode content,
size, measuring frequency, sample impedance, and so on.
The main advantage of four electrode configuration over its
counterpart two electrode configuration is that the voltage
or sensing electrodes do not carry current, due to this it
eliminates polarisation impedance. Thus, at the connecting
surface of electrode with tissue or electrolyte the influence
of contact impedance is greatly decreased. Therefore, use of
this method is a common and popular practice to lower the
effect of EPI [44]. Furthermore, four electrode configuration
measurements are more sensitive and accurate.

IV. PROPOSED METHOD

The instrument designed consists of power supply, cur-
rent source, voltage sensing unit and data acquisition system
(DAS). Fig.2 depicts the general block diagram of the measur-
ing instrument. The current source circuit is used to generate a
sinusoidal current of amplitude in the range of 600 µA- 800 µA
and a frequency of 50 kHz [4]. The voltage sensing unit is used
to amplify and remove the high frequency components from
the signal sensed by voltage sensing electrodes. The signal is
then given to the data acquisition system. The contact surface
dimensions of all test electrodes are the same, and the carrier
is a circular printed circuit board. To compare the electrodes’
characteristics, the electrode-skin impedances are measured
under a variety of signal frequencies, contact durations, contact
pressures, positioning positions, and subjects. All measure-
ments are often done with silver/silver chloride (Ag/AgCl)
dry gel electrodes for contrast. [37] The instrument has four
Ag/AgCl electrodes, two on the outside and two on the inside,
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Fig. 1. Bio-impedance Measurement using: (a) Two- Electrode Method, (b) Four-electrode Method.

which are used as current electrodes and voltage electrodes,
respectively. This type of arrangement is known as a tetra polar
arrangement. Such an arrangement has been implemented by J.
J. Wang et.al. [45] to use forearm impedance plethysmography
for monitoring cardiac pumping function.

A. Waveform Generation

This is the first stage of the instrument and also the most
critical one. All the parameters for this stage are very important
as far as subject’s safety and the output of the device is
concerned. As this is the first stage any noise added at this
stage will get amplified in the subsequent stages. A good
waveform generator should have a single frequency output with
very low value of total harmonic distortion and should have
a very low frequency drift. A Wein bridge oscillator can be
used to generate a sinusoidal waveform [46]. The oscillator is
designed for a frequency of 50 kHz as this frequency is widely
accepted in clinical use as a standard [47]. Among all types
of voltage source generators, an oscillator produces the output
with the most stable frequency as compared to other sources.
Wein bridge oscillator is implemented using an op-amp, which
gives a stable output with a single frequency for a particular
combination of resistors and capacitors. Proper limiter circuit
is also used in the circuit to keep the poles of the oscillator
on the imaginary axis. One major problem with using Wein
bridge oscillator is that the instrument designed cannot be used
for bio-impedance spectroscopy.

A comparator, integrator and wave shaping circuit can be
used to generate square, triangular and sinusoidal waveform of
variable frequency [48]. The comparator and integrator circuit
used together generate square and triangular waveforms. Trian-
gular waveform is shaped using a shaping circuit to generate
sinusoidal waveform. The maximum frequency achieved by
this circuit using 741 op-amp is 26 kHz. This method can
be used for excitation in lower frequency range but lower
frequencies are not used in bio-impedance spectroscopy as
electrodes get polarized at lower frequencies. It has also been
observed during our laboratory experiments that there was no
biomodulation obtained in the output signal when a current
of frequency less than 20 kHz was injected into human body.
The instrument designed uses a monolithic integrated circuit
ICL8038, to produce high accuracy sine, square and triangular
waveforms [49]. The frequency can be selected externally from
10 kHz to 100 kHz using a potentiometer. The output of
ICL8038 is stable over a wide range of temperature and supply
variations. The total harmonic distortion for ICL8038 varies

from 1% to 2% depending on the model selected.

B. V To I Convertor

The current driver is one of the most important sub circuit
for the measurements of bio-impedance. The current driver
can easily work over a fairly wide range of impedance and
frequency. The main requirements of a current driver are high
output impedance, short phase delay and minimal harmonic
distortion. Depending on whether they are open loop or closed
loop, these are categorized into two groups. The features of
each design are described [50].

The voltage waveform generated using 8038 is converted
into current, which is injected into human body. The current
generated is within the safe limits (600µA- 800µA). The V to
I converter is intended to run in the frequency range of 10-100
kHz.

The main requirement for a current source is that it
should supply a constant amount of current irrespective of
the impedance of the load connected to it. When the output
impedance of the current source is much greater than the load
impedance then the current through the load is maintained
constant regardless of the load value. F. Seoane et.al have
analyzed Howland circuit as V to I converter [51]. In this
instrument Howland circuit with buffer is used for voltage to
current conversion. Fig. 3 is the circuit diagram for voltage
to current converter. The buffer stage increases the output
impedance of the V to I converter. The input impedance of the
circuit is around 20 kΩ. Fig. 4 depicts the simulation results
for circuit of Fig.-3. The resistance {R} in the Fig. 3 represents
the load to which current would be injected. The human body
impedance is in the range 1 kΩ - 3 kΩ. In simulation the
resistance {R} is varied from 0.1k to 5k in steps of 100 Ω. It
is verified using the simulation results that the current through
the load is almost constant (10 µA variation) irrespective of
the load resistance.

C. Instrumentation Amplifier

The voltage sensed from the section of human body is
in range of millivolts. The input signal is amplified using a
difference amplifier. A single op-amp can also be used as
a difference amplifier but due to its low input impedance it
cannot be used. The input impedance of the single op-amp
difference amplifier can be increased by introducing a buffer
at each of the inputs of the amplifier and instead of using a
unity gain follower one can also have some gain from the first
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Fig. 2. General Block Diagram of Measuring Instrument.

Fig. 3. Circuit Diagram for Voltage to Current Converter.

Fig. 4. Variation of Current Through {R} with Respect to Change in Value of Load Resistance, y-axis is the Current Through the Load and x-axis is the
Impedance of the Load Connected to the V to I Converter.
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stage. This leads to the circuit of instrumentation amplifier as
shown in Fig. 5. The instrumentation amplifier has high CMRR
and high input impedance and has been very effectively used
in biomedical applications such as EEG and ECG.

The analysis for instrumentation amplifier has been given
by Adel S. Sedra and Kenneth C. Smith [1] and its use as a
biopotential amplifier has been analyzed by Nagel J.H [52].
The gain for the instrumentation amplifier is given below.

gain =
R4

R3

(
1 +

R2

R1

)
(1)

The signal from the electrodes is given as input to the instru-
mentation amplifier through its two terminals. The gain of the
amplifier is 26.44 dB. The first two op-amps are used for gain
and the third operational amplifier is used for common mode
rejection. In the circuit designed R4=R3 and R2/R1 is equal
to 20. The amplifier’s input impedance is equal to the input
impedance of the operational amplifier. Frequency response
analysis of the instrumentation amplifier depicts that the phase
and gain are constant in the desired frequency range. Fig. 6
depicts the frequency response of the instrumentation amplifier
in which the continuous plot is the magnitude plot and dotted
plot is the phase plot.

D. Demodulator

The signal obtained from the human body is an amplitude
modulated signal, where the carrier is the current waveform
that we have introduced into the human body. In this case
the high frequency carrier is a sinusoidal waveform with a
frequency of 50 kHz and the modulating bio-impedance signal
is low frequency signal with frequency components less than
50 Hz. Webster and Tompkins [53] have suggested use of full
wave rectifier for demodulation. The modulating signal can be
extracted using a simple envelope detector circuit as shown
in Fig. 7. Asynchronous demodulation has been used so that
square and triangular waveform excitation can also be used in
addition to the sinusoidal waveform.

For the first cycle diode is forward biased and it charges the
capacitor to the first peak value. The charging time constant
should be such that the capacitor voltage follows the input
signal.

τ charging <<
1

fc
(2)

where fc is the frequency of the carrier. The charging times
constant depends on source resistance Rs, forward bias diode
resistance rd and capacitance C1.

τ charging = ((Rs + rd +R2) ∥R1)C1 (3)

Rs + rd +R2 << R1 (4)

∴ τ charging = (Rs + rd +R2)C1

When the input signal drops, diode becomes reverse bias
(as capacitor is charged to a higher voltage) and the capacitor
voltage remains at the initial level. During this time (when
diode is reverse bias) the capacitor discharges through the
resistor R1.

τ discharging = R1C1 (5)

The discharging time constant should be large so that the
capacitor discharges slowly but it should not be so large that
it is unable to trace the low frequency modulating signal. The
discharging time constant should follow the following relation:

1

B
≫ τ discharging ≫ 1

fc
(6)

Where B is the bandwidth of the low frequency bio-impedance
signals. For the calculation of the values of resistances and
capacitance, value of B is taken equal to 50 Hz. The diode used
in the circuit is forward biased when the incoming voltage is
greater than 0.7V, therefore the low voltage signals cannot be
detected. Taking into account this problem related to cut off
voltage of diode, a precision diode [46] is used in this circuit
in place of normal diode. A precision diode is an operational
amplifier with a diode in the negative feedback followed by a
diode whose anode is connected at the output pin of the op-
amp. The cutoff voltage for a precision diode is approximately
equal to zero volts. Fig. 8 is the circuit for precision diode.
The output of the demodulator is given to the low pass filter
stage through a buffer. Improved output buffering and peak
detector gain greater than unity is achieved with an output
voltage follower. This leads to circuit of precision envelope
detector in Fig. 9. The precision envelope detector is much
more accurate than the simple envelope detector as the voltages
below 0.7V are also detected by this circuit. Droop due to
detector diode leakage can be removed through the use of
bootstrapping feedback that holds detector diode bias at zero
when the diode is not conducting.

E. Low Pass Filter

The signal from the demodulator contains high frequency
components, which needs to be filtered out before the signal
is given as input to the analog to digital converter of data
acquisition. Here, an antialiasing filter is used as a Low Pass
Filter (LPF). Accordingly, a second order Chebyshev LPF with
a cutoff frequency of 40 Hz is used. Chebyshev filters differ
from Butterworth filters in that they have a roll-off which
is steeper and more ripple in passband (type I) or stopband
(type II). Chebyshev filters have the property of minimizing the
difference between real filter characteristics and the idealized
one over the desired filter range, but with passband ripples. The
LPF output is given to data acquisition system implemented
using Arduino uno board.

F. Assumptions, Measurement Protocol and Data Acquisition

According to the BIA assumptions, the human body can
be considered as a homogenous conductor having cylindrical
dimensions (Fig. 10). In which bio-impedance is directly
proportional to ‘L’ and inversely proportional to ‘A’, where
‘L’ is the cylinder’s length and ‘A’ is the cylinder’s base cross-
sectional area (Fig. 10).

BIA formulation processes typically make the following
assumptions for ease of calculation, though in practice the
human body varies from these assumptions:

• The human body is considered as cylindrical.

• The cylindrical shape is defined by its height and
weight.
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Fig. 5. Circuit Diagram for Instrumentation Amplifier.

Fig. 6. Frequency Response Analysis of the Instrumentation Amplifier.

Fig. 7. Circuit Diagram of Simple Envelope Detector.

Fig. 8. Precision Detector.
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Fig. 9. Precision Envelope Detector.

Fig. 10. The Human Body’s Impedance when it is Modelled as a Homogeneous Conductor with Cylindrical Volume.

• Homogeneous and evenly distributed body composi-
tion is considered.

• The body compositions have no individual differences
or variations.

• The environment parameters like temperature, other
physiological parameters such as body heat or stress
are assumed to be constant.

The cell membranes produce capacitive reactance due to the
capacitive nature and caused by a selectively applied AC signal
allows current to pass through these cell membranes using
current paths largely depends upon the signal frequency (Fig.
10). The cell membranes are penetrated by current with high
frequency. Thus, the current penetrates ECFs, CMs and ICFs.
The low frequency current passes through ECF only as the
cell membrane reactance prevents its flow through it. The
BIA technique can be used to determine the (TBW) which
is nothing but combination of ECW and ICW. However, it
should be done at a particular frequency of the applied AC
signal.

The instrument designed was tested on patients at St.
Joseph hospital, Ghaziabad, India. Verbal prior approval for the
study was taken telephonically from the concerned authorities.
Twenty-five adult human subjects (aged 25-60 years) partici-
pated in this study. The general test setup for BIA is shown in
Fig. 11. However, in our study it differed little bit for the ease
of the subjects. They were made to rest in supine position for
about ten to fifteen minutes. Then, Ag/AgCl electrodes were
put their right and left forearms. Volunteers were told to lie
down straight and remain still during measurement.

V. RESULTS

The test setup used to validate the instrument is sim-
ilar to the setup used in impedance plethysmography for
the cardiac output measurement. In general, impedance is a
measure of resistance. Plethysmography has become the gold
standard for measuring changes in blood volume in any part
of the body based on electrical impedance changes [54]. It is
also being used in the diagnosis of peripheral vascular dis-
eases. In impedance plethysmography, values of instantaneous
impedance (Z), basal impedance (Z0), which is an average of
calculated bio-impedance values and derivative of impedance
with respect to time (dZ/dt) is used to calculate cardiac output
parameters. Since the technique is a standard procedure, the
values of basal impedance measured by this technique can
be used to validate the instrument designed. The output of
the demodulator is essentially the basal impedance of the
section across which electrodes have been applied. The basal
impedance values of forearm given in literature, [55] are used
to validate the output signal of the instrument designed.

The output voltage signal of three sets of volunteers has
been displayed in Fig. 12. The slight variations in the voltage
values depict the variations in impedance (Z0). The basal
impedance is calculated using the constant voltage level. The
calculated value of basal impedance and its comparison with
values of basal impedance in literature has been shown in
Table I. The comparison in Table I shows that the values
measured from the output of the instrument is in accordance
with that of standard technique, which validates the design of
the instrument.
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Fig. 11. General Test Setup for BIA.

TABLE I. BASAL IMPEDANCE (FOREARM)

SET OF
VOLUNTEERS
[NOs]

MEASURED BY INSTRU-
MENT DESIGNED

STANDARD VALUES IN LIT-
ERATURE

AV . AGE AV . Z0(Ω) AGE GROUP AV . Z0(Ω)
A [5] 40 58.16 36-45 65.44 ±12.03
B [8] 48 80.57 46-55 67.50 ±6.38
C [12] 57 58.77 > 55 69.13 ±8.74

Fig. 12. Output Voltage Signals Measured using the Instrument. (a) is the Output Signal of Volunteer Set-A (b) being the Output Signal of Volunteer Set-B and
(c) is the Output Signal of Volunteer Set-C. The y-axis in Each Figure is the Output Voltage Amplitude Value and the x-axis Represents Number of Samples.

www.ijacsa.thesai.org 746 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 1, 2022

VI. CONCLUSION

A simple low cost bio-impedance measuring instrument has
been designed using common electronic blocks. The results
have been validated and have been found to be accurate and
reliable. Each block of the instrument has been tested using
simulation and verified experimentally. The method and device
developed fulfills required specifications and can be used in
clinical examinations. Bio-impedance measurement techniques
can prove very useful for first hand diagnosis. The major
problem for using this technique for diagnosis is that its results
are not standardized. By standardized one means that just by
looking the graph or using its results one can say whether the
results correspond to a normal person or a patient suffering
from a disease. A large amount of analysis has to be done for
a particular application on bio-impedance signals to enable the
doctors to rely on results produced by bio-impedance analysis.
The standardization of bio-impedance values for human body
may be difficult due to variable ambient conditions, eating
habits, lifestyle and anthropological background. So intensive
and extensive research and in-depth analysis is required to be
carried out towards normalization and standardization of the
bio-impedance values.

Researchers in the field of bio-impedance have discovered
that multifrequency bio-impedance analysis (BIA) is one of
their main interests [56]. A group of researchers are exploring
instrumentation and designing more advanced instrumentation.
In the future, investigation and research can be carried out
for Bluetooth-enabled wireless instrumentation for BIA tech-
niques. Moreover, in future studies Bluetooth-enabled wireless
instrumentation for Electrochemical Impedance Spectroscopy
(EIS) techniques could be investigated. To improve cardiac
health monitoring and to have potential transthoracic parameter
assessment; ICG along with a bio-impedance tool with multi-
frequency features can be used. Furthermore, in an ambulatory
or long-term monitoring requirement in the Intensive Care
Unit (ICU) bio-impedance based ICG can be used. However,
if future research on Bio-impedance calculation and BIA
can overcome these challenges, it can be implemented more
appropriately than other commonly used and popular imaging
methods in specific medical diagnostic applications especially
related to the imaging of brain, breast, abdominal and whole
body, etc.

Bio-impedance technology is becoming more prevalent as a
result of an increasing number of healthcare monitoring appli-
cations. The study presented has a wide range of implications,
including the ability to improve bio-impedance studies and
healthcare devices that use bio-impedance technology [7]. Bio-
impedance spectroscopy measures the bio-impedance of cells
and tissues covering fairly good frequency range. Physiological
testing and health-monitoring systems benefit greatly from
this method. Devices must be compact, wearable, or even
implantable for a wide variety of applications. As a result,
the next generation of bio-impedance sensing systems must be
designed to save energy and resources [34]. It’s critical to con-
sider the application as well as the type of cell or tissue culture
to be monitored when selecting a bio-impedance measurement
technique [57]. As a result, choosing the right electrode con-
figuration is crucial. Future research should focus on the elec-
trodes and the bio-impedance measurement method [57]. Over-
all, this paper describes a low-cost, bio-electrical impedance

measurement system that has been successfully developed and
tested and can be used effectively and efficiently for non-
invasive health monitoring. The paper also discussed some of
the most important technological aspects and limitations of
bio-impedance calculation and study. Finally, in this paper the
theoretical dimensions, operating principles, implementations,
benefits, disadvantages, and current research status, upcoming
developments, and bottlenecks in bio-impedance analysis and
calculation all have been covered in great detail.
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Abstract—A considerable amount of research has been de-
veloped lately to analyze social media with the intention of
understanding and exploiting the available information. Recently,
irony has took a significant role in human communication as
it has been increasingly used in many social media platforms.
In Natural Language Processing (NLP), irony recognition is an
important yet difficult problem to solve. It is considered to
be a complex linguistic phenomenon in which people means
the opposite of what they literally say. Due to its significance,
it becomes essential to analyze and detect irony in subjective
texts to improve the analysis tools to classify people opinion
automatically. This paper explores how deep learning methods
can be employed to the detection of irony in Arabic language
with the help of Word2vec term representations that converts
words to vectors. We applied two different deep learning models;
Convolutional Neural Network (CNN) and Bidirectional Long
Short-Term Memory (BiLSTM). We tested our frameworks with
a manually annotated datasets that was collected using Tweet
Scraper. The best result was achieved by the CNN model with
an F1 score of 0.87.

Keywords—Verbal irony; natural language processing; machine
learning; automatic irony detection

I. INTRODUCTION

Sentiment analysis is known as the extraction and inter-
pretation of opinions expressed in a text written in a natural
language on a certain subject [1]. Recently, sentiment analysis
and opinion mining became extremely popular due to the
increase of social network usage, which led to produce a
huge number of texts. Researchers and many organizations
became more interested in analyzing such a text type in order
to understand human communication better. Hence, irony is
a sophisticated form of sentiment expression where people
express their opinions in a certain way [2]. Therefore, it has
become an important topic in NLP as it flips the polarity of
the posts.

According to Cambridge dictionary1, irony is described as
a figure of speech that means the opposite of what people
really say in a way of being humorous. For example, ” I love
going to the dentist!!”. Irony can be either situational or verbal.
Situational event occurs when naturally expecting something
to happen but the opposite take place [3]. While verbal irony
is when individuals express words that represent the opposite
of what they actually feel and that is the focus of the existing
studies in irony detection. Sarcasm is another term that often
occur along with Irony. There exists a lack of conformity in the
relationships between irony and sarcasm. Some researchers [4]

1https://dictionary.cambridge.org/

[5] define sarcasm as a type of irony in which it is directed at
an individual, with the purpose to mock. While others [6], [7]
see them as a distinct phenomenon and consider sarcasm differ
from irony in which sarcasm include an element of ridicule that
irony has not.

In our regular everyday communication, we meet people
who like to use irony in the conversation. In most cases, we can
detect irony depending on the tone, context, facial expressions,
and the person’s character. However, when ironic posts in
social media are in question, recognizing the irony becomes
more challenging and complex due to its ambiguous nature,
the missing intonation of the person who writes the message,
restricted length of the words, the informal language, the use
of hashtags, and the context is not always clear.

Irony has been studied by many research fields such as
psychology [8], linguistics education [9], and computational
science. It is used widely as an indirect negation in order to
achieve different communication goals in many situations such
as criticizing, make fun of people, and manipulate answers to
upsetting questions.

In recent years, social media have become a part of people’s
everyday modern life. It enables them to share their opinions
on different topics along with other matters. Therefore, the
appearance of irony in social networks such as microblogs
has greatly increased. For this reason, one of the primary
motivations behind this research is detecting real intention
behind posts accurately and understanding how people feel
regarding specific matters can be useful for many applications.
It can help in correctly identifying security issues such as
threatening posts by verifying whether the threat words are
literal or not. Also, it can be helpful in distinguishing figurative
language devices that are used in the different social media
platforms, product reviews, feedback, etc., and recognizing
the ironic negative reviews/post that being misinterpreted as
positive. In general, any tool that aims to extract the meaning
of a post effectively can benefit from such a property.

Existing work on detecting irony in Arabic language have
mainly focused on classical machine learning [10], [11], [12].
While recent research on detecting irony in English language,
such as [13], [14], and [15], applied neural network ap-
proaches. Hence, the importance of this research lies on adopt-
ing neural network techniques to improve recognizing irony in
Arabic texts. To the best of our knowledge, there is only one
experiment [12] on detecting irony in Arabic using a neural
model, namely BiLSTM. Therefore, we propose a framework
that learns irony using a convolutional neural network (CNN).

www.ijacsa.thesai.org 750 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 1, 2022

In addition, we experimented with Bidirectional Long Short-
Term Memory (BiLSTM) as well. The approach we applied
outperformed the state of the art. The main contributions of
this research can be summarized as follows:

1) A manually annotated ironic Arabic dataset.
2) We believe that this is the first work on using CNN

for irony detection in Arabic texts.

This paper is structured as follows: Section 2 presents a brief
literature review on irony detection; Section 3 discusses the
approach including data generation process, feature extraction,
and the proposed method; Section 4 dedicated to the results;
lastly, Section 5 concludes the paper.

II. RELATED WORK

The interest in adopting neural networks to detect irony on
social media has been increased. Classical methods, e.g. SVM,
depend on feature engineering and manually convert texts into
feature vectors prior to the classification task. In contrast,
neural networks approaches can automatically grasp the rep-
resentations of input texts with different levels of abstraction
and then use the gained knowledge to perform the classification
task. Several deep learning-based methods have been reported
for the field of automatic irony detection. One of the early work
was by Poria et. al. [16] who proposed an architecture based on
a pre-trained convolutional neural network to detect sarcasm
on balanced and unbalanced datasets. Sentiment, emotion and
personality features were extracted and applied to the system.
The balanced datasets achieved the highest f1 score of 0.97.
Ghosh et al. [17] applied a semantic neural network model to
detect sarcasm over social media content. The architectures are
composed of two CNN layers followed by two long short-term
memory (LSTM) layers and a deep neural network (DNN)
layer. The evaluation of the model achieved an F-score of
.92. Ilić et. al. [18] proposed a deep neural network model
that depends on character-level word representations extracted
using the Embeddings from Language Models (ELMo). ELMo
is a contextualized representation method that uses vectors
extracted from BiLSTM. They tested their system on seven
datasets obtained from three different data sources. The results
yield 0.87 F-score using Twitter dataset. Authors noted that
annotating data manually is necessary in order to improve
the performance results. Furthermore, transfer learning ap-
proaches, i.e., applying the knowledge of an already trained
model to a new task, became very popular in many problems
including irony detection in recent research. Potamias et al.
[14] proposed a transformer based architecture that builds
on the pre-trained RoBERTa model and integrated with a
recurrent convolutional neural network (RCNN) that uses non-
hand crafted features as they argue that overly trained deep
learning approach does not need engineered feature step.
They used several benchmark datasets that contain ironic,
sarcastic, and figurative expressions. The highest performance
of the hybrid neural system achieved f1 score of 0.90 by
the sarcastic Riloff’s dataset [19]. As for Zhang et al. [20],
they focused on finding implicit incongruity without depending
on explicit incongruity expressions. They used three transfer
learning-based techniques to enhance the attention mechanism
of RNNs. The applied attention-based Bi-LSTM achieved
higher outcomes on the hashtag-labeled corpus compared to

the human-labeled one. The authors discuss that manually-
labeled dataset is considerably more difficult than the hashtag-
based dataset and that human annotated dataset results in a
more accurate prediction for irony in real applications. Gonzale
et al. [21] used a Transformer Encoder (TE) architecture on
two corpora; English and Spanish languages. They applied
two TE models with and without the sine-cosine positional
information: TE-Pos and TE-NoPos. As a result, TE-NoPos
outperformed the TE-Pos system. They also studied the affect
of the transformer architecture’s multi-head self-attention pro-
cesses on the irony detection topic. Wu et al. [13] proposed a
framework based on four layers of BiLSTM with three dense
layers. they combined three tasks which includes finding the
missing irony hashtags, classifying ironic or non-ironic and
detecting the irony types. The system is concatenated with the
sentiment and sentence embedding features that improved the
performance by achieving an f1 score of 0.70 and 0.49. Huang
et al. [22] considered three deep learning models; Convolutions
Neural Network (CNN), Recurrent Neural Network (RNN),
and Attentive RNN. The Attentive RNN outperformed other
models by achieving F1 score of 0.89. They discussed how
attention mechanism improved the irony detection perfor-
mance. Khalifa and Hussein [12] implemented an ensemble
of 8 models based on biLSTM network with TF-IDF, topic
modeling and word and character counts features on an Arabic
tweets. The ensemble achieved the F1 score of 0.82. Golazizian
et al [15] employed a bidirectional LSTM (BiLSTM) network
to detect irony in Persian language. They used emoji prediction
to construct a pre-trained model that include an attention layer
that improved the performance. They reached an accuracy of
83.1. Ren et al. [23] employed two context-augmented neural
network methods on Twitter dataset to recognize sarcastic
signs from contextual data. Baruah et al. [24] used BiLSTM
and BERT transformer based architecture to detect sarcasm in
Twitter texts. They applied historical conversational features
such as response only and response with varied number of
utterances from the dialogue. The F-score of 0.74 was achieved
using the BERT classifier. A recent study by Razali et al. [25]
which used CNN to extract lexical and contextual features.
They chose FastText as word embedding technique. Authors
claim that manually extracted contextual features improves the
overall accuracy.

III. APPROACH

A. Data Generation

A critical challenge for automated irony detection is the
availability and quality of a set of ironic examples in order to
train a model. This step is performed in three stages shown in
Fig. 1.

B. Data Collection

For the ironic data, we initially collected 12700 Arabic
tweets using Tweet Scraper [26]. We gathered the data using
the following hashtags: #irony, #Sarcasm,
Z @ 	Qî

�
D�@#, �

éK
Q
	
m��#, ú
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@#, é

�
®K
Q

�
K#, Õºî

�
E#, �

�K

Q��K.#.

As for the non-ironic datasets, we decided to use a random
sample of an existed Arabic sentiment corpus [27].
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Fig. 1. Data Generation Stages.

C. Preprocessing of Data

This step is considered as an essential task in sentiment
analysis. The goal of preprocessing is to remove corrupt and
irrelevant information from raw text. The stream of data we
gathered from Twitter is noisy as it has lots of retweets,
social interaction, etc. Hence, tweet preprocessing is essential
in order to eliminate noisy data that are not useful to the task.
We performed some basic text preprocessing listed below:

1) Remove metadata: time and ID.
2) Remove usernames, mentions, and RTT.
3) Remove all numbers.
4) Remove redundant texts.
5) Remove punctuation.
6) Remove foreign characters.
7) Remove emojis.
8) Remove hashtags.
9) Remove repeated characters.

10) Remove diacritics (shaddah, fatha, tanwin, damma,
kasra, and sukoon)

11) Remove tweets that contain URLs or images as their
existence could be required to identify any figurative
language present in the texts.

12) Replace emoticon with its corresponding meaning.
13) Use NLTK stopwords
14) Normalize some Arabic letters:

• @
�
@

@ @


to @

• ø



to ø

• 
ð ø to Z

• À to ¼

• �
è to è

D. Data Annotation

To deal with the problem of [28] that tweets include
hashtags are biased and noisy, we manually labelled Both
datasets by two Arabic speakers. However, it is considered
a time-consuming process. Three main guidelines were given
to the annotators:

1- The tweet is ironic if the literal word is opposite to the
intended.

2-The tweet is ironic if it was written in a context other
than the common context of communication with the aim of
negatively mocking sayings, ideas, beliefs or objects.

3- Otherwise, the text is not ironic.

After including the tweets that both annotators agreed on as
ironic and non-ironic, the total amount of data are 5620 ironic
and 5620 non ironic tweets (Table I). This qualitative analy-
sis revealed that despite having irony-related hashtags, many
tweets turned to be not ironic, which shows the significance
of manual corpus annotations.

TABLE I. DATASET SUMMARY

Label Number of Tweets

Ironic 5620

Non-ironic 5620

Total: 11240

E. Features Extraction

We adopted a simple feature extraction technique, which
is (pre-trained) word embedding. Word embedding is a form
of terms representation for text analysis in which When two
words have the same meaning, they are represented in a vector
space by similar vectors that are near together. Otherwise, if
the terms have different meanings, then the real-valued vectors
are far from each other.

To construct such an embedding, Word2Vec [29] is one
of the popular techniques. There exist two different methods
to learn the embedding: Skip Gram and Continuous Bag of
Words (CBOW) (Fig. 2). The CBOW model takes in context
words as an input and try to predict the target word equivalent
to the context. on the contrary, skip gram tries to predict the
surrounding words given a target word which is the opposite of
what the CBOW model does. For the purpose of this work, we
applied the pre-trained Arabic word embedding model AraVec
3.0 [30], which provides various pre-trained Arabic words. It
has a total of 12 distinct word embedding models extracted
from various Arabic content domains, which are Twitter, World
Wide Web (WWW) pages, and Wikipedia. Moreover, we used
Twitter SkipGram 300D-embeddings as according to [29],
Skip Gram works good with small dataset and is able to
represent uncommon terms. For our neural network model,
the embedding vectors are utilized to instate the weights of
the embedding layer. Then, it is linked with the remainder of
the layers in the system.
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Fig. 2. CBOW and Skip-gram.

F. Methods

1) Convolutional Neural Network (CNN): We adopted a
basic CNN architecture, similar to [31], to extract local features
from each utterance found in the training dataset by using
word vectors that are captured from the pre-trained Word2Vec
model. Fig. 3 represents the various layers that are applied to
perform the convolution function on the dataset. The Keras
library was used to implement the embedding layer. We
configured three parameters, which are:

• input dim: describes the size of the vocabulary in the
data text; it is composed as 30462.

• output dim: represents the dimension of the dense
embedding; it is configured as 300.

• input length: identifies the length of the maximum
document; it is composed as 41.

Once we obtained the suitable word vectors from the skip-
gram model, the neural network takes the output features as
inputs and applies two convolutional layers to the features
to learn context information of the words. The convolution
operation is described as formula (1).

Ci = f(W.X + b) (1)

where C is the convolution output that is created from a
window of words X , W is the convolution matrix, f is the
activation function and b is a bias term.

The two convolution layers have kernel sizes of 4 and 5 to
look at sequences of the word embeddings. Each layer consists
of 100 filtered outputs. Furthermore, a ReLu activation was
applied to the outputs of the convolutional layers followed
by a maxpooling layer that takes the highest element from
the rectified feature. It minimizes the dimensionality of the
feature map and helps capture the key feature. The maxpooling
operation (P), as expressed in Equation 3, is done for feature
selection that nominates the significant features suitable to

Fig. 3. The Architecture of our CNN.

various hidden layers.

C = (c1, c2...cn) (2)

Pi = max(C) (3)

S(x) =
1

1 + e−x
(4)

Next, the output is sent to a layer that flattens the matrices.
Finally, the result is a fully connected layer having the outputs
of the sigmoid function (Equation 4), that determines whether
a sentence is ironic or not, along with the binary cross entropy
loss function, which is a good option for binary classification.
The model was trained using “Adam” learning rate method.

2) Bidirectional Long Short-Term Memory (BiLSTM):
RNN is excellent for sequence learning, but it struggles with
long-range dependency due to exploding gradient. On the
other hand, LSTM has the capability to learn those long-range
dependencies. Bi-LSTM is a variant of LSTM that contains
two LSTMs to capture the input information in a forward and
backwards directions. In other words, it allows in any point in
time to preserve information from both past and future. Given
a document,

D = (x1, x2, .., xn)
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Bi-LSTM model results with a set of hidden state vectors ht

for the document sequence. Furthermore, Bi-LSTM combines
the forward LSTM (Equation 5) and the backward LSTM
(Equation 6). −→

h t = LSTM(xt,
−→
h t−1) (5)

←−
h t = LSTM(xt,

←−
h t+1) (6)

The architecture of our model consists of one Bi-LSTM layer
followed by a dropout layer to occupy most of the parameters
by ignoring neurons during the training of particular set of
units, which is chosen randomly. Next, the model flattens
the input data into a 1-dimensional array for inputting to the
dense layers. Lastly, two fully connected layers were applied
where the first layer contains 32 neurons and the second
fully connected layer, which also represents the output layer,
contains 2 neurons with the ReLU and Sigmoid activation
functions used respectively.

G. Hyperparameters Setting

There are various important hyperparameters in our sys-
tems, and we tune their values using the development corpus.
The tuned values of our models hyperparameters are summa-
rized in Table II and Table III.

TABLE II. TUNED VALUES OF THE CNN HYPERPARAMETERS

Hyperparameter Value

Kernel size 4 and 5

Number of filters 100

Maxpooling size 2

Learning rate (adam optimizer) 0.0001

Loss function Binary crossentropy

Batch size 100

TABLE III. TUNED VALUES OF THE BILSTM HYPERPARAMETERS

Hyperparameter Value

BiLSTM number of layers 1

Number of hidden units 128

Dropout rate 0.2

Optimizer (adam) 0.0001

Loss function Binary crossentropy

Using the proper learning rate and setting the correct
learning value is critical for enhancing the weights and offsets
of the neural model. The low value may cause long training
time while its high value could lead to network instability.
After several experiments, we set the learning value to 0.0001.

Batch size is another key hyperparameter in neural net-
works. It defines the number of training examples a neural
network can process before resetting the model internal param-
eters. If the value of batch size too low, then it could slow down

the training process. On the contrary, if the value is too high,
it may needs more memory and decrease the generalization
capability. Therefore, we started with a small batch value and
then increased the value to 64 and 100 in order to use less
memory and achieve a durable system.

Neural networks model has the ability of learning complex
connections between their inputs and outputs. Yet, some of
these relations could be affected by the sampling noise. Hence,
the connections will be shown during the training phase but
will not occur in the real test data. This problem may cause
overfitting and that decreases the classifier’s accurate predic-
tion and lead to a poor performance. Therefore, we applied two
methods for the purpose of avoiding overfitting in our proposed
model. First, we employed early stopping function which refer
to stopping the training iterations before the learner passes the
point where the model’s capability to generalize can decrease
as it starts to over-train, thus overfit the training data. Second,
we used dropout which is a regularization method of neural
networks developed by [32]. It refers to randomly ignore units
along with their relationships from the neural network during
training process. This stops units from co-adapting too much.

IV. RESULTS

In this section, we explore the performances of our deep
learning models trained with word2vec (skipgram). Table IV
shows the performance results of our proposed models. We
used the accuracy, recall, precision, and F1 score as perfor-
mance metrics. These scores are defined as follows [33]:

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
(9)

Accuracy =
TP + TF

TP + TF + FP + FN
(10)

Where TP referred to True Positives, FP is the number
of False Positives, FN is False Negatives, and TN is True
Negatives. The predicted values are described as positive and
negative, while the real values are described as true and
false. Recall measure how much out of all the positives were
predicted correctly, whereas precision measures how many are
actually positive. F-score helps in measuring both recall and
precision at the same time. Finally, accuracy measures the
overall classifier correctness.

At first, we tried to apply one CNN layer which resulted
with 0.86 F1 score. However, the two-layer CNNs slightly
improved the performance of the classifier and achieved F1
score of 0.87. We also experimented with BiLSTM and reached
0.86 F1 score, while the results achieved by [12] using
BiLSTM model is 0.83. Our scores outperformed the classical
and neural approaches used in irony detection in the Arabic
language shared task [34]. In spite of the fact that performance
of various work existed vary since different datasets have
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TABLE IV. RESULTS OF OUR CNN MODELS AGAINST OTHER MODELS

Model Accuracy Precision Recall F1

CNN- One Layer 0.86 0.90 0.83 0.86

CNN- Two Layers 0.87 0.90 0.84 0.87

BiLSTM 0.87 0.88 0.85 0.86

BiLSTM [12] - - - 0.83

different data distributions, our experiment suggests that the
manual annotation improves the learning and prediction tasks.
Also, fine tuning the pre-trained vectors and the model play a
role in improving the overall results.

Based on the literature [14] [22] [17] [24] [25], CNN’s are
useful at finding local and position-invariant features whereas
BiLSTM are good when classification is specified by a long
range semantic relationships and dependency. In our experi-
ment, CNN worked better than BiLSTM in detecting irony
since such a sentiment is commonly determined by some key
phrases. The output of each convolution layer will let off when
a pattern is detected regardless of their position. Changing
the size of the kernels and concatenating the received outputs
allowed to discover patterns of multiples sizes (4 and 5).

V. CONCLUSION AND FUTURE WORK

Irony detection research has grown remarkably in recent
years. In this paper, we presented an approach based on
pre-trained word embedding called AraVec, to address the
problem of detecting irony in Arabic tweets. We adopted a
basic CNN architecture which found to be very effective for
irony detection in Arabic language. The experiment reveals
that the method we used performs well with two convolutional
layers and even outperform an existing technique. The CNN
model achieved F1 score of 0.87. We also experimented
with BiLSTM and the results reached 0.86 F1 score. For
future work, we plan to extend the extraction of meaningful
features, such as sentiment and contextual clues, in order to
find the optimal features. Additionally, we can experiment with
combined CNNs and RNNs to gain the characteristics of both
methods for enhancing the classification performance.
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Abstract—This article is based on conducting research to
analyze the benefits of emerging trends in communications
and networking technology, such as software-defined wide area
networks. Using Waterfall as a methodology, the main objective
is to carry out a technical comparison at the design and
configuration level, creating a virtual environment that simulates
traditional and SDWAN (Software-Defined Wide Area Network)
infrastructures. The results obtained verify that the benefits of
SDWAN maintain business continuity, anticipate situations in
which the infrastructure can act intelligently, optimize connectiv-
ity while maintaining security, and provide improvements in the
management of the entire infrastructure. People will be able to
see the results obtained between both technologies and validate
the benefits that SDWAN offers.

Keywords—Networking technology; connectivity; SDWAN; wide
area network; waterfall

I. INTRODUCTION

Nowadays, for many companies, communications are a
vital part of the business continuity, however, in this process
the infrastructure and technology that carry out this activity
goes unnoticed.

All companies that provide services need to maintain an ag-
ile data transmission, as well as an infrastructure that supports
it. In turn, connectivity between the company’s headquarter,
branch offices and data center is a very important aspect
because it is necessary to provide services to its customers
continuously and with high availability. For this reason, most
companies opt to use private networks that are deployed and
managed by external service providers, however, today a new
technology is being used called SDWAN to communicate all
the company’s sites. This technology provides a significant
change on networking because it delivers innovation in the
way it operates, adds a return of investment in medium term
and several benefits that makes more companies dare to invest
in it [1].

This research work aims to present SDWAN as a new
technological alternative for WAN connectivity between mul-
tiple sites, because traditionally for 15 years it has been using
traditional WAN or known as Multiprotocol Label Switching
(MPLS) in Peru. MPLS is known in the technological field as
the most popular communication protocol and used by service
providers to connect multiple locations of their customers.
SDWAN is a relatively new technology in the world since it

is only about 3 years since it became more widely known and
it is being adopted by more companies every year.

It is necessary to emphasize that in Peru there are many
companies that do not dare to make technological changes or
renovations due to a lack of knowledge or rejection of change.
Therefore, this research focuses on the benefits that SDWAN
technology can bring, for this purpose, the operational benefits
at the deployment level of software-defined network solutions
for WAN connectivity are analyzed. In addition to the technical
benefits at the scalability level and the economic benefits of
the software-defined networking solution. Likewise, as support
for the research, laboratory tests are carried out that provide
technical results in which the benefits that this technology
brings in comparison with traditional WAN technology are
manifested, not only at a theoretical level, but also at practical
level.

This article has the objective to analyze the benefits at
the operational, technical, economic level and the comparison
between the traditional technology and SDWAN.

II. LITERATURE REVIEW

According to the growing demand of users towards compa-
nies for the use of their services; the use of the internet and the
need to maintain connectivity have been fundamental factors
in order to deploy applications and meet the expectations of its
customers. It can be said that any company that provides ser-
vices needs to maintain an agile data transmission, as well as
an infrastructure that supports it. Nowadays companies are not
only looking for availability, reliability and performance so that
they can provide connectivity between their sites. Now they are
also looking for scalability [2]; for that is inevitable to speak
of wide area networks (WAN) when it comes to transmitting
data or information. In turn, connectivity, between the sites that
a company may have, is a very important issue because it is
necessary to provide services to its customers continuously and
with high availability. Most companies choose to use private
networks that are deployed and managed by external service
providers. However, today a new technology is being used to
communicate the headquarters of a company, called software-
defined wide area networks. This technology provides a change
in the use of traditional networks because it delivers innovation
in the way it operates, adds a share of cost and benefit in the
medium term that makes more companies dare to invest in it
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[3]. Finally, it removes the prominence of service providers
since it provides greater autonomy to clients to be able to
manage their networks [1].

One characteristic that SDWAN has is that it uses three
planes: the data plane, which contributes to making commu-
nication between sites easier, since a logical infrastructure is
created which will work on a physical infrastructure and will
allow to transfer data from origin to destinations in a fluid way;
the control plane will carry out the control of the configurations
of the devices connected to the network, such as policies,
routing information, accesses [1]; the orchestration plan that
provides a business policy and security framework.

One of the advantages in the use of SDWAN in wide area
networks, is that it allows the configuration and management of
connections between branches of a company is simple and also
flexible, easy to control and supervise, which in the medium
and long term results in reducing operating costs [4]. This
type of network emerge as a solution to face the different
deficiencies that traditional networks present [5],because they
facilitate bandwidth management and prioritize data traffic in
WAN networks that can also be done in traditional networks,
but which requires more effort.

Another advantage that SDWAN networks have is the man-
agement, control and configuration of the company’s networks
from a centralized web platform. This allows changes that
are applied to different network connections to take effect
immediately. In the centralized platform it will be possible
to visualize in a unified way parameters such as the data
consumption of the interfaces, latencies of the links, use of the
bandwidth by IP, the available bandwidth and other statistics
that allow optimal monitoring and control of the network status
[4]. It also mentions that in traditional wide area networks to
be able to update a network successfully, it is usually necessary
to configure the devices manually, which is time consuming
and prone to errors compared to an SDWAN type network,
in which everything is executed from the centralized platform.
Likewise, the platform makes it possible to differentiate the
types of traffic that are used by clients or by the companies that
manage this platform. These types of traffic are: video traffic,
voice traffic, data traffic, and management traffic. Each of them
has a prioritization over the other which is defined as follows:
video over voice, voice over data and data on administration.

Thus, in a comparison of scenarios to measure and verify
the effectiveness of software-defined networks, a simulation
was carried out, for which they created a virtual scenario and
implemented an SDWAN network. Which allows to establish
communication between 2 data centers that use software-
defined network technology and in whose tests voice informa-
tion was transmitted over IP. As a result of the tests carried out,
it was evidenced that by configuring the traffic prioritization
policies, it is possible to guarantee that the bandwidth quality
of service works at an adequate level, in addition to only using
a low percentage of CPU load, which translates into efficient
network management [5].

In another investigation, 2 scenarios are compared. The first
corresponds to a network configured with classic IP / MPLS
using manual routing policies and the second scenario uses a
software-defined WAN network, for both scenarios the same
number of routers and links are used. In the first scenario,

manual routing policies were configured in which low or high
latency routes were established. When a router needs to estab-
lish communication with another and requests a low latency,
the communication will be sent on those links configured with
low latency. If at any time the latency of these links increases,
the communication will be sent through the same route, as the
configuration establishes it. While, in the second scenario, in
which a software-defined WAN network is used, the network
controller is the one in charge of continuously measuring the
status of the links and dynamically defining which route should
be used to send the communication [6] , as it is programmed
in such a way that it has a complete view of the network
topology.

In another investigation similar to the one mentioned in
the previous paragraph, they evaluated the performance of im-
plementing a software-defined WAN network in an enterprise.
In this investigation, they communicated two branches to their
headquarters through two Internet / Broadband connections. In
the simulation, 2 performance metrics are considered, which
are the service time and the percentage of lost packets. The
configuration established as the delay time is 10ms and a
loss of 2 packets per second (pps). During the simulation, an
increase in the delay time was induced, to cause packet losses.
When the SDWAN controller detects that the configuration
parameters have been exceeded, it automatically establishes
a route change for sending the packets, so that it does not
affect the quality of service (QoS) [7]. Another investigation
refers to the traffic routing associated with applications and
administration and how these can be optimized by means of a
module added to the controller [8].

Another point to consider in the use of SDWAN technology
is that it can work with several connection links, through which
traffic is routed through a WAN network making use of load
balancing [9], which allows to improve and manage the traffic
of the network in the different links [10].

On the other hand, examples of the use of SDWAN in
the banking sector are presented. In 2017, there was a drop
of 8,800 ATMs in India. Because the satellite connections
had a disconnection due to a failure in the satellite leaving
many ATMs unusable. This resulted in customers being unable
to make transfers or transactions until the failure that cost
approximately 600to 900 billion was resolved. As a lesson
learned, it was decided to bet on making viable a project
in which important points are considered such as having a
connection in contingency in case the main link falls and that
is cost effective for the banks. In such a way that it adapts
to the existing environment at a technical and cost level, as
well as the investment and expected performance, appropriate
to the services and the architecture [11]. For this reason, a plan
was deployed in the cities of Java and Bali (Indonesia) that in
a period of 3.5 years provided satisfactory results and in that
same period of time many other companies began to invest in
wide area networks defined by software.

The example above explains how SDWAN operates in this
specific scenario. Provide the feasibility of having a connection
as a contingency in case the satellite connection has any failure.
The redundant connection can work in an active / active or
active / available way, in either case the objective is to keep
the WAN connection secure. The secondary or contingency
medium that was chosen in this scenario was 4G / LTE. For
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this reason, SDWAN can benefit companies that have many
locations and that need to keep their WAN connection always
active, in addition, with the TCAC it is demonstrated in an
agile way that indicates feasibility and that it can be cost
effective.

It is also important to mention that software-defined wide
area networks are a relatively new technology and for that
reason many companies have not yet chosen to use it. For
example, in India, 75% of business customers want to start
using these kinds of new solutions; however, only 5% of
customers risk making the change, even though it has been
shown that this type of network generates great benefits [12],
which allows companies to have lower operating costs, higher
performance and a robust deployment of software-defined wide
area networks. With this technology it can be said that the
bottlenecks to transfer information will no longer exist.

Additionally, when comparing traditional WAN networks
with SDWAN, the latter are notably superior because in
addition to providing centralized control, they allow defining
network policies based on profiles and managing data traffic
without the need for individual configurations [4]. Also, by
massively coupling similar configuration profiles to a set of
computers, which would help facilitate the tasks of network
administrators because they could manage tasks jointly making
more efficient use of work times.

Finally, it is necessary to take into account that security is
another outstanding feature in SDWAN because it is present
during connectivity, traffic management, additional security
services, deployment, visibility and compliance with what is
configured [13]. In addition, security is necessary for any
company and from the point of view of service providers, se-
curity is an essential requirement to be able to implement their
projects, although there are different architectures, designs and
brands [14].

Based on what was read, it concludes that software-defined
WAN networks represent a viable solution to address the
difficulties that arise in a traditional WAN network. In addition,
it allows to ensure the quality of service through efficient
management of network resources, which allows improving
network performance, availability and security. Another point
to highlight is the reduction of costs in infrastructure and
human resources, especially since this technology is simple
to administer, which allows a staff with basic knowledge of
networks to create offices and perform agile configurations,
which shows us that the difficulty in managing networks is
significantly reduced, making this type of technology become
the next generation network.

III. METHODOLOGY

The methodology used in this research is Waterfall (see
Fig. 1) because the research activities are distributed in phases
which are developed sequentially. It is important to mention
that a phase cannot be started if the previous one has not been
completed. That is why the Scrum framework is not used [15]
[16] [17] [18].

A. Phase 1 - Start

1) Project Scope: Functional requirements: It is necessary
to keep in mind that the focus of this research is associated with

Fig. 1. Implementation Methodology.

the quantitative part, therefore, a laboratory will be executed
that will provide results associated with parameters, for this
it is necessary to cover certain technical requirements at the
software and hardware level to be able to carry out the
laboratory.

To perform the deployment for both the traditional environ-
ment and the SDWAN environment, PNETLAB tool will be
used. This software is a virtual machine that can be provisioned
on a VMWare Workstation. The advantage of this technology
is that it is not necessary to invest to buy physical devices to
be able to emulate the hardware and software.

The laboratory is going to use virtualized devices that are
associated with one of the best-known brands in the network
and communications environment. Cisco was the chosen brand
because it its software can be executed in a virtualized environ-
ment and also its entire platform is supported and maintained,
thus providing reliability for laboratory development. Table
I and Table II specify hardware requirements for traditional
WAN and SDWAN environments. The hardware and software
requirements for the server are detailed in Tables III and IV.

TABLE I. HARDWARE REQUIREMENTS SDWAN

Device Quantity CPU Memory Total CPU Total Memory
vBond 1 1 1 1 1

vManage 1 4 16 4 16
vSmart 3 2 2 6 6
vEdge 3 1 1 3 3

vIOS L2 1 1 1 1 1
vIOS 8 1 1 8 8

Computer 4 2 8 8 24
TOTAL 22 31 59

TABLE II. HARDWARE REQUIREMENTS TRADITIONAL WAN

Device Quantity CPU Memory Total CPU Total Memory
vIOS 7 1 1 7 7

vIOS L2 1 1 1 1 1
vNXOS 2 1 8 2 16

Computer 4 2 8 8 32
TOTAL 14 18 56

TABLE III. HARDWARE REQUIREMENTS FOR THE SERVER

Device CPU(Core) CPU(vCore) Memory(GB) Storage(SSD/TB)
Server 16 32 128 1
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TABLE IV. SOFTWARE REQUIREMENTS FOR THE SERVER

App Version Description
Windows 10 Operative System

VMWare Workstation 16.1.2 Virtual Machine Hypervisor
PNETLAB 4.2.9 Simulator Tool

vIOS 15.6(2)T Virtual Router
vIOS L2 15.2(4.0.55)E Virtual Switch Layer 3
vNXOS 9.2.2 Virtual Switch Nexus
vManage 20.3.2.1 Virtual Manager
vSmart 20.3.2 Virtual Route Processor
vBond 20.3.2 Virtual Orchestrator
vEdge 20.3.2 Virtual Edge Router

2) Project Deliverables:

• Testing scopes

• Work breakdown structure

• Topological diagrams

• Gantt diagram

• Polls

• Survey results

• Results of internet quotes

• Laboratory results

B. Phase 2 - Analysis

1) Traditional Architecture:

Traditional WAN technology is connection-oriented, mean-
ing that its main purpose is to carry information from a
source to a destination. In addition, the main weaknesses of
the traditional WAN are its manual configuration, its reactive
response to incidents, it is oriented to the use of physical
components to function and it is not compatible with other
programming tools.

Currently, the traditional WAN architecture can cover the
different ways of getting from one point to another either by
LTE, MPLS, internet or satellite, however, it does not provide
dynamism when connecting a point of origin to destination.

Fig. 2 illustrates communication in a traditional WAN
environment. It should be noted that communication in a
company has the priority of using an MPLS network, in which
the components are configured manually. For LTE, internet
and satellite, private communications called VPNs are created,
which remain manual settings.

2) SDWAN Architecture: For SDWAN, communication is
not only based on communicating a point of origin to a
destination, but also provides greater benefits such as the
automation of configurations, virtual machines can be used and
it is compatible with APIs, for this reason it is programmable.
In addition, it uses a graphical interface to be able to visualize
the health status and settings in a centralized way. Also, it is
not oriented to the connection, but to the business need, for
example, when a device has two links and one of them is
congested, SDWAN has the ability to use a connection that is
less congested.

Some of the strengths of SDWAN is that an additional layer
of security can be added for information processing and the

Fig. 2. Traditional WAN Architecture.

provisioning that is given to the equipment is done from a
web interface, it is not necessary to configure the equipment
onsite, it just requires access to internet and also it needs to
be configured with a minimum administration parameters. In
addition, it provides analytics on traffic use, applications, users
and devices. This makes it a tool that gives companies visibility
on bandwidth usage.

Fig. 3 illustrates the communication that occurs between
vEdge devices, that are associated with a dynamic communica-
tion between any other, also, for each connection a secure and
private tunnel is created while the communication is stablished.
The only thing they need is to have ip connectivity between
them. The intelligence at the routing level is provided by the
vSmart controllers. In addition, you can see the communication
between the different premises that, unlike the traditional
WAN, is dynamic and provides flexibility when configuring
because templates are used and are applied in an automated
way.

Fig. 3. Cisco SD WAN Architecture.

3) Risks: It is necessary to bear in mind that unexpected
events can occur even in a controlled environment, in this
case a virtual environment that is simulated by a tool. These
risks can be found at the hardware level, software level, or
even human error. The most important risks to consider for
the development of the laboratory implementation are detailed
below.

• Risk 1: Bugs
◦ Description: Error caused by SDWAN software

code
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◦ Cause: Defective software
◦ Consequence: Malfunction in some of the SD-

WAN services
◦ Probability: Low
◦ Impact: High
◦ Risk Level: Considerable
◦ Control: Use the latest recommended version

• Risk 2: Performance
◦ Description: Server saturation for virtual envi-

ronment emulation
◦ Cause: Limited server resources
◦ Consequence: Slow use of virtualized comput-

ers services
◦ Probability: Low
◦ Impact: High
◦ Risk Level: Considerable
◦ Control: Run one virtual environment at a time

• Risk 3: Human error
◦ Description: Error in the configuration of vir-

tualized machines
◦ Cause: Disorder in virtual machine configura-

tion
◦ Consequence: Lack of connectivity or mal-

function in virtualized communication equip-
ment

◦ Probability: Medium
◦ Impact: Medium
◦ Risk Level: Considerable
◦ Control: Review the equipment configurations

so that a double check is performed

C. Phase 3 - Design

In this phase, a topology is created for traditional WAN and
SDWAN environments. Each of the environments will have
similar parts as their own technology. It is necessary to keep
in mind that the topology for both is logical and physical and
also it is oriented for a technical purpose.

A well known design was used in WAN Traditional topol-
ogy; for SDWAN design MPLS and Internet must have at least
a connection between them in order to communicate servers
network to Internet interface for vedges.

1) Technical Scope for Laboratory: For MPLS and Internet
dynamyc routing protocols were used. For practical purpose,
OSPF was used.

2) WAN Traditional Topology : The connection must be
made from Headqueaters to Data center using MPLS and
Internet as backup only with MPLS’s link is down (see Fig.
4).

3) SDWAN Topology : The connection must be made from
Headqueaters to Data center using MPLS as a priority and
Internet as backup with latency is high (see Fig. 5).

4) Work Breakdown Structure : These are the activities
used for the laboratory (see Fig. 6).

Fig. 4. WAN Topology.

Fig. 5. SDWAN Topology.

D. Phase 4 - Implementation

In the next section shows aspects at the IP addressing
level that will be used to run the laboratory and optimize
communication between the different communication devices.

1) Traditional WAN Environment : The Table V consider
the devices shown in Fig. 4.

2) SDWAN Environment : The Table VI consider the de-
vices shown in Fig. 5.

IV. RESULTS AND DISCUSSIONS

A. Phase 5 - Testing

1) Testing Traditional WAN: The tests are based on evalu-
ating two scenarios, one without saturation and the other with
saturation in order to evaluate the behavior of a traditional
WAN network. The objective of these tests is to validate that
the current technology is connection oriented and does not
have an intelligence that adapts to changes in the network
and can make routing decisions that benefit more stable
connectivity in case of intermittences or saturation.

All tests performed consider the path to the MPLS as a
routing priority because it is a dedicated network for the client,
however, this network in many occasions in a real scenario is
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Fig. 6. Work Breakdown Structure.

TABLE V. TRADITIONAL WAN ENVIRONMENT IP ADDRESSING

HOSTNAME LOCATION IP/MASK GATEWAY
Computer 1 Headquarter 192.168.10.10/24 192.168.10.1
Computer 2 Data Center 192.168.20.10/24 192.168.20.1

Link Saturator 1 Mpls 100.0.0.2/30 100.0.0.1
Link Saturator 2 Mpls 200.0.0.2/30 200.0.0.1

Router 1 Mpls
5.5.5.1/30
6.6.6.1/30

20.20.20.254/24

Router 2 Mpls
6.6.6.2/30
7.7.7.1/30
8.8.8.1/30

Router 3 Mpls
5.5.5.2/30
7.7.7.2/30

40.40.40.254/24

Router 4 Internet

1.1.1.1/30
3.3.3.1/30

10.10.10.254/24
100.0.0.1/30

Router 5 Internet
1.1.1.2/30

60.60.60.1/24
2.2.2.1/30

Router 6 Internet

2.2.2.2/30
3.3.3.2/30

30.30.30.254/24
200.0.0.1/30

Core LAN Headquarter
10.10.10.1/24
20.20.20.1/24

192.168.10.1/24

Core DC Data Center
30.30.30.1/24
40.40.40.1/24

192.168.20.1/24

ISP Internet 8.8.8.2/30
10.0.0.253/24 10.0.0.1

INTERNET Internet 10.0.0.1/24 192.168.1.1
ADMIN Internet 10.0.0.10/24 10.0.0.1

MGMT Internet 50.50.50.254/24
60.60.60.1/30

also subject to congestion or falls, therefore, a situation will be
created in which it is stressed or congested by a lot of traffic.

a) No link saturation : Fig. 7 and Fig. 8 shows the
Netscantools application after having taken the capture of
information for 100 seconds without saturation.

For these tests, ping, latency and jitter and traceability tests
have been considered. These tests refer to the hops between
devices from a point of origin to a destination. Likewise,
Netscantools provides information both at a graphic and textual
level, this is very important because it gives visibility of the
times that exist while the information goes from one point to
another (see Fig. 9).

TABLE VI. SDWAN ENVIRONMENT IP ADDRESSING

HOSTNAME LOCATION IP/MASK GATEWAY
Computer 1 Headquarter 192.168.10.10/24 192.168.10.1
Computer 2 Data Center 192.168.20.10/24 192.168.20.1

Link Saturator 1 Mpls 100.0.0.2/30 100.0.0.1
Link Saturator 2 Mpls 200.0.0.2/30 200.0.0.1

Router 1 Mpls
5.5.5.1/30
6.6.6.1/30

20.20.20.254/24

Router 2 Mpls
6.6.6.2/30
7.7.7.1/30
8.8.8.1/30

Router 3 Mpls
5.5.5.2/30
7.7.7.2/30

40.40.40.254/24

Router 4 Internet

1.1.1.1/30
3.3.3.1/30

10.10.10.254/24
100.0.0.1/30

Router 5 Internet
1.1.1.2/30

60.60.60.1/24
2.2.2.1/30

Router 6 Internet

2.2.2.2/30
3.3.3.2/30

30.30.30.254/24
200.0.0.1/30

vEdge1 Headquarter
10.10.10.1/24
20.20.20.1/24

192.168.10.1/24

vEdge2 Data Center
30.30.30.1/24
40.40.40.1/24

192.168.20.1/24
vManage Mpls 50.50.50.10/24 50.50.50.254
vSmart Mpls 50.50.50.20/24 50.50.50.254
vBond Mpls 50.50.50.30/24 50.50.50.254

ISP Internet 8.8.8.2/30
10.0.0.253/24 10.0.0.1

INTERNET Internet 10.0.0.1/24 192.168.1.1
ADMIN Internet 10.0.0.10/24 10.0.0.1

MGMT Internet 50.50.50.254/24
60.60.60.1/30

Fig. 7. Test Results without Saturation, no Link Saturation.

b) With link saturation: For this part, it was considered
an additional program that generates traffic and allows to
simulate congestion or saturation in the MPLS network. Fig.
10 show the program that was used to generate traffic on the
network.

Fig. 11 and Fig. 12 show the results of the Netscantools ap-
plication after running the test for 100 seconds with saturation.
Fig. 13 shows the last traceroute of the tests.
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Fig. 8. Closeup of the Results, no Link Saturation.

Fig. 9. Five Trace Information.

2) Testing SDWAN: In this case, two scenarios will also
be evaluated, one without saturation and one with saturation
in order to find. These tests will validate that the new software-
defined network technology allows automatic changes in the
network to make routing decisions that benefit more stable
connectivity in case of intermittences or saturation of the links.

a) No link saturation : Fig. 14 shows the Netscantools
application capture with the resulting information after running
the test for 100 seconds without saturation.

Fig. 15 correspond to the graph obtained during the exe-
cution time of the test. The values obtained allow to validate
that there are minimal changes in the communication speed. It
is necessary to take into account that the times are considered
in milliseconds.

As in the traditional WAN laboratory, traceability tests have
also been considered, which refer to the number of computers
through which the information passes from a point of origin
to a destination. The tests will be executed in 5 consecutive
times, leaving a lapse of 5 seconds between each one. Fig. 16
shows the last traceroute of the tests run.

b) With link saturation : Fig. 17 and Fig. 18 are the
result after having run the tests for 100 seconds with saturation.
Fig. 19 shows the last traceroute of the tests.

3) Traditional WAN Lab Results :

a) Latency: The following tables compare the results
at the latency level obtained in the traces of the tests executed
with and without saturation of the links. Table VII compares

Fig. 10. Saturation Program Configuration.

Fig. 11. Test Results of the Netscantools Application with Saturation.

latency level with and without saturation. Table VIII and Table
IX show the minimum and maximum values obtained in the
tests and Table X compares the average values.

TABLE VII. COMPARISON OF THE LEVEL OF LATENCY WITH AND
WITHOUT SATURATION WAN

Hop IP Without Sat.
(ms)

With Sat.
(ms)

Difference
(ms)

0 192.168.10.10 0.379 0.281 -0.10
1 192.168.10.1 1.392 1.707 0.32
2 10.10.10.254 2.693 790.459 787.77
3 3.3.3.2 3.768 2540.401 2536.63
4 30.30.30.1 4.892 5.298 0.41
5 192.168.20.10 8.479 8.162 -0.32

TABLE VIII. COMPARISON OF MINIMUM WITHOUT AND WITHOUT
SATURATION IN MILLISECONDS WAN

Hop IP Without Sat.
Min (ms)

With Sat.
Min (ms)

Difference
(ms)

0 192.168.10.10 0.305 0.281 -0.02
1 192.168.10.1 1.392 1.45 0.06
2 10.10.10.254 2.693 648.543 645.85
3 3.3.3.2 3.768 619.221 615.45
4 30.30.30.1 4.801 5.298 0.50
5 192.168.20.10 6.225 6.791 0.57
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Fig. 12. Closeup of the Results, with Link Saturation.

Fig. 13. Fifth Trace Graph of the Test.

TABLE IX. COMPARISON OF MAXIMUM WITHOUT AND WITHOUT
SATURATION IN MILLISECONDS WAN

Hop IP
Without

Sat.
Max (ms)

With
Sat.

Maxi (ms)

Difference
(ms)

0 192.168.10.10 1.445 1.949 0.50
1 192.168.10.1 2.466 3.704 1.24
2 10.10.10.254 6.234 1937.604 1931.37
3 3.3.3.2 6.451 2540.401 2533.95
4 30.30.30.1 8.606 185.274 176.67
5 192.168.20.10 8.479 281.236 272.76

TABLE X. COMPARISON OF AVERAGE WITHOUT AND WITHOUT
SATURATION IN MILLISECONDS WAN

Hop IP
Without

Sat.
Average (ms)

With
Sat.

Average (ms)

Difference
(ms)

0 192.168.10.10 0.752 1.199 0.45
1 192.168.10.1 1.824 2.131 0.31
2 10.10.10.254 4.399 1057.902 1053.50
3 3.3.3.2 5.089 1070.956 1065.87
4 30.30.30.1 6.552 93.701 87.15
5 192.168.20.10 7.046 76.256 69.21

Fig. 14. Netscantools Application Capture with the Resulting Information.

Fig. 15. Graph Obtained During the Execution Time of the Test.

TABLE XI. COMPARISON OF JITTER WITHOUT AND WITH SATURATION IN
MILLISECONDS WAN ENVIRONMENT

Hop IP
Without

Sat
Jitter (ms)

With
Sat.

Jitter(ms)

Difference
(ms)

0 192.168.10.10 0.552 0.798 0.25
1 192.168.10.1 0.527 1.086 0.56
2 10.10.10.254 1.453 609.051 607.60
3 3.3.3.2 1.301 495.176 493.88
4 30.30.30.1 2.592 59.992 57.40
5 192.168.20.10 1.176 182.506 181.33

b) Jitter: Table XI compares the results of jitter level
obtained in the traces of the tests with and without saturation
of the links

4) SDWAN Lab Results:

a) Latency: The following tables compare the results
at the latency level obtained in the traces of the tests executed
with and without saturation of the links. Table XII compares
latency level with and without saturation. Table XIII and Table
XIV show the minimum and maximum values obtained in the
tests and Table XV compares the average values.
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Fig. 16. Last Trace Graph of the Test Run.

Fig. 17. Test Results with Saturation.

TABLE XII. TRACE COMPARISON WITHOUT AND WITH SATURATION IN
MILLISECONDS SDWAN

Hop IP
Final
Trace
(ms)

Final
Trace
(ms)

Difference
(ms)

0 192.168.10.10 0.575 1.053 0.48
1 192.168.10.1 1.702 15.051 13.35
2 192.168.20.1 4.111 34.763 30.65
3 192.168.20.10 3.65 81.746 78.10

TABLE XIII. COMPARISON OF MINIMUM WITHOUT AND WITHOUT
SATURATION IN MILLISECONDS SDWAN

Hop IP
Without Sat.

Minimum
(ms)

With Sat.
Min
(ms)

0 192.168.10.10 0.289 0.581
1 192.168.10.1 1.402 12.408
2 192.168.20.1 3.041 34.763
3 192.168.20.10 3.082 57.817

Fig. 18. Ping Test Graph at the Start of the Test.

Fig. 19. Last Traceroute of the Test.

TABLE XIV. COMPARISON OF MAXIMUM WITHOUT AND WITHOUT
SATURATION IN MILLISECONDS SDWAN

Hop IP
Without Sat.
Maximum

(ms)

With Sat.
Maximum

(ms)

Difference
(ms)

0 192.168.10.10 0.607 1.053 0.45
1 192.168.10.1 3.666 18.879 15.21
2 192.168.20.1 6.247 53.58 47.33
3 192.168.20.10 5.475 81.746 76.27

TABLE XV. COMPARISON OF AVERAGE WITHOUT AND WITHOUT
SATURATION IN MILLISECONDS SDWAN

Hop IP
Without Sat.

Average
(ms)

With Sat.
Average

(ms)

Difference
(ms)

0 192.168.10.10 0.481 0.756 0.28
1 192.168.10.1 2.113 15.303 13.19
2 192.168.20.1 4.57 45.435 40.87
3 192.168.20.10 4.01 67.708 63.70

b) Jitter: Table XVI compares the results of jitter level
obtained in the traces of the tests with and without saturation
of the links.
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TABLE XVI. COMPARISON OF JITTER WITHOUT AND WITH SATURATION
IN MILLISECONDS SDWAN ENVIRONMENT

Hop IP
Without

Sat
Jitter (ms)

With
Sat.

Jitter(ms)

Difference
(ms)

0 192.168.10.10 0.28 0.29 0.01
1 192.168.10.1 1.091 3.819 2.73
2 192.168.20.1 1.336 7.11 5.77
3 192.168.20.10 1.054 14.724 13.67

B. Phase 6 - Evaluation

1) Technical Comparison: In the next section, the fol-
lowing tables represent the crossing of information between
saturation tests of both technologies, also there is a difference
in the number of hops, in SDWAN there a less because the
connection is by tunneling.

a) Design: A big difference between both designs is
that SDWAN needs to have servers hosted and Internet and
MPLS must have a connection in order to get those servers.
In the other hand, for traditional WAN, since each device will
be managed independently.

b) Configuration: The configuration in the initial phase
for SDWAN is executed by command line because it is
necessary to assign some parameters for its registration and
synchronization with the solution servers. The rest of the
configurations are made from a graphical interface. In the other
hand, for traditional WAN, 100% of the configurations are
made in command lines and additionally the validations are
done in the same way. It is important to mention that this can
be done initially onsite and then it could be managed remotely.

c) Latency: In the results, it can be seen that for tradi-
tional WAN technology there is a higher rate of slowness in the
response when there is saturation, whereas for SDWAN there
is a certain increase in latency, but it is not so considerable
(see Table XVII). The important thing is that the connectivity
service in general would not be affected and users could
perceive a certain slowness, but not disconnections that is a
great benefit for SDWAN.

TABLE XVII. LATENCY COMPARISON BETWEEN SDWAN AND
TRADITIONAL WAN

WIthout
Saturation

With
Saturation

Hop IP Final trace
(ms)

Final trace
(ms)

Difference
(ms)

Traditional
WAN

0 192.168.10.10 0.379 0.281 -0.10
1 192.168.10.1 1.392 1.707 0.32
2 10.10.10.254 2.693 790.459 787.77
3 3.3.3.2 3.768 2540.401 2536.63
4 30.30.30.1 4.892 5.298 0.41
5 192.168.20.10 8.479 8.162 -0.32

SDWAN

0 192.168.10.10 0.575 1.053 0.48
1 192.168.10.1 1.702 15.051 13.35
2 192.168.20.1 4.111 34.763 30.65
3 192.168.20.10 3.65 81.746 78.10

d) Jitter: SDWAN has better values because it can
switch links in a smart way and this allows the communication
to have better performance and quality (see Table XVIII).

TABLE XVIII. JITTER COMPARISON BETWEEN SDWAN AND
TRADITIONAL WAN

WIthout
Saturation

With
Saturation

Hop IP Jitter
(ms)

Jitter
(ms)

Difference
(ms)

Traditional
WAN

0 192.168.10.10 0.552 0.798 0.25
1 192.168.10.1 0.527 1.086 0.56
2 10.10.10.254 1.453 609.051 607.60
3 3.3.3.2 1.301 495.176 493.88
4 30.30.30.1 2.592 59.992 57.40
5 192.168.20.10 1.176 182.506 181.33

SDWAN

0 192.168.10.10 0.28 0.29 0.01
1 192.168.10.1 1.091 3.819 2.73
2 192.168.20.1 1.336 7.11 5.77
3 192.168.20.10 1.054 14.724 13.67

V. CONCLUSIONS AND FUTURE WORK

SDWAN is a technology that improves capabilities and
characteristics over traditional technology in different aspects
such as automatization, hardware agnostic , programmable,
web interface interaction, business-oriented, cloud-based, se-
cure, scalable and provides analytics. SDWAN networks allow
branch offices to have greater communication availability with
data centers by prioritizing critical traffic using different types
of parameters such as delay or jitter. The result of the tests
executed in a virtual environment validates the great benefits
at the level of agility and scalability that the solution brings
because it was shown that SDWAN was much more effective
than the traditional WAN to continue communication despite
the fact that the network was congested. It is concluded that
SDWAN offers many technical benefits that in the end of
the day will keep smart communications and save cost for
companies. The next step is to investigate about the return
on investment and comparison between the different SDWAN
brands that exist in the market so that it can enrich the research
presented in this document.
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Abstract—Internet of Things (IoT) has a wide range of
applications in many sectors like industries, health care, homes,
militarily, and agriculture. Especially IoT-based safety and critical
applications must be more securable and reliable. Such type
of applications needs to be operated continuously even in the
presence of errors and faults. In safety and critical IoT applica-
tions maintaining data reliability and security is the critical task.
IoT suffers from node failures due to limited resources and the
nature of deployment which results in data loss consequently. This
paper proposes a Data Recovery Approach for Fault Tolerant
(DRAFT) IoT node algorithm, which is fully distributed, data
replication and recovery implemented through redundant local
database storage of other nodes in the network. DRAFT ensures
high data availability even in the presence of node failures to
preserve the data. When an IoT node fails in any cluster in the
network data can be retrieved through redundant storage with
the help of neighbor nodes in the cluster. The proposed algorithm
is simulated for 100-150 IoT nodes which enhances 5% of network
lifetime, and throughput. The performance metrics such as Mean
Time to Data Loss (MTTDL), throughput, Network lifetime, and
reliability are computed and results are found to be improved.

Keywords—Internet of things; data recovery; RAID; node
failures; reliability; network lifetime

I. INTRODUCTION

IoT provides an integration of multiple controllers, IoT
nodes, servers, and gateways which contains embedded tech-
nologies to be logically connected and enables them to sense
and interact to the real world and also among themselves. It is
attainable for them to gather data from a wide range of existing
structures. The accuracy of the IoT network is diminished,
when the transmission data is faulty which leads to cause for
inappropriate actions. So, it is critical to enhancing the ability
of the IoT network to detect and recover the faulty node’s
data. Difficulties of detecting incorrect data and the quality
of data have been studied extensively [1]. Fault tolerance
is an important aspect for ensuring the high reliability and
availability of the IoT network. Due to resource-constrained
devices, there may be a lot of chances to occur failures in
the network. Hence traditional networking technologies cannot
handle IoT requirements effectively [2]. According to the
survey, 48% of IoT projects may fail due to data failures and
security. Data failures include missing files, corrupt files, and
data blocks, and inconsistent files [3].

Capturing the data quality levels is more effective to
estimate the device’s quality and their produced data. Data
quality estimation mechanism depends on three stages[4],

data reliability, device availability, and overall quality of
data.Sensors are small devices with limited resources like
memory space, battery, and processing power. These resource-
constrained nodes pose multiple challenges for network de-
signers’ accurate usage of scarce resources. In certain times
IoT applications need to be deployed in harsh environments
[5]. In such IoT applications, nodes are prone to failures due
to various reasons, such as hardware failure, battery depletion,
and external events. Complex IoT applications with the help
of various techniques require effective data management [6].
IoT is a complex heterogeneous network, maintaining high
reliability is one of the major concerns. IoT networks should be
more reliable for safety and critical applications, with the help
of heuristic binary decision diagrams can able to access the link
failures that occur due to data loss in community structures [7].

IoT applications help the industries to bring a competitive
edge on their competitors. Even due to sharing data, security,
device faults, and data manipulation between the various smart
devices which becomes a serious concern to many industries,
these interrupt the workflow of industries. IoT network com-
prises many sensing nodes, so the network needs to collect
and process an enormous amount of external environment data.
Enhancing the fault tolerance and reliability can be achieved
by adding redundant bits to the original data at the information
level is necessary for an IoT network. By employing the
Reduced Variable Neighborhood Search (RVNS) algorithm the
IoT network can enhance the processing speed and reliable
transmission of data [8]. Generally, sensor data validation
includes mainly two steps, those are data faults detection and
data reconciliation. There is no perfect tool or method for this
process.

In [9] various faulty data detection and correction methods
and tools are discussed. In an IoT network, each sensor node
works with a limited power source and when the sensor stops
working the network cannot process data that they received
this may affect the prediction of network health and reliability
which leads to network failure. When this situation happens
RAID structures are very useful for maintaining the redundant
copies of data. This paper focuses on data management with
the help of a particular RAID-like technique in the cluster for
achieving fault tolerance with additional communication costs.

The remaining paper is organized as Section 2 recent
data replication and recovery methods in IoT, Section 3 is
about the implementation of a DRAFT algorithm in the IoT
network. Section 4 is discussed about performance evaluation
for DRAFT Algorithm and finally, section 5 draws conclusion
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and possible future directions of work.

II. RELATED WORK

IoT requires efficient data collection, generation, and pre-
sentation through wireless sensor nodes. Due to limited energy
resources, sensor nodes are unreliable, which may lead to the
loss of valuable data. In IoT, data replication is a promising
method for data management. In [10] data replication algo-
rithms for IoT nodes classification, analysis, and comparison
are presented. Data replication techniques include query bal-
ancing, data availability, system robustness, and data retrieval
Resilient data-centric storage algorithm is utilized by [11] to
illustrate the tiny database systems for easy data retrieving.
It is specially designed for low-powered IoT sensor nodes. A
Distributed Hash Table(DHT) is used for storing the redundant
data into the node.

The redundant storage of data assures the information
available in case of source failure. A greedy replication-
based distributed storage algorithm is proposed in [12], if
a node in the network fails then the data can be retrieved
through neighbor donor nodes. IoT sensor nodes data is stored
in distributed mini data centers in a decentralized manner
cloud rather than single cloud storage. In those data storage
areas, each IoT data item has predetermined redundant data
copies. This problem has been formulated with the help of a
complex-linear programming model and heuristic algorithms
are proposed in [13]. These algorithms are helping to improve
the latency of reading and writing operations.

A multi-dimensional data storage algorithm is implemented
within a single node [14], which can create to handle querying,
indexing, storing, and ingestion of huge amounts of data. A
distributed MDDS offers high ingestion rates, fault tolerance,
and horizontal scaling when compared to Relational database
management systems (RDBMS). To assure high data avail-
ability in the IoT network during the node failure distributed
hop by hop data replication (DRAW) technique is proposed in
[15]. This algorithm helps to identify the best replica node for
maintaining a redundant copy. For selecting the replica node
this technique applies a series of conditions like availability
of the memory in the device, the number of hops, degree of
replication, previous replicas of the data items, and common
neighbors of the devices.

Data availability during the failures can be achieved
through data replication algorithms. In [16] bridged replication
control algorithm (BRC) is proposed for smart logistics. BRC
creates temporary replication access when the link failure
occurred through the bridge token. BRC provides efficient data
management for smart networks. By maintaining redundant
data components in multiple storage locations can achieve
high fault tolerance. An adaptive data replication algorithm
is proposed [17], and incorporated at the gateway level.

IoT network is deployed with many sensor nodes, in
this context energy of the sensor nodes is depleted during
data transmission. An adjustable data replication algorithm
based on virtual grid technology is implemented in [18]. This
scheme helps to enhance the lifetime and performance of
the sensor nodes. A dynamic sink node will determine the
communication link depending on the selected beacon and
continuously develop a replica node across the query node

TABLE I. COMPARISON OF VARIOUS FAULT DATA RECOVERY
APPROACHES AND REPLICATION TECHNIQUES

Author Method

Single/
Multi
Node
point
Failure

Fault
recovery
and
prediction

Replica
Distribution

No.of
Nodes

Shong[9] Edisense
Multi
point
failure

Fault
handling
Mechanism

Locality
based

10-20
Nodes

Qaim[13]

Distributed
hop by hop
replication
algorithm

Single
point
failure

Data
errors
handling

Connectivity
energy
based

50-70
Nodes

Juan[14]

Low
complexity
greedy
algorithm

Single
point
failure

Data
errors
handling

Memory
based

10-50
Nodes

Qaim[15]

Adjustable
data
replication
algorithm

Single
point
failure

Data
errors
handling

Uniform
based

100
Nodes

DRAFT
algorithm

RAID based
replication
algorithm

Single
point
failure

Data
errors
and
fault
handling

Probabilistic
and
memory
based

100-150
Nodes

to create a balance between the rate of energy consumption
and the overhead in the network. Data recovery is one of the
essential features of an IoT network. These networks may face
some issues due to sensing and connection errors which result
in incorrectly received data [19]. By incorporating probability
matrix factorization at the cluster level can recover the missing
data through neighbor nodes in the cluster.

In [20] a convolution neural network has been utilized for
generating data recovery algorithms. For restoring the data
which mainly includes two steps, all sensed collected for the
training process to the networks and data recovery has been
initiated with the help of a trained generator.An redundant
residue number system algorithm [21], Max-flow algorithm
fault tolerant [22], Device pairing algorithm [23], Finding
Least connected points algorithm [24], Least connected neigh-
bour algorithm [25] are the few fault-tolerant algorithms have
been studied. The above-listed literature algorithms in Table
I were presented with a minimum of 10 to a maximum of
100 nodes. This work was analyzed properly to extend the
existing algorithms works towards 150 IoT nodes with network
lifetime, MTTDL, Reliability, and throughput of the network.

III. IMPLEMENTATION OF A DRAFT ALGORITHM IN THE
IOT NETWORK

Safety and critical industrial IoT applications such as IoT
based nuclear radiation monitoring systems require more data
availability and high fault tolerance during data loss. Thus pro-
tecting sensed data through redundant storage can significantly
improve the system performance. Let us consider ‘n’ clusters
with ‘N’ static nodes are randomly deployed in a sensing field.
Each node has a unique ID, ‘i’ where i=1,2,3,. . . ., P. Each node
‘i’ has fixed memory space ‘k’, to hold data and parity items.
The memory space is partitioned into two units based on the
RAID5 structure, one is for storing data and another unit is
for parity storage. RAID is a well-proportioned technology
that creates improved storage reliability and functions by
block-level striping with parity in the node storage area. At

www.ijacsa.thesai.org 769 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 1, 2022

Fig. 1. Cluster Based Multi-Node IoT Architecture.

regular intervals, all the nodes detect environmental factors
and produce sensing data Di. The effective capacity for storing
the sensing information is (k-1)/k of its total storage ‘k’. 1/k
storage space is utilized for storing redundant information.
Each node preserves a Direct Neighbor Node(DNN) attribute
list ′N ′

Att. Every sensor node in the network can produce data
and updates in the data unit as well as parity unit, with the help
of all DNN in the cluster, and the node failure is denoted as
NF . To implement the DRAFT algorithm, a few assumptions
have been made regarding the cluster-based multi-node IoT
architecture as follows

• Assume that each cluster has at least five nodes.

• All nodes are having identical significance and storage
space.

• All the nodes are having similar computation re-
sources and initial energy supply.

To follow these steps the architecture is built as shown
in Fig. 1. The basic architecture of IoT nodes consists of
five elements they are controller, sensing element, battery,
local storage, and network connectivity. The local storage of
the node is partitioned into two parts. A DRAFT algorithm
is invoked at each node and its storage unit is partitioned
into two units based RAID5 mechanism. The inputs of the
algorithm are no. of clusters ‘n’, storage space ‘k’, Data items
Di , 1/k parity unit, (k-1)/k data unit space, DNN attribute
table NAtt. As the outputs of the algorithm create a node ID,
and generate the parity based on DNN, data recovery from the
DNN, MTTDL, throughput, network lifetime, and reliability.
For every round, if any node data loss occurs can be retrieved
through the DNN of that particular node in the cluster. A
node collects new data samples continuously, and that data
only updates its Di section, but it also transmits a copy of
the newly detected data to all of its direct neighbors, allowing
them to update their Pi sections by computing the parity from
the received data. The procedural steps for DRAFT Algorithm
in IoT network as follows:

DRAFT Algorithm

Step1 Input declaration
Input:Number of clusters n, Data item Di, storage space k,
DNN attribute table NAtt

Step2 Output declaration
Output:Parity generation, data recovery if any data loss
occurs,MTTDL,Network Lifetime, throughput,and reliability.
Step3 Node structure
Algorithm defnode (node id, cluster id, Data Di, parity Pi)
begin
Cid = Cluster id
Nid = Node id
Di = Data of ith node
Pi = Parity of ith node
end
Step4 Storage unit structure
Algorithm DRAFT (n, k, DNN)
def node
Data unit = (k-1)/k
Parity unit = 1/k
update Di, Natt, Pi

Step5 Initialize the first round
Node i transmitted data to cluster head i
if (Di of Ni = Di of Ci)
transmit ACK
{
initialize next round
}
Else (error detection=true)
Transmits NACK
{
For each node in cluster A data recovery

DLiA =

n∑
j=1

DjA

Pi = XOR(DNN data of ith) node)
Data Recovered successfully
transmit ACK
}
Step6 Network lifetime extraction
Network lifetime
{
Pv= (1− p)(Nd)
}
Step7 MTTDL
{
MTTDL =

∫∞
0

P(S0(t))+P(S1(t))+P(S2(t))dt

MTTDL =
H(x)

V (x)

Where as
H(x) = (µD + kλ0 + (k − 1)λ1)(α1 + (k − 1)β1) + (kλ0 +
(k − 1)λ1)(µD + λ2 + (k − 1)λ1)
V (x) = (kλ0(k−1)λ1(α1+λ2+(µD(k−1)λ1)(k−1)(λ1+β1)
}
if µD −− > ∞
{
MTTDL = α1+kλ0+(k−1)(λ1+β1)

kλ0(k−1)(λ1+β1)

}
if µD −− > 0
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{
MTTDL = 1

kλ0
+ 1

(k−1)λ1

}
}
Step8 Reliability extraction
{
P (S0(t)) + P (S1(t)) + P (S2(t)) + P (SF (t)) = 1
For each cluster A in N {

∂P (S0(t))

∂t
=− kλ0P (S0(t)) + α1P (S2(t))

∂P (S1(t))

∂t
=kλ0P (S0(t))− (µD + (k − 1)λ1P1(t)+

λ2P (S2(t))

∂P (S2(t))

∂t
=µDP (S1(t))− (α1 + λ2 + (k − 1)

(λ1 + β1))P (S2(t))

∂P (SF (t))

∂t
=(k − 1)λ1P (S1(t))+

(k − 1)(λ1 + β1)P (S2(t))

}
Step9 Throughput
{
if Di of Ni = DR

{
Successful recovery
}
else
{
Unrecoverable data
}
Repeat
End

Parity is computed by XORing all the inputs in a bit-
wise manner. If there are more than one boolean inputs,
XOR returns true when the two inputs are different. A parity
scheme is one of the common approaches for error detection.
Cluster1 is grouped with five nodes each node is connected
with three nodes. If any node failure causes the neighbor nodes
will help to retrieve the data of that failed node by using
redundant information. Data storage in Di and Pi and recovery
is represented in Fig. 2 topology. Here defining the following
relations for nodes with their corresponding neighbors,

P1 = D1 ⊕D2 ⊕D3 ⊕D5 (1)

P2 = D1 ⊕D4 ⊕D3 ⊕D2 (2)

P3 = D1 ⊕D4 ⊕D5 ⊕D3 (3)

P4 = D2 ⊕D3 ⊕D5 ⊕D4 (4)

P5 = D1 ⊕D4 ⊕D3 ⊕D5 (5)

By using the above equations 1 to 5, the pi will store the
information in cluster 1, similarly, all the clusters in the
network the parity unit will update based on the DNN of the
particular node in the network. Di unit will update the sensing
data into it.

Using parity can easily rebuild the lost data inputs by
conducting XOR of all the remaining values and former output
values. Assume that node2 fails the data recovery of the node2

Fig. 2. Representation of Cluster1 Data Storing and Communication Process.

TABLE II. DATA RECOVERY PATTERNS OF CLUSTER1 FOR ROUND1 AND
ROUND2

Cluster1

Transmission
Data Parity Receiving

Data

Faulty
Data
Identifi-
cation

Data
Recovery

D1 = 100 P1 = 111 100 ACK No error

D2 = 101 P2 = 101 111 NACK
error occured,
Recovery intiated,
D2= 101

D3 = 111 P3 = 001 111 ACK No error
D4 = 011 P4 = 000 011 ACK No error
D5 = 001 P5 = 001 001 ACK No error
D1 = 101 P1 = 100 101 ACK No error
D2 = 101 P2 = 011 101 ACK No error
D3 = 111 P3 = 101 111 ACK No error
D4 = 100 P4 = 101 100 ACK No error

D5 = 011 P5 = 101 001 NACK
error occured,
Recovery intiated,
D5= 011

will get with the help of redundant information stored and
its corresponding neighbors, Identified that if D2 and D5 at
round1 and round2 instances then data recovery has been done
with the help of all DNN and parity of the failed node in
that cluster which is represented in Table II. Hence the data
is proved that fault recovery has been made using a DRAFT
algorithm. IoT network is grouped with ‘n’ no. of clusters,
each cluster consists of n ≥ 5 nodes. Each node has four states
they are normal state, degraded state, recovery state, and failed
state. The reliability of the network and MTTDL of the node
has been derived with the help of the following state diagram
Fig. 3.

Let us consider the nonzero time of node replacement, the
failure rate of a node is normal in degraded and rebuild states.
S0 is the normal state, in this state all the nodes in the cluster
are operable and data in every node is available. From this
state, the node can pass to state S1 with the rate of k0(Failure
of any node).
S1 is a degraded state, in this state one of the nodes in the
cluster has been failed and waiting for a replacement and the
remaining k-1 nodes are operable and data can be available.
From this state, the node can move to either state F with the
failure rate (k− 1)λ0 (failure of another operable node) or S2

with the repair rate of D.
S2 is the recovery state, in this state the failed node is replaced
and the recovery process has been started, the remaining k-1
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Fig. 3. Reliability State Graph Model for An IoT Cluster.

nodes are operable and data is available. From this state, the
node can move to either state0 with the rate of α1 (successfully
data recovery completed) or to S1 with the failure rate λ2

(failure of the node during the data recovery process) or to
SF with the rate of (k-1)λ1 (failure of one of the operable
nodes) or with the rate of (k-1) β1 (read error on one of the
operable nodes during data recovery process).
SF is the failed state data of the node that are non-recoverable
and unavailable. Let us present the state diagram based on the
above transitions.

Where as

• λ0 is the failure rate of the node in a cluster.

• λ1 is the failure rate of the node in case of data
unavailability of the node which is operable.

• λ2 is the failure rate of the replaced node during the
data recovery.

• µD repair rate of the faulty node.

• α1 is the success rate of data recovery.

• β1 rate of reading errors on the operable nodes during
the data recovery.

The above state diagram is solved with the help of
Kolmogorov-Chapman differential equations which are ana-
lyzed as follows:
Initially the probabilities of state S0 is P (S0(t)) = 1, the
remaining states probability which is equals to zero, hence
P (S1(t)) = P (S2(t)) = P (SF (t)) = 0.

P (S0(t)) + P (S1(t)) + P (S2(t)) + P (SF (t)) = 1 (6)

∂P (S0(t))

∂t
= −kλ0P (S0(t)) + α1P (S2(t)) (7)

∂P (S1(t))

∂t
= kλ0P (S0(t))−(µD+(k−1)λ1P1(t)+λ2P (S2(t))

(8)
∂P (S2(t))

∂t
= µDP (S1(t))−(α1+λ2+(k−1)(λ1+β1))P (S2(t))

(9)

∂P (SF (t))

∂t
= (k−1)λ1P (S1(t))+(k−1)(λ1+β1)P (S2(t))

(10)
The reliability shows that only from state 0-2, the cluster will
be in operational mode, and the data is also available. To
derive the formula for mean time to data loss (MTTDL) for
the cluster, considering the cluster will be staying at state0 –
state2 and taking into that initial state of the cluster is state0
for calculating the MTTDL as follows:

MTTDL =

∫ ∞

0

P (S0(t)) + P (S1(t)) + P (S2(t)) dt (11)

By substituting the above values 7,8,9 and 10 in 11 we get,

MTTDL =
H(x)

V (x)
(12)

Where as
H(x) = (µD + kλ0 + (k − 1)λ1)(α1 + (k − 1)β1) + (kλ0 +
(k − 1)λ1)(µD + λ2 + (k − 1)λ1)
V (x) = (kλ0(k−1)λ1(α1+λ2+(µD(k−1)λ1)(k−1)(λ1+β1)

If the faulty node replacement rate µD− > ∞ then the
simplified formula for MTTDL is

(13)

MTTDL =
α1 + kλ0 + (k − 1)(λ1 + β1)

kλ0(k − 1)(λ1 + β1)
(14)

If the faulty node replacement rate µD− > 0 then the
simplified formula is

MTTDL =
1

kλ0
+

1

(k − 1)λ1
(15)

Meantime to data loss occurs on the unavailability of data and
failure of node capacity. MTTDL is decreasing when the node
failure rate in the network has been increased.

IV. PERFORMANCE EVALUATION FOR DRAFT
ALGORITHM

This section presents the simulation setup, performance
metrics, comparison of performance analysis with and without
the DRAFT algorithm incorporated into the network.

A. Simulation Setup

The proposed DRAFT algorithm has been executed in
CUPCARBON. The simulation setup consists of 150 sensor
nodes with 27 clusters and is randomly deployed in a 200 X
200m square region. Assuming that all sensor nodes are to
be homogeneous resources and characteristics.Each node data
size is 100 to 2000 units and generates the data items peri-
odically. Every node in the cluster maintains a DNN attribute
table which holds MAC address, neighbors list, node id and
the storage space of each node learned through continuous
resource management messages broadcast by every 10s. Each
round simulation time is set to be 600s. Fault-tolerant system
parameters are listed in the following Table III.
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TABLE III. FAULT-TOLERANT SYSTEM PARAMETERS

Fault-tolerant system parameters
No. of Nodes 100-150 Nodes
Size of Data 100 to 2000 units
Sensing interval [1-5]s
Broadcast interval 10s
Round simulation time 600s
Sensing field area 200 X 200m square
Node failure model Random
MAC Protocol 802.15.4
Propagation loss model log distance
Network Topology Random

B. Performance Metrics

The impact of the DRAFT algorithm on an IoT network is
analyzed through the following performance metrics.

1) Network Lifetime: In the simulation, the average Net-
work lifetime of the IoT network with and without the DRAFT
algorithm has been evaluated. This algorithm recovers the data
when node failure occurs in the network. Considering ‘p’ is
the probability of node failure that a node fails in one round.
Assuming that the probability of a node failure for each round
should vary from 0.1% to 0.5% as an increment. The total no.
of deployed nodes in a cluster is ‘Ni’ and the communication
range is ‘X’. For without recovery scheme, in around at least
a single node failure probability is Pf and is 1− (1− p)(Nd)
(Bernoulli’s trails) whereas Nd is the network density and
considering as a standard value.In the case of with recovery
scheme, ‘R’ is the recovery candidate, and there are two
requirements to recover the data, first, the recovery candidate
must be alive and the second is all of its direct neighbors
should be alive. The probability of R is PV = (1 − p)(Nd)
whereas Pv is the probability of a recovery candidate. The

Fig. 4. Analysis of Network Lifetime with Respect to Node Failure
Probability.

network lifetime of the proposed recovery scheme is more as
compared to the without DRAFT algorithm as clearly shown
in Fig. 4. When the probability of node failure is increased
automatically the network lifetime is dropped for both with
and without recovery scheme.

2) Throughput: Throughput is defined as the amount of
data transmitted successfully from one node to another node
in the network within a period. When the probability of the
node failure decreases then the throughput of the network
increases gradually as shown in Fig. 5. If there is a node failure
occurs the data has been transmitted successfully because of
the DRAFT algorithm. The throughput has improved double
times with the recovery scheme as compared to the without
recovery scheme.

Fig. 5. Throughput with Respect to Probability Node Failure.

3) MTTDL: Meantime to data loss is the average time that
causes data loss in the node. Data loss is occurred due to
error situations in the networks. Backup and data recovery
methods are helping to recover data or to avoid data loss
in the IoT networks. If failure of any node in the cluster,

Fig. 6. Simulation Result of Mean Time to Data Loss.

MTTDL is decreased by increasing the recovery rate of the
data. This will help to improve the network reliability and
data availability in the network. The simulation results in Fig.
7 show the best recovery rate when the DRAFT algorithm has
been incorporated into the network.

4) Reliability: Reliability is the capacity of the network
to work during the presence of node failures concerning time.
Here the time considering as the normalized time which means
scaling the time within the range of 0 to 1. For an IoT network

Fig. 7. Observations for Data Reliability in IoT Network.

at t = 0, the reliability is approximately high, with respect to
time the network reliability is gradually decreasing which is
shown in Fig. 6. The reliability mainly depends on the failure
rate and repair rate of the node, and data recovery of the node.
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V. CONCLUSION AND FUTURE WORK

The proposed DRAFT algorithm is most suitable for IoT-
based safety and critical applications. It is implemented with
the concept of the RAID5 storage mechanism used for soft
computing. Hence, this scheme can be easily incorporated with
other IoT algorithms. By conducting a series of experiments
the data reliability achieved as 85%. The throughput and
network lifetime of the proposed algorithm are enhanced 5%
as compared with the existing algorithms. The complete data
recovery simulation is carried out which ensures reliable data
transmission. In real scenario the data can be dropped due to
noise, environmental factors, and data collisions. This paper
presented analysis and simulation of simultaneous single IoT
node failure in a cluster for the mentioned scenarios. This
algorithm can be carry forward for the future multi-node data
failures and data transmission reliability.
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Abstract—Virtual Private Networks (VPNs) have now taken
an important place in computer and communication networks.
A virtual private network is the extension of a private network
that encompasses links through shared or public networks, such
as the Internet. A VPN is a transmission network service for
businesses with two or more remote locations. It offers a range
of access speeds and options depending on the needs of each site.
This service supports voice, data and video and is fully managed
by the service provider, including routing equipment installed at
the customer’s premises. According to its characteristics, VPN
has widely deployed on ”COVID-19” offering extensive services
to connect roaming employees to their corporate networks and
have access to all the company information and applications.
Hence, VPN focuses on two important issues such as security
and Quality-of-Service. This latter has a direct relationship with
network performance such as delay, bandwidth, throughput, and
jitter. Traditionally, Internet Service Providers (ISPs) accommo-
date static point-to-point resource demand, named, Layer 1 VPN
(L1VPN). The primary disadvantage of L1VPN is that the data
plane connectivity does not guarantee control plane connectivity.
Layer 2 VPN is designed to provide end-to-end layer 2 connection
by transporting layer 2 frames between distributed sites. An
L2VPN is suitable for supporting heterogeneous higher-level
protocols. In this paper we propose an enhanced routing protocol
based on Traffic Split Routing (TSR) and Shortest Path Routing
(SPR) algorithms. Simulation results show that our proposed
scheme outperforms the Shortest Path Routing (SPR) in term
of network resources. Indeed, 72% of network links are used by
the Enhanced Traffic Split Routing compared to Shortest Path
Routing (SPR) which only used 44% of the network links.

Keywords—Virtual private network; enhanced traffic split rout-
ing; quality of service; shortest path routing; layer 1 VPN; layer 2
VPN

I. INTRODUCTION

Computing, and networks in particular, have changed a
lot over the past twenty years. The flow of information and
the emergence of new technologies have increased consider-
ably [1]. It is now possible to exchange substantial data of all
types as well as to transmit voice and video over computer
networks [2].

Indeed, with a modern economy based on new information
and communication technologies, most companies use a set
of means for the implementation of a reliable and flexible
computer network [3]. This network allows corporate users to
share resources such as printers, files and data. As a result, the
need for remote connection to corporate resources has become
common. Remote applications thus become the main tool of

the company’s information system. The question that may arise
then is how to ensure access within a structure sometimes
spread over large geographical distances? In concrete terms,
how can a branch of a company access data located on a server
in the headquarters several thousand kilometers away?

Virtual private networks (VPNs) have been set up to
respond to this type of problem and takes an important place in
computer and communication networks. As pointed out by [4],
a VPN is the extension of a private network that encompasses
links through shared or public networks, such as the Internet.

It offers a range of access speeds and options depending
on the needs of each site. This service supports voice, data and
video and is fully managed by the service provider, including
routing equipment installed at the customer’s premises [5].
Indeed, the damaged caused by ”COVID-19” on global econ-
omy leads company networks on looking for VPN solutions
to establish a private communication to the corporate intranet
while traveling from home.

Both service providers and customers are starting to realize
the benefits of VPN solutions. New applications such as
voice, telemedicine and video on demand make it possible to
envisage an increase in productivity and a reduction in costs.
However, VPNs are not only interested in extending LANs
at a lower cost, but also in the use of specific services or
functions ensuring quality of service (QoS) and security of
exchanges [6] [7]. Indeed, the notion of quality of service
makes it possible to formalize the requirements for each type
of service in terms of performance criteria: bandwidth, end-to-
end transmission delay, packet loss rate, jitter, etc. Each service
may have different quality requirements.

Services such as voice or video impose very strong con-
straints on the quality of transmission: transmission delays or
data loss must not degrade communication or the broadcasting
of a video stream. In order to support real-time and multimedia
applications on virtual private networks, it is necessary to
develop routing algorithms which take QoS parameters into
account. Routing algorithms with QoS must be adaptive and
flexible for efficient management of resources in the network
[8]. In practice, routing with QoS has not worked well.

The objective of routing is to determine a route (i.e. a
set of links to be traversed), respecting certain constraints, to
establish a connection from a source node to a destination
node. The purpose of a routing algorithm is to allow the
calculation of the route between those two nodes within the
meaning of a certain criterion?
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The remainder of the paper is organized as follows. The
next section will focused on different algorithms such as Wax-
man and Brite algorithms. Section 3 highlights the approach
proposed in this work. Then, an analysis of the performance of
our prototype system implemented using simulation model will
be described in Section 4. In Section 5, numerical results are
presented to show the effectiveness of the proposed algorithm.
Lastly, the conclusion and future work are outlined in Section
6.

II. LITERATURE REVIEW

VPNs allow remote users, partners and providers to access
certain parts of their networks (intranets). They also allow
the deployment of many types of applications such as real-
time voice or video, critical business management software or
interactive applications [9] [10]. Originally, companies using
VPN solutions used ”layer 1” services such as ”leased lines”
(and referred to as layer 1 VPN, L1VPN). Leased lines are
dedicated connections that a telecom operator operates directly
between two customer sites, providing a permanent connection
at a determined speed. Although leased lines offer users the
confidentiality and reliability of transferred data, they suffer
from a lack of flexibility compared to other types of layer 2
solutions such as Frame Relay, ATM, L2TP, L2F or also more
recently Carrier/Metro Ethernet.

However, as mentioned in [11] [12], this type of VPN
is characterized by its prolificity in singular domain and the
lack the Quality of Service (QoS) during the inter-domain
routing which lead to inhibit its scalability and flexibility.
Another issue with L1VPN is the inter-configuration of a
customer on another Service provider network as the policies
are distinctives. This can be solved using the address mapping
mechanism, unfortunately , this latter is not well-defined in
standard specifications [13].

In fact, ”layer 2” VPN services (or also layer 2 VPN,
L2VPN) have allowed service providers to offer their cus-
tomers a connection similar to that offered by leased lines. On
the other hand, with L2VPN it is no longer necessary to have
a dedicated leased line for each network interconnection. The
clients share a single physical line and each has its own logical
channels to send its traffic [14]. Layer 2 VPN services are
attractive to the service operator because they do not require
the operator to participate in the design and configuration of
layers 2/3 of the customers’ LAN. Also, the management and
maintenance of the control plan are carried out by the customer
and they are transparent to the operator’s network [15] [16].

The major problem with L2VPN is security. Unlike L1VPN
where each customer has their own private line, a layer 2
VPN is deployed on a shared network infrastructure that can
be managed by national and international network service
providers. As a result, several companies disagree that their
data should be transferred through shared, unsecured tun-
nels [17]. One solution would be to offer a layer 3 or L3VPN
VPN service. Security is usually provided by a combination
of tunneling and encryption methods. The best known is
the one that implements the IPSec (IP Security) protocol.
IPSec is a ”layer 3” security protocol. It is based on the IP
protocol and offers tunneling and security features, including
encryption, authentication and key management [18]. In this

work, a random generator graph named ”Brite” is used [19].
The BRITE topology generator assigns each link with a delay
based on its physical distance. The algorithm can be described
as follows [20]:

• Firstly, we specify the number of nodes on the net-
works.

• For a link creation between two nodes u and v we
define the probability P (u, v) :

P (u, v) = β exp
−d(u,v)

Lα (1)

Where,

• d(u, v): the distance separating from node u to node
v;

• L: the maximum distance between node u and node
v;

• α and β: These two constant parameters are defined
in the interval (0.1].

When the constant α is decreased, we noticed that the
link’s density on the network is increased. Based on the
link probability (u, v) a link is added or not between u and
v. In a shortest path tree problem, we consider a directed
graph G = (V,E), where V represents the set of nodes
and E the set of links. Each edge has a weight Pi. A path
C =< e1, e2, ..., en, > has a weight which represents the sum
of the weights of the edges constituting the path. The shortest
path from a vertex d to a vertex a is the minimum weight path
that connects d to a [21].

The two algorithms Bellman-Ford and Dijkstra described
in [22] are two well known shortest path algorithms.
Shacham [23] proposed a maximum bandwidth tree algorithm
to distribute data hierarchically. It uses an algorithm close to
Dijkstra to calculate the maximum bandwidth of a single path
to all destinations.

The principle of this algorithm is as follows:

1) Determine the maximum bandwidth paths available
between the different nodes.

2) Sort the receivers according to their reception capac-
ities.

3) Add recipients to the maximum bandwidth tree one
by one.

This hierarchical distribution approach gives for each individ-
ual receiver the rate at which it will receive data from the
source. The bandwidth will then be allocated appropriately.

III. PROPOSED ALGORITHM

As aforementioned, there are many issues on deploying
Dijkstra and Bellman-Ford for routing protocols using two or
more constraints. Dijkstra as well Bellman-ford are deployed
where we using one constraint and offer good paths. However,
when we need the formation of a balanced system when
distributing the load this is not guarantee by Dijkstra and
Bellman-ford which use an order of priority in the constraint’s
choice.
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Our proposed scheme, named Enhanced Traffic Split
Routing (E-TSR), is bas on algorithm Traffic Split Routing
(TSR) [24] [25] which offer a good objective on load bal-
ancing inside a network. Enhanced Traffic Split Routing try to
distribute homogeneously the traffic on the network and offer a
balanced sharing of traffic. Indeed, with E-TSR, the maximum
possible of links are used to balance the traffic on the network.

We present in what follows, algorithm 1, the heuristic of
traffic distribution used which is an enhanced algorithm based
on [24] [25]. To begin, it is interesting to note that is not always
optimal to use the shortest path between a pair of nodes ”i”
and ”j”. Accordingly, we will use a model of an M/M/1
queue. Suppose that between two nodes ”i” and ”j” we have
two paths: the shortest path of length ”n” and another longer
path of length m > n .

To begin with, we assume that we have a first path
calculated by the shortest path algorithm. This path links
a source ”i” to a destination ”j” and uses ”n” links. We
assume that each link in the path from ”i” to ”j” is modeled
by an independent M/M/1 queue (Kleinrock independence
assumption) as illustrated on Fig. 1.
Now suppose that the traffic is shared between the path with
”n” hops and that of ”m” hops. Consider the following
variables:

ρ: use of the link,
when all the traffic is offered to the first path only (the shortest
path) we have the average residence time on a link:

T =
1

µ− λ
(2)

Therefore, the use of the link

ρ =
λ

µ
(3)

Since this path is composed of ”n” independent links, the
average residence time in the path is modeled by the following
formula:

T1 = n× T =
n

µ− λ
(4)

i

j

Shortest path (n hops)

Traffic Split (m hops)

Fig. 1. Shorter Path Versus Sharing of Traffic Through Disjointed Paths.

If we share the traffic between the two paths; the first made
up of ”n” hops and the second of ”m” hops, we have the
variables:

• λ1: the arrival rate for path 1

• λ2: the arrival rate for path 2

So, the average residence time across the two paths is:

T2 =
λ1

λ

n

µ− λ1
+

λ2

λ

n

µ− λ2
(5)

If we find cases where T1 < T2 then we can state that the
shortest path does not give precisely the best delay. We can
say that:

T1 ≤ T2 ⇔
ρ1

1− ρ1
+

m

n

ρ2
1− ρ2

≤ ρ

1− ρ
(6)

Where,

ρ1 =
λ1

µ
(7)

ρ2 =
λ2

µ
(8)

ρ ≥ ρ1 (9)

ρ ≥ ρ2 (10)

ρ = ρ1 + ρ2 (11)

In the case where m < n, then the inequality 6 gives us:

m ≤ n(1− ρ2)

(1− ρ1)(1− ρ)
(12)

The inequality 12 shows that the number of hops in the
path should be small and not greater than a certain constant.
Additionally, this inequality clarifies that when the shorter path
is overloaded (maximum link utilization), using another longer
path to route traffic can be useful in order to reduce the wait
time. Moreover, we can deduce that the number of hops in
the longest path decreases when the load offered to this path
(ρ2) increases. In particular, in the case where the traffic is
distributed between the shortest path and the longest one (ρ1 =
ρ2), it suffices to have m < n/((1− ρ)) to reduce the waiting
time by traffic distribution. For example, if ρ = 80%, then we
must have m < 5n. That is, the number of hops in the longest
path should not exceed 5 times the number of hops in the
shortest path.

IV. RESULT AND DISCUSSION

This section is devoted to evaluating the performance and
quality of services resulting from the Enhanced Traffic Split
Routing (E-TSR) algorithm by comparing the results with
those obtained with Traffic Split Routing (TSR) [25] and the
Shortest Path Routing (SPR). In order to be able to evaluate
these three algorithms, various simulations were carried out
using the NS-2 simulation platform [26].

To begin, we attempt to give an overview of different
parameters related to evaluate the performance of our proposed
scheme. Then, we will present more closely the NS-2 tool as
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Algorithm 1 Enhanced Traffic distribution heuristic
Input : Ls the number of times a link S appears in a VPN tree

1: procedure HEURISTIC PROCEDURE
2: Ls ← 0 :Definition of a link Variable
3: n← 0 :Definition of the number of nodes on the network
4: loop: waiting for a new Virtual Private Network connection demand from any network’s node
5: Complete (or Generate) a path (tree) coupling all the new Virtual Private Network and avoiding links whose Ls > n
6: if path is icomplete then
7: n← n+ 1 and goto step 5
8: else
9: Ls ← Ls log(Ls) + 1 for all the links of the new generated tree and goto step 3.

10: end if
11: end procedure

well as the network model used to perform different scenarios
to be simulated under NS-2.

The rest of this section will highlights the QoS parameters
used to evaluate the three heuristics: the enhanced traffic
distribution (TSR, Traffic Split Routing), the traffic distribution
(TSR, Traffic Split Routing), and the shortest path (SPR,
Shortest Path Routing). All the simulation parameters are
given in Table I. Our simulations are performed using the

TABLE I. SIMULATION PARAMETERS

Parameters Values
Simulator name NS-2
Node’s number 24 nodes

Tree’s link capacity 100 Mb/s
Transmission delay 10 ms

Source’s number of the generic tree 4-24 nodes
Simulation Time 2000 seconds

Application type used on the simulations FTP
Packet size 1 KB

NS-2 network simulator. For accuracy and compliance, all
simulations are performed Twenty times for each scenario. All
simulations are performed to study the behavior of the three
routing algorithms; E-TSR, TSR, and SPR. All simulations are
generated with different random number seeds and the results
are averaged over all the outcomes. Fig. 2, Fig. 3, and Fig. 4
illustrate an example of network scenario used in performance
study for the three heuristics E-TSR, TSR, and SPR.
Fig. 4 illustrates the scenario using Shortest Path traffic al-
gorithm. From this figure, we suppose that the traffic is sent
from node 2 to the destination node 4. We see that the node
named 6 used as a Steiner node and all traffic is focused on
the shortest path (from node 2 to node 6, and from node 6 to
node 4). On the other hand, Fig. 2 illustrates the scenario of
the Enhanced Traffic Split Routing. From this Figure we can
see that the traffic is shared equitably between different paths.
Indeed, the traffic sent from node 2 and has as destination node
4 has taking different paths (from node 2 to node 6, from node
2 to node 7, etc.). with this approach, we can see that we use
maximum links on the network.

A. Average Reception Data Rate

Fig. 5 illustrates the average data rate reception of the
three algorithms, E-TSR, TSR and SPR. As we can see, the
Fig. 5 shows the average data rate as a function of the number

Fig. 2. Enhanced TSR Traffic.

Fig. 3. TSR Traffic.

of source VPNs. Indeed, in the case of 6 source VPNs we
have 5.9 Mbps with E-TSR heuristic, 5.58 Mbps with TSR
heuristic while the average throughput with SPR is 5.23 Mbps.
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Fig. 4. SPR Traffic.

subsequently, with 16 source VPNs, the average throughput
with E-TSR is equal to 5.35 Mbps while it is equal to 3.93
Mbps with SPR algorithm. We see also that the gap on the
average data rate increase with the number of source VPNs
and the E-TSR algorithm offer good throughput compared to
TSR and SPR algorithms. This is due to algorithm properties.
Indeed, with SPR, all the traffic is focused on the shortest
path while with E-TSR the traffic is divided between the
maximum number of links on the network. Moreover, the
use of maximum links allowed networks to offer a higher
throughput especially for networks with large traffic, unlike
to shortest path algorithm which focused only on some links
(shortest link) which lead to some links to become overloaded,
leaving others unused. This had an influence on the flow and
then on the error rate.

Fig. 5. Average Data Rate Reception.

B. Packet Loss Rate

Fig. 6 illustrates the packet loss rate as a function of
number of source VPNs for each routing technique E-TSR,
TSR and SPR. As shown in this figure, with low number of
source VPNs average error rate with E-TSR and TSR become
more frequent due to the fact that the routing techniques must
search new link every time there is a new source VPN. It can
be noticed that when the number of VPN sources increases

to 12 sources, SPR and E-TSR have almost the average error
rate, 9.6× 10−4 and 11.5× 10−4, respectively.

This rate increases to reach 43 × 10−4 packets loss with
SPR routing technique, 30 × 10−4 packets lost with TSR
routing technique, and 27 × 10−4 packets lost with E-TSR
routing heuristique for 24 source VPNs.

Furthermore, as the number of source VPNs increase, the
gap between SPR, TSR, and E-TSR increases and as we can
see E-TSR provides less packet error rate. Indeed, with a
shortest path routing technique all the traffic takes the same
path which lead to a huge traffic on some links and then more
error rate. However, with distributed traffic routing technique
the traffic flow is sent over the network moderately over all
links.

Furthermore, using a traffic distributed technique, packet
have low chance to enter on overloaded queues, thus dropping
packets will minimized and rejecting packets will be decreased.
On the other site, with shortest path routing technique, there
is a high probability the traffic takes the same path leading to
a queue overload and then increase rejected packets.

Fig. 6. Average Packet Loss Rate.

C. Average End-to-end Delay

In this section we examine the mean delay to send a
packet from one source to a destination. This delay is given
according to the number of source VPNs on the network. Fig. 7
shows that the delay of three heuristics E-TSR, TSR, and SPR
increases linearly with the number of source VPNs.

Moreover, Enhanced Traffic Split Routing algorithm ex-
hibit a brief variation on delay compared to the Shortest Path
Routing Algorithm. From Fig. 7 we remark that SPR has a
delay around of 30 ms with 6 source VPNs. By increasing the
number of source VPNs we see that E-TSR offer less end-to-
end delay compared to TSR and SPR. In fact, E-TSR and TSR
look increase on logarithmic fashion compared to SPR.

It is clear to see that in the case of 16 source VPNs the aver-
age end-to-end delay is equal to 25.32 ms for E-TSR algorithm
whereas it is equal to 27 ms for TSR algorithm, and 39 ms
for SPR algorithm. Table II gives an overview of the measured
values related to the mean delay for three routing algorithms.
The gap on the end-to-end delay increases as number of source
VPN increase. Our observations, for instances imply that when
the network deploy a traffic distributed technique offer more
chance of using a less queue memory which means packets
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TABLE II. GAP MEAN DELAY

# VPNs Mean delay SPR (ms) Mean delay TSR (ms) Mean delay E-TSR (ms)
4 24 25 23
6 30 26 23.56
8 34 26 23.58

10 36 26 23.99
12 37 26 24
14 39 26 24.12
16 39 27 25.32
18 40 27 25.64
20 40 27 25.87
22 41 27 25.9
24 41 28 26

sent on different links have more chance of going through
small queues and therefore a small delay variation as shown
on Fig. 8.

Fig. 7. Mean Delay.

Fig. 8. Flow of Sent Data.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed an enhanced traffic split routing
algorithm. Such algorithm is compared with shortest path
algorithm. Simulations were performed using NS-2 to analyze
the functionality and performance of the proposed algorithm
in terms of average data rate, packet loss rate, and average
end-to-end delay.

The results show that Enhanced Traffic Splitting Routing
algorithm provides least values on packet loss rate and average
end-to-end delay compared to Shortest Path Routing and
legacy Traffic Splitting Routing algorithm.

Also, simulation results show that TSR provides better
performance in term of average data rate. So, it is concluded
that enhanced traffic split routing algorithm has the capability

to provide better low packet loss rate and data rate by using
72% of network links compared to shortest path routing
algorithm which uses only 44% of network links.

As a future work, we plan to design and implement the
proposal experimentally in order to study these factors practi-
cally and exploring the potential of utilizing enhanced traffic
split routing on real-time multimedia and VoIP applications.
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Abstract—Nowadays, connected devices are growing exponen-
tially; their produced data traffic has increased unprecedent-
edly. Information systems security and cybersecurity are critical
because data typically contain sensitive personal information,
requiring high data protection. An authentication system manages
and controls access to this data allowing the system to ensure the
legitimacy of the access request. Most of the current identification
and authentication systems are based on a centralized architec-
ture. However, some concepts as Cloud computing and Blockchain
use respectively distributed and decentralized architectures. Users
without a central server will own platforms and applications of
the next generation of Internet and Web3. This paper proposes
AuSDiDe, a new authentication system for the distributed and
decentralized structure. This solution aims to divide and share
keys toward different and distributed nodes. The main objective
of AuSDiDe is to securely store and manage passwords, private
keys, and authentication based on the Shamir secret sharing algo-
rithm. This new proposal significantly reinforces data protection
in information security.

Keywords—Shamir’s secret sharing; authentication system; de-
centralized; distributed; blockchain

I. INTRODUCTION

Currently, the number of connected machines is growing
exponentially. This is explained by several factors such as
the use of social networks, streaming and sharing videos,
online services (payment, purchases, etc.), connected objects,
cryptocurrency [1].

The world has never been digitized as it is today. Digi-
tization of different services, the use of cryptocurrency, IoT,
etc. Moreover, the Covid-19 pandemic has given a boost to
digitization, paving the way for new opportunities for growth,
competitiveness and inclusion. The global data traffic has
increased at an unprecedented rate over the last decade. There
are various challenges and issues associated with this data.

Among these challenges, security and privacy have been
considered as important issues since data often involves dif-
ferent types of sensitive personal information, e.g., addresses,
personal preference, banking details, governmental data , fi-
nancial, medical, military, or NFT’s - Non-fungible token.
Putting the data on the Net and on the Cloud [2] makes them
vulnerable. This requires more vigilance from the administra-
tors and owner of this data. To put more reliable and secure
means to protect and secure the data against malicious people

and botnets. It is necessary to choose the security criteria to
be taken into account. Commonly used security criteria are
availability, integrity, and confidentiality, but it may be relevant
to add others such as proof, control, anonymity, reliability. The
scale of needs will be determined according to these security
criteria. Information systems security and cybersecurity ensure
data protection. An authentication system manages and con-
trols access to this data [3]. Fig. 1, 2, and 3 show a centralized,
decentralized, and distributed organizational structure.

Fig. 1. Centralized Organizational Structure.

In Fig. 1, server systems with one or more slave nodes
directly linked to a central server are centralized systems. In
many companies, this is the most frequent sort of system.

In Fig. 2, every node in a decentralized system makes
its own choice. The sum of the individual node choices
determines the system’s ultimate behavior. It is worth noting
that the request is not received and responded to by a single
organization structure.

A distributed system shown in Fig. 3 comprises a group
of loosely coupled processors that are linked together via a
communication network. A distributed system may consist of
computational and diverse nodes connected by a communi-
cation network. Any node’s total resources should be visible
and freely available to other nodes. The choice of a load
sharing or global planning technique is an important aspect
of a distributed system’s design configuration.

The advantage of the proposed approach, on the contrary
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Fig. 2. Decentralized Organizational Structure.

Fig. 3. Distributed Organizational Structure.

to most traditional secret sharing schemes, is that the shares
are distributed and decentralized. This study presents a novel
authentication scheme for the distributed (Fig. 3)and decen-
tralized (Fig. 2) structure. This method aims to split and share
keys across several remote nodes.

Most of the current identification and authentication sys-
tems are based on centralized architecture [4], today it is
necessary to think about new methods and structures in order
to strengthen the authentication and to be compatible with the
new architectures.

There are some concept like Cloud computing [5] and
Blockchain [6] use respectively distributed and decentralized
architectures [7] as shown in Fig. 2 and 3. For example, in
the next generation Internet, the platforms and applications
built on the Web3 will be owned by users, without a central
server [8]. In order to remedy these limitations and security
concerns, this paper present a new approach, focused on the
authentication systems, key and password management.

In docker, integrity comes from trust, i.e. the user decides
to retrieve a docker image from the docker hub, which is a
set of community images. Docker security relates to threats
and attacks that challenge security based on confidentiality,
integrity, and availability of services.The application system
must function flawlessly during the expected use ranges and
guarantee access to the services and resources installed with

the expected response time. Basic docker provides function-
ality to have high availability, Docker Swarm, an orchestrator
that allows you to manage your cluster of containers.Indeed,
the security of the information system is considered one of
the primary issues to be established. Each organization must
define a security policy to succumb to its needs and protect
these resources and their trade secrets.

In order to increase the level of security [9], a new
authentication mechanism is introduced. This authentication
mechanism for distributed and decentralized structures is based
on Shamir’s secret sharing.

Hadoop is a big data processing paradigm that can effi-
ciently address the issues of big data because of its distributed
storage and parallel processing properties, as well as other
benefits such as open source. The proposal is considered
as the last method to guarantee the robustness of any key
management system is to divide the keys into various bits,
as recommended in the Split Keys approach. In this approach,
no one individual has access to the real key; instead, the key
must be used by a group of people. The system suggested in
this paper splits and distributed keys to distinct and scattered
nodes in all clusters.

AuSDiDe a new proposed architecture to securely manage
passwords, private key and authentication. Shamir’s algorithm
is used to share secret information

The main purpose of this system is to split the secret key
into parts, giving each server its own shared key, where some
or all of the parts are needed in order to rebuild a passphrase
that gives access to the secret.

The remainder of the paper is laid out as follows. First a
review of the related work realized in this topic is presented.
Then a presentation of the architecture of an authentication
system. After the implementation results are displayed. The
conclusions and future work are presented in the last Section.

II. RELATED WORK

Nowadays, there are many proposals for securing and man-
aging authentication system. The proposed system reinforces
security, prevents certain attacks such as man in the middle,
identity theft, and adapts to new distributed and decentralized
architecture.

To improve the security of keys used for encryption, [10]
proposes a threshold secret sharing system employing Newton
division difference interpolating polynomial in a distributed
Cloud context.

The study [11] proposes a system that employs secure
multiparty computation (SMPC) protocols with Shamir secret
sharing for password- and iris-based authentication.

Hashing may not be able to hide data as effective in post
quantum era [12], an authentication protocol which will use
Shamir’s secret sharing method to authenticate with server is
proposed. A novel approach based on blockchain technology
[13], digital signatures and threshold ElGamal Cryptosystem
to address the problem of single point of failure.

The authors in [14] provide a viable way for protecting
the traditional password-based authentication system since this
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sort of authentication is often required. They suggest a way for
sharing a secret based on Shamir’s well-known (k, n) threshold
approach.

In [15], the authors discuss a new approach for managing
the secrets in a decentralised way by leveraging decentralised
identity concepts such as verifiable credential technologies,
password-authenticated key exchange protocols and multi-
party computation.

Another approach were developed in [16] who introduce
PASSAT is a practical method that enhances the security
assurance provided by today’s cloud architecture without need-
ing any modifications or collaboration from cloud service
providers. PASSAT is a cloud-invisible program that enables
users to safely and effectively save and retrieve their files on
public cloud storage with a single master password.

III. SHAMIR’S SECRET SHARING

Authentication for a computer system is a process that
allows the system to verify the legitimacy of the access request.
The system then assigns this entity the identity data for this
session. Access to the resources of an information system by an
entity is broken down into three sub-processes, authentication,
identification and access control [17].

Cryptography is one of the disciplines of cryptology focus-
ing on protecting messages ensuring confidentiality, authentic-
ity and integrity by often using secrets or keys. Shamir’s Secret
Sharing is an example of this cryptographic algorithm [18].

A. Distributed Scenario

A distributed system is a computer environment in which
numerous nodes on a network are used to distribute different
components [7].

Because distributed networks are formed up of equal, in-
terconnected nodes, data ownership, and computing resources
are dispersed equitably throughout the network.These nodes
divided up the work and coordinated their efforts to finish the
assignment more quickly than if it had been assigned to a
single node. Compared to decentralized networks, distributed
networks are more scalable.

A node in a distributed network may fail on its own
without impacting the rest of the system. It is more difficult
to change information on a distributed network since data is
spread equitably throughout the whole network [7].

B. Decentralized

Decentralization is defined by the distribution of powers.
Scaling decentralized networks is simple. Instead of depending
on a single central node, a decentralized network spreads
information processing among numerous nodes [7]. Even if
one of the master nodes fails, the remaining servers can
continue to offer data access to users, and the network as
a whole will keep running. Because information kept on the
network is spread across numerous points rather than via a
single one, decentralized networks provide a higher level of
consumer privacy [19]. Furthermore, user requests are often
completed faster when using a decentralized network. Fig. 4
shows the nodes of the AuSDiDe node’s topology.

Fig. 4. AuSDiDe Nodes.

Fig. 5 details a schematic diagram of the general AuSDiDe
architecture used for Distributed and Decentralized Structure
Based on Shamir’s Secret Sharing.

C. Shamir’s Secret-Sharing Scheme

Shamir’s Insider Information Adi Shamir is the creator of
sharing. A secret is split into pieces in a kind of dispersed
secret [18]. Each participant has their own shared key, where
some or all the parts are needed to reconstruct a passphrase.
Shamir’s secret sharing or key sharing, is a process which a
private encryption key is split into separate fragments. Every
fragment is useless, unless it is sufficiently assembled to
reconstitute the original key [7].

It is not necessary that all the participants reconstitute
the access password. This is why the threshold scheme is
sometimes used where a number k of the parts is sufficient
for rebuild the original secret [20].

In Shamir’s secret-sharing arrangement, there are n share-
holders [21]. Ui =

{
U1, U2, ..., Un

}
and a mutually trusted

dealer D.

The dealer D produces a(t−1) degree polynomial f(x) ∈
Zp, where P is a prime integer, to divide the secret S into
n shares. S = f(0) is the shared secret, and before sending
the (xi , yi) to the shareholder Ui the dealer calculates the
secret-sharing shares as yi = f(xi) for xi ̸=0.

When regenerating the secret, at least t shares (xi , yi)
are required to recover the polynomial f ′(x), allowing each
shareholder to get the secret S = f ′(0). The approach is
comprised of two algorithms: secret reconstruction and share
generation [21]:

For share generation, the (t − 1) degree polynomial is
defined as:

f(xi) = a0 + a1x
1 + ax2 + ...+ at−1x

t−1, (mod p) (1)

and ai ∈ Zp, for 0 ≤ i ≤ t − 1, at−1 ̸= 0,the secret
S = f(0) = a0.

In a(t, n) secret-sharing system, n points arer randomly
chosen as xi : 1 ≤ i ≤ n, and xi ̸= 0 ∈ Zp,, the
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Fig. 5. Architecture AuSDiDe.

dealer calculates yi = f(x) and transmits si = (xi, yi) to
shareholders Ui.

For a secret reconstruction [18], supposing that t share-
holders U1, U2, ..., Ut. Each shareholder Ui gives a share si to
the other stockholders. After that, if a shareholder possesses m
shares s1, s2, ..., sm, he may retrieve f ′(x) using the Lagrange
interpolation polynomial as [21]:

f ′(x) =

t∑
i=1

si

t∏
j=1,i̸=j

xj − x

xj − xi
, (mod p) (2)

The secret S will be computed as:

f ′(0) =

t∑
i=1

si

t∏
j=1,i̸=j

xj

xj − xi
, (mod p) (3)

IV. AUSDIDE GENERAL ARCHITECTURE

The AuSDiDE is introduced to enhance security and been
developed to increase the level of security. This system takes
into consideration those architectures: distributed and central-
ized.

AuSDiDe is compsed of nodes playing different exclusive
roles between them. Hacking and attacking servers should
be difficult. Getting a key will not be enough to encrypt
the passphrase, you need to get all shared keys. It will be
complicated, given the number of servers.

The AuSDiDe is composed of two main Node as shown in
Fig. 4: Key Manager – the master and Key Node – the slave.
One of the machines is the master, called Key Manager: This
machine contains all names and key parts, like a phone book.

All other machines are Key Node. They store the different
shared secret key. The key Manager knows where the keys
are, which part of the key and on which key Manager are
registered.

The key manager will be dividing the secret into several
parts – (n, k) key parts after having defined the threshold k.
As illustrated in Fig. 5, this task called split operation.

The threshold represents the minimum number of parties
necessary to reconstitute the passphrase and unlock access to
the secret. This task called combine operation.

V. IMPLEMENTATION

In this section, the implementation of the AuSDiDe is
presented. The created cluster is composed of different servers,
playing different exclusive roles. For this operation, the docker
[22] and Hadoop framework [23] are used.

A. Docker Security Advantages

Docker’s most widely used containerization technique can
raise the degree of security if used correctly (in comparison
to running applications directly on the host). On the other
hand, misconfigurations might result in a reduction in secu-
rity or even the introduction of new vulnerabilities. Docker
gives the ability to automate the deployment of applications
into Containers [24]. Docker offers an additional layer of
deployment engine on top of a Container environment where
programs are virtualized and executed. Docker is meant to offer
a speedy and lightweight environment in which code may be
executed quickly and an additional facility of the competent
work process to remove the code from the computer for testing
before production [24]. You may certainly start with a docker
with a basic configuration system, a docker binary with a
Linux kernel. Docker has four major internal components:
Docker Server and Client, Docker Registries, Docker Images,
and Containers. A Docker image is used to generate a Docker
container [22]. Containers store all of the components needed
for a program, allowing it to execute in isolation. Assume
there is an image of Ubuntu OS with MongoDB server;
when executed with the docker run command, a container is
produced, and MongoDB server is operating on Ubuntu OS
[22].

B. Benefits and Advantages of Hadoop

The Apache Hadoop project creates open-source software
for scalable, distributed computing. The software library is a
framework that enables the distributed processing of massive
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data volumes across computer clusters by using basic program-
ming techniques [23]. It is intended to grow from a single
server to thousands of computers, providing local computing
and storage.

Rather than relying on hardware to provide high availabil-
ity, the library is intended to identify and manage failures at
the application layer, allowing a highly available service to
be delivered on top of a cluster of machines that may all fail
[23].Therefore, it is widely used today to store, analyze, and
manipulate huge amounts of data: Hadoop is a standard for
Big Data processing. Hadoop refers to its ecosystem and all
software such as Apache Spark, Cloudera Impala, Sqoop, etc.

The Experimental Architecture of AuSDiDe Implementa-
tion is illustrated in Fig. 6.

Fig. 6. Experimental Architecture of AuSDiDe Implementation.

The three containers represent a Key Manager and three
Key nodes utilizing a Docker image. We use throughout the
implementation three containers, representing respectively a
Key Manager and three Key Nodes using docker image [24],
as shown in Fig. 6.

The result of this execution shows how the split operation
at the Key Manager was able to divide and share the shared
keys SK1, SK2 and SK3 and store them to the different Key
Node1, Key Node2 and Key Node3.

For the inverse operation i.e combine operation, the thresh-
old equal two, representing the minimum number of parties
necessary to reconstitute the passphrase and unlock access to
the secret. It can be SK1 and SK2; SK2 and SK3 or SK1 and
SK3.

VI. DISCUSSION

Several considerations must be taken to determine the
authentication system adapted for new architectures. The future
of internet (for example web 3.0) implement a decentralized
architecture, all machines can play the role of master and slave
at the same time. For example, Peer-to-peer (P2P) is a model of
computer network structured in a decentralized way [25], the
communications between nodes with equal responsibility. In

the world network, nodes are identified by a logical IP address.
To maintain anonymity in a network, it is better to use private
or public key addresses. These different constraints have been
well studied for the development of the AusDiDe solution.

VII. CONCLUSION

This paper proposes a new approach focused on authenti-
cation systems, private keys, and password management. This
solution presents a new way of thinking about authentication
systems and sensitive data security. These will be adapted to
future generation Internet, e.g., web3. The implementation of
AuSDiDe clearly shows better security and an obstacle for
malicious attacks. The AuSDiDe system divides and shares
keys toward different and distributed nodes in all clusters.
Hacking requires obtaining all the shared keys, making it
difficult for hackers. As continuity to this work and to enhance
the AuSDiDe functionality, the artificial intelligence concept
will develop an intelligent AuSDiDe system operating in
decentralized and hybrid architecture as Blockchain. Towards
a framework for a smart AuSDiDe with a learning system
to anticipate intrusions and anomalies in order to reinforce
security.
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Secret Sharing-based Authenticated Key Agreement Protocol. In : The
16th International Conference on Availability, Reliability and Security.
2021. p. 1-10.

[19] BHATTACHARJEE, Arpan, BADSHA, Shahriar, SHAHID, Abdur R.,
et al. Block-phasor: A decentralized blockchain framework to enhance
security of synchrophasor. In : 2020 IEEE Kansas Power and Energy
Conference (KPEC). IEEE, 2020. p. 1-6.

[20] SAROSH, Parsa, PARAH, Shabir A., et BHAT, Ghulam Mohiuddin.
Utilization of secret sharing technology for secure communication: a
state-of-the-art review. Multimedia Tools and Applications, 2021, vol.
80, no 1, p. 517-541.

[21] LI, Guojia et YOU, Lin. A Consortium Blockchain Wallet Scheme
Based on Dual-Threshold Key Sharing. Symmetry, 2021, vol. 13, no
8, p. 1444.

[22] RAD, Babak Bashari, BHATTI, Harrison John, et AHMADI, Moham-
mad. An introduction to docker and analysis of its performance. Inter-
national Journal of Computer Science and Network Security (IJCSNS),
2017, vol. 17, no 3, p. 228.

[23] The Apache Hadoop project.URL: https://hadoop.apache.org/. access on
Dec. 2021

[24] AHMED SHAIKH, Kasam et AGASKAR, Shailesh S. Containers
and Azure Kubernetes Services. In : Azure Kubernetes Services with
Microservices. Apress, Berkeley, CA, 2022. p. 103-129.

[25] KUSHWAHA, Satpal Singh, JOSHI, Sandeep, SINGH, Dilbag, et al.
Systematic Review of Security Vulnerabilities in Ethereum Blockchain
Smart Contract. IEEE Access, 2022.

www.ijacsa.thesai.org 787 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 1, 2022

Keyphrases Concentrated Area Identification from
Academic Articles as Feature of Keyphrase
Extraction: A New Unsupervised Approach

Mohammad Badrul Alam Miah1
Faculty of Computing

Universiti Malaysia Pahang, Pekan, Malaysia
Information and Communication Technology

Mawlana Bhashani Science and Technology University,
Tangail, Bangladesh

Suryanti Awang2
Faculty of Computing

Centre for Data Science & Artificial
Intelligence (Data Science Centre)

Soft Computing & Intelligent Systems
Universiti Malaysia Pahang, Pekan, Malaysia

Md. Saiful Azad3
Computer Science and Engineering

Green University of Bangladesh
Dhaka, Bangladesh

Md Mustafizur Rahman4
Department of Mechanical Engineering

Faculty of Engineering
Universiti Malaysia Pahang, Gambang, Kuantan, Malaysia

Abstract—The extraction of high-quality keywords and sum-
marising documents at a high level has become more difficult in
current research due to technological advancements and the expo-
nential expansion of textual data and digital sources. Extracting
high-quality keywords and summarising the documents at a high-
level need to use features for the keyphrase extraction, becoming
more popular. A new unsupervised keyphrase concentrated area
(KCA) identification approach is proposed in this study as a
feature of keyphrase extraction: corpus, domain and language
independent; document length-free; utilized by both supervised
and unsupervised techniques. In the proposed system, there are
three phases: data pre-processing, data processing, and KCA
identification. The system employs various text pre-processing
methods before transferring the acquired datasets to the data
processing step. The pre-processed data is subsequently used
during the data processing step. The statistical approaches,
curve plotting, and curve fitting technique are applied in the
KCA identification step. The proposed system is then tested
and evaluated using benchmark datasets collected from various
sources. To demonstrate our proposed approach’s effectiveness,
merits, and significance, we compared it with other proposed
techniques. The experimental results on eleven (11) datasets show
that the proposed approach effectively recognizes the KCA from
articles as well as significantly enhances the current keyphrase
extraction methods based on various text sizes, languages, and
domains.

Keywords—Keyphrase concentrated area; KCA identification;
feature extraction; data processing; keyphrase extraction; curve
fitting

I. INTRODUCTION

The continuous development of the information age and
exponential growth of textual information makes it even more
challenging to handle this large amount of information [1].
Before the emergence of technology, this information could
be processed by humans, which was very time-consuming.
Furthermore, due to the inconsistencies between the amount
of data and manual data processing skills, it is challenging to

complete this vast information, leading to automated keyphrase
extraction systems that utilise computers’ extensive computa-
tional capability to substitute manual labour [2], [3].

The goal of automated keyword/keyphrase extraction tech-
niques is to extract high-quality keys from documents. In
general, Keyphrase offers a high level of description, sum-
mary, and characterization of documents, which is crucial for
many aspects of Natural Language Processing, such as articles
categorization, classification, and clustering [3]. They are,
nevertheless, used in a wide range of Digital Information Pro-
cessing applications, including Digital Content Management,
Information Retrieval [3], [4], Contextual Advertising [5], and
Recommender System [6]. It also offers a wide range of
practical uses, including media searches, search engines, digital
libraries, legal and geographic information retrieval [7].

Various keyphrase extraction methods have been devel-
oped to support the aforementioned applications [8], [9], [7],
[10], [11], [12]. Domain-specific strategies [9], for example,
need knowledge of the application domain, whereas linguistic
approaches [9] demand language proficiency. They cannot
solve problems in other disciplines or languages as a result.
Supervised techniques need a lot of unusual train data to
extract the quality keyphrases. Owing to their vast number
of complicated operations, unsupervised machine learning
methods are computationally costly, and they perform badly
due to their inability to identify cohesiveness among several
words that make up a keyword [7], [13], [14], [15]. Feature
extraction is essential for those keyphrase extraction methods
that want high-quality keyphrases. It’s the process of obtaining
characteristics (sometimes referred to as features) that distin-
guish keywords from other terms [16]. These features also im-
pact the performance of various supervised and un-supervised
keyword/keyphrase extraction methods. It is demonstrated that
from the previous debate, the feature extraction of keyphrases
remains an essential research topic for the study.
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Therefore, this article proposes an unsupervised new
Keyphrase Concentrated Area identification technique with
ensuing significant contributions:

• The proposed technique, which is corpus-independent,
can be applied to any text and any corpus.

• KCA identification’s a domain- and language-agnostic
method that relies on little statistical knowledge.

• The proposed method can be used as a keyphrase fea-
ture in both supervised and unsupervised approaches.

• It’s a document length-free refers to the fact that there
are no requirements for the minimum length of a
document that a keyphrase must-have.

• Eleven datasets have been used to test and assess the
effectiveness of the proposed method.

The remainder of this paper is organised as follows.
Section II outlines the various methodologies, including their
benefits and drawbacks, and so emphasises the need for a new
strategy to be proposed. The suggested technique is then dis-
cussed in depth in Section III. The setup of the experiments is
detailed in Section IV, which contains corpus data, evaluation
measures, and implementation details. In Section V, all of the
obtained findings are plotted and analysed, and Section VI
brings this article to a close.

II. RELATED WORK

This section will discuss similar strategies because the pro-
posed technique is a novel approach for extracting keyphrase
features. Most keyphrase extraction techniques are categorized
into two groups such as supervised and unsupervised, based
on the training datasets [4]. Feature extraction is used in both
ways. Below, we’ll go over the main points of both of these
groups’ approaches.

A. Supervised Methods

The keyphrase extraction technique is counted as a binary
classification problem [1] using this method from articles, with
a proportion of candidate keyphrases categorised as keyphrases
and non-keyphrase. Methods for solving the classification
problem include support vector machines, Decision trees,
Naive Bayes [3], Neural networks [17], [18], and C4.5 [19].
The prominent techniques are examined in detail in the sub-
sequence that adopts this method.

As a feature, Key Extraction Algorithm (KEA) [20] uses
TFxIDF and the first presence location. It utilises descriptive
approaches for identifying candidate keypresses, estimating
feature values for each candidate and predicting and deter-
mining candidates’ good keypresses using the Naive Bayes
algorithm. However, KEA depends on the training dataset, and
if the training dataset does not match the documents, it may
produce poor results.

As a feature, Genitor Extractor (GenEx) [1] assigns first oc-
currence position, term frequency (TF), and keyphrase length.
The most well-known key extraction approach is established on
a collection of parametrized heuristic rules that employ genetic
algorithms to retain their efficacy across diverse domains, and
it is based on a C-4.5 decision-making process. It does not use

the Term Frequency-Inverse Document Frequency technique
(TF-IDF).

Unlike the GenEx and KEA methods, the Hulth system [1]
allows the extracted keys to be as long as they want to be. The
four characteristics it utilises are part of speech (POS) tag, n-
grams, noun phrase (NP) chunks, first occurrence position, and
TF. Unfortunately, no association exists between the various
POS tag features. The system doesn’t test on KEA or GenEx
corpus, and the stated recall value is poor.

The Maui Algorithm [21], based on the KEA system, is
an automatic generic topical indexing algorithm. It adds data
from Wikipedia to expand the KEA system. However, one of
this algorithm’s flaws is its lack of assessment abilities.

The position of a term, its first occurrence; phrases; infor-
mativeness; keywords; and the length of the candidate term as
a feature are all used by HUMB [22]. In a variety of data sets,
the HUMB system has produced positive results. HUMB, on
the other hand, has only used scientific papers.

The Document Phrase Maximality (DPM)-index, first posi-
tion, TF, TFxIDF, IDF, first sentence, average sentence length,
head frequency, substrings frequencies sum, and five other new
features are (18 statistical features) used by DPM-index [23].
Without external knowledge or document structural elements,
this system’s results have improved significantly compared to
other keyphrase extraction systems.

Citation-enhanced Keyphrase Extraction (CeKE) [24] uti-
lize the following keyphrase features such as TFxIDF, rela-
tive Pos, inCited, POS, first position, inCiting, TF-IDF-Over,
firstPosUnder, citation TF-IDF. They can improve keyphrase
extraction and add keyphrase features. (CeKE + keys) the
model outperforms other systems [1].

Keyphrase Extraction (KeyEx) Method [25] finds a large
number of possible candidate keyphrases and build a classi-
fication model for key extraction using supervised learning
methods. Experiments conducted by the author revealed that
the KeyEx system has effectively improved the extracted
keyphrase’s quality. In addition, their strategy beats existing
sequential pattern mining methods.

B. Unsupervised Methods

The keyphrase extraction scheme is a ranking issue that
is solved without prior knowledge. These methods can be
classified as statistical or graph-based [1]. The following
sections go over the most important techniques used by both
groups in sufficient detail.

PageRank [26] is a graph-based algorithm that uses random
walks as its foundation. It is, however, appropriate for raking
web and social media pages but not for extracting keyphrase
from formal documents. PageRank extension known as Posi-
tionRank [14] was discovered to improve performance, which
scores word by taking into account all of its positions and
its frequency, and thus determines its rank. This technique,
however, poorly performs because it ignores topical coverage
and diversity.

TextRank [27] uses Parts of Speech (POS) as an internal
feature, with several limitations, including the inability to
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capture cohesiveness, resulting in sub-optimal results. Top-
icRank [28] is another keyphrase extraction technique that
overcomes TextRank’s limitations. The noun phrases in the
document are extracted and clustered into topics by Topi-
cRank. Furthermore, it has an issue with error propagation.
The lengthening of TextRank is SingleRank [29]. It correctly
pulls only noun phrases from the records, not keyphrases, by
collecting ranked words. However, it does not always filter
out low-scoring words and gives longer keys higher scores,
but non-significant keys are included in the ranking process.

MultipartiteRank [15] is a technique for resolving the
TopicRank error propagation problem. However, it suffers
from clustering error, making selecting the most representa-
tive candidates challenging. Tree-based Keyphrase Extraction
Technique (TeKET) [7] is a renowned unsupervised keyphrase
extraction method that is language and domain-independent
and needs only rudimentary statistical knowledge. Though it
outperforms some other keyphrase extraction techniques, it has
some disadvantages, such as tremendous flexibility.

The most common statistical method is named TF-
IDF [30]. Although TF-IDF is simple to implement, computing
Inverse Document Frequency (IDF) takes a long time and
requires a lot of computing power when dealing with a large
dataset. The KP-Miner [31] program is used to solve the prob-
lem of single-term preference. Although KP-Miner exceeds
TF-IDF, it still has some drawbacks, including degrading the
global ranking performance if the number of records increases.
It’s also computationally expensive because it relies on TF-
IDF.

Yet Another Keyword Extractor (YAKE) [10] is another
popular technique for removing the IDF problem by calcu-
lating the weighting score of a keyphrase using five fea-
tures/attributes: as term position, casing, term relatedness to
context, term frequency normalization, and term distinct sen-
tence. However, because it uses the N-grams technique to
generate candidate keys, its computational complexity grows
linearly with N-grams.

According to the previous discussions, both supervised
and unsupervised keyphrase extraction techniques have several
drawbacks that prevent them from achieving better results.
Therefore, this paper proposes a new unsupervised KCA
identification technique as a keyphrases feature that will sig-
nificantly decrease the specified flaws as well as extract high-
quality keywords from academic articles.

III. METHODOLOGY

The whole approach of keyphrase concentrated area iden-
tification utilizing the proposed method is divided into three
major stages: i) Data preprocessing, ii) Data processing,
and iii) KCA identification (see Fig. 1). In the subsequence
sections, the proposed strategy is illustrated in detail.

A. Data Pre-processing

It is an important stage in the development of our proposed
technique. Initially, the proposed approach gathered eleven
datasets (having 9006 papers) covering three languages (Por-
tuguese, English, and Spanish), different disciplines (such as
chemistry, physics, computer science, and others). Containing

four different kinds of papers (news, abstracts, full articles, and
M.Sc/Ph.D. Thesis) ranging from 75 tokens to 8000 tokens per
document) [32]. Every dataset has two kinds of file names, like
keys and docsutf8, including the same articles/documents. Visit
Section IV-A for more information.

After that, the suggested method extracts the docsutf8 files
(which include various vital articles as text files) as well
as the keys files independently (containing different essential
keys known as text files). Afterward, read these two files and
save them respectively as document (δ) and keys (χ). After
receiving the documents and keys, they must normalize the
data, which entails four steps: Convert the document to lower
case; Eliminate the irrelevant numbers by employing regular
expressions); Remove all punctuation marks; Remove blank
spaces (using the strip() function to remove leading and to
end spaces) [33]. After that, The splitting technique is applied
on keys files to compute the keyphrase learned as GoldKey
(γ) founded on Newline (\n) method. At that moment, in our
proposed approach, the length of text or document is split into
ten (10) and twenty (20) regions.

B. Data Processing

This is a crucial step after pre-processing the data. During
this step, the proposed system uses the first appearance to
locate (Loc) of each (γ) of (χ) from the (δ). Save the Loc
of γ in the proper region of the δ if located in the δ. Note
that the Loc is stored on two-dimensional (2D) array in which
column is the (δ) region’s number and row is the (γ)’s number.
If the γ is not located, research the δ for the next γ of χ. This
procedure will repeat until γ has completed the χ file for a
single dataset document. The same procedure will continue for
all datasets.

C. KCA Identification

It is an important and final phase after data processing.
The output of the data processing phase is applied to this
phase to find the concentration area of the keyphrases. This
phase consists of the three significant steps: i) Average value
calculation, ii) Curve plotting, and iii) Curve fitting technique
that describes the following sections.

a) Average Value Calculation: To begin, for a single
document/text, compute the Average (Avg) value of every
region and save it in a new 2D array whose row is the
number of records in a particular dataset and column is the
text/document regions like as before. Afterwards, the process
will resume until every document for a specific dataset has
been completed. Calculate the average value of every re-
gion/portion for every record in a particular dataset and save
this average value in another new 2D array whose row is the
entire dataset and column is the same as before. After that,
the Avg calculation will resume until every dataset has been
completed [3]. Definitely, for all datasets, compute the Avg
value of all regions.

b) Curve Plotting (CP): CP is a graphical presentation
approach for a dataset. It’s possible to read plotted values as
known functions of unknown variables using this method. In
data analysis and statistics it is pretty useful. CP is used to
understand our proposed method’s keyphrases concentration
region/area. Because of this, the Avg value of each dataset is
plotted alongside the Avg value of the whole dataset.
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Fig. 1. The Proposed Technique’s Flow Diagram for KCA Identification.

c) Curve Fitting Technique (CFT): It is a helpful
method for analysing linear, polynomial, and nonlinear curves.
It is most likely the process of producing the best-fitting curve
or mathematical function for a constrained set of data points.
CFT is used to identify the critical concentration region/area
in our proposed approach. As a result, CFT is applied on the
Avg value of all datasets, resulting in a negative exponential
curve for the proposed approach.

IV. EXPERIMENTAL SETUP

Our proposed method clearly stated that the experimental
setting introduces corpus/dataset details, implementation de-
tails, and evaluation metrics, presented in the following section.
Afterwards, the outcomes are explained in Section V.

A. Corpus Details

our proposed approach has tested on 11 datasets/corpuses
to evaluate the performance. How the proposed approach
behaves under many datasets was our another ambition to
understand. Standard gatherings such as Inspec [32], Se-
mEval2010 [34], 110-PT-BN-KP [35], Nguyen2007 [36],

PubMed [32], Schutz2008 [37], cacic [38], kdd [39], wicc [38],
www [39], and theses100 [32] are used in our proposed
approach. A quick summary is given in the preceding sec-
tion III-A, and a statistical review of all datasets is given in
Table I. Every corpus is explained in detail in the following
sections.

Inspec [32] contains 2000 abstracts and 28220 gold keys
from computer science articles published from 1998 to 2002.
There are two sets of keywords in each document: controlled
keywords, selected manually from the Inspec vocabulary, and
uncontrolled keywords, which the editors liberally allocate.

WWW [39] and KDD [39] are the tiniest datasets (on an
Avg of 84 and 75 tokens per document). The collection of those
datasets (like Inspec) is based on abstracts of papers published
between 2004 and 2014 at the ACM Conference and the World
Wide Web(WWW) Conference on Knowledge Discovery in
Databases (KDD). There are 1,330 and 755 documents in each
and 6405 and 3093 goldkeys.

SemEval2010 [34] is one of the famous standard datasets,
which contains 244 whole scientific articles extracted from the
ACM Library. The papers range in length from 6 to 8 pages
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TABLE I. A STATISTICAL DATASETS SUMMARY FOR THE ANALYSIS OF PRESENT AND ABSENT GOLDKEYS

Dataset Language Type of Doc Domain #Docs #Gold
Keys

#Present
Goldkey

#Absent
Goldkey

Absent
Goldkey
per doc(%)

Present
Goldkey
per doc(%)

110-PT-BN-KP PT News Misc. 110 2688 2616 72 1.34% 98.66%
Cacic ES Paper Comp. Science 888 3396 3057 339 10.44% 89.56%
Inspec EN Abstract Comp. Science 2000 28220 12007 16213 55.98% 44.02%
Kdd EN Paper Comp. Science 755 3093 1031 2062 65.78% 34.22%
Nguyen2007 EN Paper Comp. Science 209 2507 2008 499 18.96% 81.04%
PubMed EN Paper Comp. Science 500 7120 2513 4607 63.91% 36.09%
Schutz2008 EN Paper Comp. Science 1231 55718 47387 8331 14.79% 85.21%
SemEval2010 EN Paper Comp. Science 243 3785 3129 656 17.12% 82.88%
Theses100 EN MSc/PhD

Thesis
Misc. 100 667 302 365 55.14% 44.86%

Wicc ES Paper Comp. Science 1640 5860 5275 585 9.16% 90.84%
WWW EN Paper Comp. Science 1330 6405 2122 4283 64.68% 35.32%

and cover four distinct areas of computer science: information
search and retrieval, Distributed artificial intelligence, Dis-
tributed Systems, and Social and behavioural sciences. Every
paper has a set of keyphrases assigned by the author as well
as by professional editors.

Nguyen2007 [36]: There are 209 scientific conference
papers and 2507 gold keys in this dataset. Three articles were
provided to student volunteers to read, and the goldkeys were
handed out manually. Each document has twelve(12) goldkeys
on Avg.

Both Schutz2008 [37] and PubMed [32] are corpuses
compiled from a PubMed Central full-text paper that cites
over 26 million online books of life science journals from
MIDLINE. Schutz2008 is made up of 1,231 articles chosen
from PubMed Central, whereas PubMed is made up of 500 ar-
ticles chosen from identical sources. The authors’ Schutz2008
keyword is hidden in the paper and employed as goldkeys,
yielding 45.26 goldkeys per document. The gold keyword
in PubMed is Medical Subject Headings (MeSH), which is
a controlled vocabulary glossary utilised to index articles,
occurring in 14.24 goldkeys in each document.

Theses100 [32] corpus comprises of hundred(100) com-
plete Masters and PhD thesis from University of Waikato, New
Zealand. These domains are relatively dissimilar, departing
from computer science, chemistry, economics, philosophy,
psychology, history, etc. It has 6.67 goldkeys per document,
on Avg.

110-PT-BN-KP [35] is a Television(TV) Broadcast
News(BN) corpus including 110 transcripts from eight(8)
broadcast news programmes from the European Portuguese
ALERT BN corpus, including finance, sports, politics, and oth-
ers theme. Goldkeys were created by having a tagger remove
all keywords that contained document content summaries,
yielding 24.44 goldkeys per document.

Cacic [38] consists of 888 scientific publications from 2005
to 2013. It also comprises the minor number 3.82 goldkeys in
each document, on Avg. The Wicc [38] dataset made up of

TABLE II. CONFUSION MATRIX

Actual Positive
Class

Actual Negative
Class

Predicted Positive
Class

TP FN

Predicted Negative
Class

FP TN

1,640 scientific papers published from 1999 to 2012, with an
Avg of 3.57 goldkeys in each document.

B. Evaluation Metrics

Accuracy, error rate, recall, precision, F1-score, and other
significant and relevant metrics are routinely used to measure
the performance of a system. To evaluate the performance
of our proposed approach, we employ accuracy data and a
confusion matrix (shown in Table II). The accuracy measure
is generally defined as the percentage of correct predictions
out of the total number of patterns analysed. The following
equation (1) represents accuracy.

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

Here, True Positive (TP ) and True Negative (TN ) denote
the number of positive and negative keyphrases accurately
classified, respectively. On the other hand, False Positive (FP )
and False Negative (FN ) represent the number of positive and
negative keywords that were wrongly classified.

C. Implementation Details

Python 3.6 and the Spyder-IDE are used to implement
the proposed method. It is a high-level and object-oriented
programming language that is easy to learn and utilise. It has
a data structure that is user-friendly, versatile, and supported
by numerous libraries. It increases productivity, is interpreted,
dynamically typed, and is free and open-source. It is applied
in big data, Cloud Computing, and Machine Learning, etc.
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Fig. 2. The Avg Number of Goldkeys are Present and Absent in Each
Document for All Datasets.

Following that, the machine is outfitted with an Intel Core
i7 processor, RAM-12GB, a SATA-connected solid state drive
(SSD), and the Windows 10 operating system [3].

V. RESULTS AND DISCUSSION

This section includes a full examination of the experiment
outcomes. The proposed system divides the text or documents
length into twenty (20) and ten (10) regions to identify
the Keyphrases Concentrated Area (KCA). When more than
twenty regions are raised, the first region produces significantly
less goldkey than twenty regions. Similarly, if the number
of regions is lowered to less than 10, the first region has
significantly more goldkey than ten regions. Our proposed
technique aims to locate the KCA in documents/articles; thus,
instead of expanding or lowering the regions, the system is
examined for all types of text lengths as ten and twenty
regions. This section is divided into two phases described in
the following section: i) Result Analyses, and ii) Comparison
of Proposed Systems.

A. Results Analysis

The proposed system’s performance is evaluated in this
phase using the following criteria: i) Dataset Analysis, ii)
Plotting Analysis, and iii) Curve Fitting Analysis, are the three
types of results analysis.

a) Dataset Analysis: The proposed system has been
tested on eleven (11) datasets (detail in section IV-A) to judge
the performance of the proposed technique. Afterwards, the
proposed system determines how many documents, number of
goldkeys, present and absent goldkeys, as well as present and
absent goldkeys in each article in (%) exist in every dataset
provided in Table I based on the analysis of the datasets. The
Avg number of goldkeys present and absent per document are
examined for each dataset, exhibited in Fig. 2. Likewise, the
Avg number of goldkeys absent and present in percentage(%)
of each document for all datasets is displayed in Fig. 3.
According to our findings, 65.70% of goldkeys per document
are present on Avg across all datasets, while 34.30% are absent.

Fig. 3. The Avg Number of Goldkeys are Absent and Present in Percentage
per Document for all Datasets.

Fig. 4. The Plotting Analysis of KCA Identification by Considering 1st
Appearance Keyphrases for 20 Regions.

b) Plotting Analysis: According to the previous discus-
sion, Since the Avg of 65.70% of goldkeys is present per
document for each dataset, all the results in this work have
been predicated on 65.70% of present goldkeys. The first
appearance keyphrases in a document are considered in our
proposed method, and the text length is divided into twenty(20)
and ten(10) regions. The proposed method then plots the
eleven (11) dataset’s values and Avg value of all datasets
together based on each region of articles. Fig. 4 shows the
analysis of first appearance keyphrases in each region for KCA
identification when the text length is divided into twenty(20)
regions. Similarly, Fig. 5 shows the analysis of first appearance
keyphrases in each region for KCA identification when the text
length is divided into ten(10) areas/regions. Since all dataset
curves together are negative exponential, it is confirmed that
the maximum goldkeys/keyphrases are found in 1st region,
then 2nd region of the articles, and so forth, as shown in Fig. 4
and Fig. 5.

c) Curve Fitting Analysis: After completing the plot-
ting analysis, the Avg value of entire datasets is applied in
this analysis of our proposed system. Afterwards, the system
attempts to discover the first fitted curve and then the negative
exponential equation for each region’s Avg value. In Fig. 6, the
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Fig. 5. The Plotting Analysis of KCA Identification by Considering 1st
Appearance Keyphrases for 10 Regions.

Fig. 6. The Curve Fitting Analysis of KCA Identification by Considering the
Text Length as 20 Regions.

analysis of the curve fitting technique for KCA identification in
each region is shown, with the text length divided into twenty
(20) parts/regions, yielding the negative exponential equation
expressed as follows (2) where p = 1.05, q = 1.25, and
r = 0.01. Similarly, KCA identification from this analysis for
the length of text as ten (10) regions or portion is displayed
in Fig. 7 and also gives the similar equation which is negative
exponential in where p = 2.47, q = 1.85, and r = 0.02.
Since the fitted curves are found in negative exponential from
the curve fitting analysis, It is demonstrated that most of
the keyphrases are concentrated in the 1st portion of the
documents, and next to the 2nd region of documents and so
on, that are exhibited in Fig. 6 and Fig. 7.

y = p ∗ e−qx + r (2)

B. Comparison of Proposed Systems

Since KCA is a new technique with no existing policies,
the proposed method does not compare with other techniques.
The proposed system compares our two proposed approaches

Fig. 7. The Curve Fitting Analysis of KCA Identification by Considering the
Text Length as 10 Regions.

considering the length of the documents as ten (10) regions
and twenty (20) regions for KCA identification shown in the
following Table III. Both proposed systems are employed 11
datasets for comparison. From Table III, in ten (10) regions,
more keyphrases concentrated in 1st region (62.09%) than
twenty (20) regions (48.37%) of the documents/articles. Sim-
ilarly, in ten (10) regions, more keyphrases concentrated in
1st two regions combine (73.70%) than twenty (20) regions
(62.08%) of the documents/articles. Afterwards, the ten(10) re-
gions approach provides more keyphrases concentration in the
1st three regions combined (79.97%) than twenty (20) regions
(69.48%). Finally, we can say that our proposed technique for
ten (10) regions provide more keyphrase concentration than
twenty (20) regions in 1st regions, then 2nd region, and so on.
The KCA in an article is proven from these two approaches.

VI. CONCLUSION

The extraction of features for the keyphrase extraction
approach has evolved into a critical component in a wide
range of computer science applications. A new unsupervised
approach termed Keyphrases Concentrated Area identification
as feature of keyphrase extraction is presented in this paper.
It is domain and language independent, needs little statistical
expertise, and does not need the use of train data. The proposed
technique starts with data pre-processing, processing, and KCA
identification (average calculation, plotting analysis, and curve-
fitting analysis).The proposed approach effectively recognises
the KCA from texts/articles and creates a negative exponential
equation, showing that the first region of the document/article
contains more keyphrases than the rest of the articles.

In comparison to the suggested two techniques, the system
tested on 11 datasets and produced a superior result based
on the 65.70 per cent existing goldkey. Taking use of the
more statistical elements discussed in this research, we want to
develop a strong keyphrase extraction approach in the future.
Moreover, when multiple manually specified keywords are not
found in the page, there are some limitations in resolving the
missing goldkeys/keywords issue.
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TABLE III. COMPARE OUR PROPOSED TWO APPROACHES FOR KCA IDENTIFICATION

Articles Regions Keyphrase
concentrated in
1st region(%)

Keyphrase concentrated in 1st
two regions combine (%)

Keyphrase concentrated in 1st
three regions combine (%)

Negative Exponential
(p∗e−qx+r)

Ten (10) Regions 62.09% 73.70% 79.97% p=2.47, q=1.85, r=0.02

Twenty (20) Regions 48.37% 62.08% 69.48% p=1.05, q=1.25, r=0.01
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Abstract—Deep learning has grown tremendously in recent
years, having a substantial impact on practically every discipline.
Transfer learning allows us to transfer the knowledge of a model
that has been formerly trained for a particular task to a new
model that is attempting to solve a related but not identical
problem. Specific layers of a pre-trained model must be retrained
while the others must remain unmodified to adapt it to a new
task effectively. There are typical issues in selecting the layers to
be enabled for training and layers to be frozen, setting hyper-
parameter values, and all these concerns have a substantial effect
on training capabilities as well as classification performance. The
principal aim of this study is to compare the network performance
of the selected pre-trained models based on transfer learning
to help the selection of a suitable model for image classifica-
tion. To accomplish the goal, we examined the performance
of five pre-trained networks, such as SqueezeNet, GoogleNet,
ShuffleNet, Darknet-53, and Inception-V3 with different Epochs,
Learning Rates, and Mini-Batch Sizes to compare and evaluate
the network’s performance using confusion matrix. Based on
the experimental findings, Inception-V3 has achieved the highest
accuracy of 96.98%, as well as other evaluation metrics, including
precision, sensitivity, specificity, and f1-score of 92.63%, 92.46%,
98.12%, and 92.49%, respectively.

Keywords—Transfer learning; deep neural networks; image
classification; Convolutional Neural Network (CNN) models

I. INTRODUCTION

The primary evolution of neural networks was stimulated
by the desire to design a process that could imitate the
human brain. The ability of conventional machine-learning
approaches to explore natural data in its natural form was
limited. Deep learning enables computational models with
several processing layers to learn and represent data at multiple
levels of abstraction, simulating how the brain receives and
analyses multi-modal information, and so implicitly capturing
intricate data structures [1]. A convolutional neural network
(CNN) is one of the most popular deep learning models. It
uses deep convolutional networks and non-linearity to discover
local and spatial features, and patterns directly from raw data.
As a result, a CNN learns features from data automatically,
eliminating the necessity to manually extract them [2]. Im-
age classification is a vital phenomenon in computer vision
and other computer vision approaches, such as localisation,
detection, and segmentation are built on top of it [3]. Deep
neural networks (DNN) have recently been popular in the
deep learning community for solving real-world issues, but
the deep networks may face obstacles and hurdles throughout
the training process, such as exploding/vanishing gradients and
degradation [4]. The deep architecture presents the dedicated

concern of training a CNN from scratch, which needs massive
computational power, a long training time, and a substantial
amount of training data. The specificity of features rises as we
progress from lower-level CNN layers to higher-level layers,
until the last classification layer becomes profoundly task
specific. The image features extracted by the lower-level CNN
layers can be used to retrain the model for a completely
different task, avoiding the need to start over [5]. In this case,
all of the layers of a pre-trained CNN model can be employed
as fixed feature extractors, with the exception of the final
classification layer. Using the knowledge gained from earlier
training, the final layer can be customised and retrained for
a new task. When the depth of a network goes beyond the
limit, it endures the degradation problem, which results in a
decline in accuracy [6]. The internal covariate shift, which is
the variation in the dissemination of the input data to a layer
during training, is another matter of concern.

Transfer learning is a machine learning technique in which
knowledge gained from one type of problem is applied to
another similar task or domain [7]. CNN models are normally
trained either from scratch or by applying transfer learning.
Training from scratch involves a substantial amount of data to
learn millions of parameters. Because a sufficiently labelled
dataset is required for many applications, CNNs rarely train
from scratch. Instead, a large-scale dataset is commonly used
to pre-train a CNN, which is subsequently used as a fixed
feature extractor or as an initialisation for other particular tasks
[2]. The initial few layers of CNN models are trained to recog-
nise task features. In the first layer, pre-trained models learn
simple patterns like shapes and diagonals, then combine these
components in successive layers to learn multipart features [8].
The models create meaningful constructs in the final layer by
exploiting patterns learned from earlier layers. The final few
layers of the trained network can be replaced and retrained
with new layers for the target activity during transfer learning.
Although fine tuned learning experimental studies need some
learning, they are still much quicker than learning from the
scratch [9], [6].

A. Pre-Trained Deep Learning Architectures

The promotion of artificial neural networks (ANNs) is
the deep neural network (DNN), which comprises numerous
hidden layers between the input and output layers. A DNN
is capable of expressing an object well through its deep
architectures and excels at modelling complex nonlinear rela-
tionships [10]. In recent times, CNNs have played a critical
role in image classification and object detection. In 1998
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TABLE I. SUMMARY OF SELECTED PRE-TRAINED CNN MODELS

Pre-Trained
Models Time Depth Layers

Image
Input Size Parameters

SqueezeNet [19] 2016 18 68 227-by-227 1.24 M
GoogleNet [20] 2014 22 144 224-by-224 7.0 M
ShuffleNet [21] 2018 50 173 224-by-224 1.4 M
Darknet-53 [22] 2018 53 184 256-by-256 41.6 M
Inception-V3 [23] 2016 48 315 299-by-299 23.9 M

LeCun et al. [11] proposed the first multilayer CNN, which
is a convolutional network with seven levels that is simple
to use, called LeNet-5. The layers of CNNs have become
significantly deeper as GPU technology continues to advance.
From 1998 to 2018, a number of CNN frameworks were
developed, including LeNet [12], AlexNet [13], VGG 16 and
VGG 19 [14], ResNet’s Inception ResNet [15], ResNeXt,
and other frameworks including PolyNet [16], DenseNet [17].
Transfer learning at a deep level instead of utilising traditional
machine learning approaches that benefit from handcrafted
features, CNN learns the most representative features from
raw data automatically [18]. A variety of CNN architecture
modifications with a rapid growth in the number of layers
have recently been demonstrated. In this study, five pre-trained
models, namely SqueezeNet, GoogleNet, ShuffleNet, Darknet-
53, and Inception-v3 have been selected for the performance
comparison and a brief summary is provided in Table I.

A system designer must incorporate their judgment and
substantial feature engineering to resolve the question of what
needs to be transferred. The challenge on how knowledge
should be conveyed through is model selection and how to
supplement it to enhance prediction performance [11]. When
selecting a network to apply to a problem, different aspects
of pre-trained models are important to consider. Network ac-
curacy, speed, and size are the most important considerations.
Choosing a network is usually a compromise between these
factors. The primary goal of this study is to compare the
network performance of the selected pre-trained models based
on accuracy, speed, and size to help the selection of a suitable
model for image classification.

The rest of the paper is organised as follows. In Section
II, we give a description of the related works. In Section
III, the methodology is described in detail together with the
transfer learning steps used in MATLAB. In Section IV, the
experimental results are shown, followed by the performance
evaluation and performance comparison of the pre-trained
deep neural networks. Finally, in Section V, we provide the
conclusions and future work.

II. RELATED WORK

In several disciplines, traditional machine learning algo-
rithms have been widely accepted. Deep learning as well
as image processing techniques have been used. With the
introduction of transfer learning as a new learning framework
[24], by fine-tuning pre-trained CNN models that have already
been trained on ImageNet, similar results can now be obtained
on deep learning applications. These models require a smaller
number of training examples than developed models, which ne-
cessitate a significant amount of effort to acquire a big number

of training instances [25]. Transfer learning has been used in a
variety of fields, including agriculture, where it has been used
to identify weeds, classify land cover, identify plants, count
fruits, and classify crop types. Transfer learning has become
increasingly important in medical image processing, while pre-
trained deep neural networks have made significant advances
in the medical field, including the use of magnetic reso-
nance imaging (MRI) scans, computerised tomography (CT)
scans, and electrocardiograms (ECs) to detect life-threatening
diseases, such as heart disease, cancer, and brain tumours.
Shakil Ahmed et. al. [8] developed a transfer learning-based
framework, which was tested against two well-known CNN
models, Inception-V3 and VGG-16, using the Kimia Path24
dataset, which was created specifically for the classification
and retrieval of histopathological images. Muhammed Talo
[26] did the same kind of study with the same Kimia Path24
dataset. ResNet-50 and DenseNet-161, however, were used
as well-known pre-trained CNN models. Rishav Singh et. al
[11] presented a framework based on the concept of transfer
learning to address and focus efforts on histopathology and
unbalanced image classification, employing the widely used
VGG-19 as a base model.

Samuel Kumaresan et. al. [18], suggested employing trans-
fer learning to overcome the issue of a small dataset of welding
defect X-ray pictures. They used two large pre-trained con-
volutional neural networks, VGG16 and ResNet50, to extract
features from weld defect radiograph images that can be used
to classify 14 different types of weld defects. The goal for Edna
Chebet Too et. al. [6] was to fine-tune and explore the deep
convolutional neural network for image-based plant disease
classification. The models VGG 16, Inception V4, ResNet
with 50, 101, and 152 layers, and DenseNet with 121 layers
were assessed in an empirical comparison of the deep learning
architectures. Jianping Ju et. al. [27] in an effort to address the
actual demand for jujube fault detection, introduced a jujube
sorting model in small data sets based on convolutional neural
networks and transfer learning using the SE-ResNet50-TL and
SE-ResNet50-CL models. Triplet loss function and Center
loss function were used to replace SoftMax loss function and
embedded SE module for the dry red date defect detection.
Alper et. al. [28] recommended a new CNN architecture for
the hazelnut variety classification and the model was compared
with four pre-trained models: VGG16, VGG19, InceptionV3,
and ResNet50. In recent years, the difficulty of layer selection
when using transfer learning with fine-tuning has received
substantial attention. With the widespread adoption of deep
learning techniques, transfer learning with fine-tuning appeared
to be the ultimate approach for transferring knowledge, allow-
ing scientists and professionals to apply such deep learning
methods more quickly to a variety of domain problems [29].

III. METHODOLOGY

Classification has been an effective mission, and it is
important in the subject of computer vision, which seeks to
classify images into predefined classes automatically. Prior
to the boom of deep learning approaches, a lot of effort
was invested into constructing scale-invariant features, feature
representations, and image classification classifiers [30]. These
well-crafted qualities, on the other hand, work against objects
in natural images with complex scenes, varying colour, texture,
and illumination, as well as constantly changing positions

www.ijacsa.thesai.org 798 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 1, 2022

and view parameters. Researchers have been working on
sophisticated ways to increase image classification accuracy
for decades. When the large-scale image dataset ImageNet was
formed in 2009, Feifei Li [31] created the great-leap-forward
advancement of image classification. The information about
dataset, learning environment, gradient, learning rate, epoch,
and mini-batch size employed in MATLAB, and the steps of
transfer learning used in this study are explained under the
methodology in the subsequent sections.

A. Dataset

The CIFAR-10 [32] dataset has 32 x 32 colour images that
are divided into ten classes, each with 5,000 training images
and 1,000 test images. Among the ten classes, five classes have
been selected for the experimental process. From the training
dataset, 3,000 training images are selected for each of the five
classes, which includes the list as shown below:

Selected Classes = (‘bird’, ‘cat’, ‘deer’, ‘dog’, ‘horse’);

The most widely used split ratios are 70:30; 80:20; 65:35;
60:40 etc., in which the sample size suits the nature of the
problem and the architecture implemented. There is no fixed
law for dividing training and trial datasets when it comes
to data splitting. Some scholars have traditionally used the
70:30 ratio to differentiate the datasets. As most widely used
in MATLAB, the training set of images is split into training
set and validation set by the 70:30 ratio.

[imdsTrain, imdsValidation] = splitEachLabel(imds, 0.7);

Besides that, image augmentation could be used at random
on the training datasets with distinct values to help expand the
dataset, preventing the network from overfitting and capturing
the exact features of the training images. The following settings
for image augmentation have been chosen, as indicated in most
of the MATLAB examples: horizontal reflection, horizontal
and vertical translation in the range [-30 30] pixels, and
horizontal and vertical scaling in the range [0.9 1.1] with a
random rate.

B. Learning of the Pre-Trained Networks

• Environment – The networks are implemented in
MATLAB R2021a. The size of input images is ad-
justed to match the layers of various models.

• Stochastic Gradient Descent with Momentum
(SGDM) – Gradient descent [10] is a popular neural
network optimisation approach that can tackle a
variety of trivial issues. When the training dataset is
huge, however, the simple gradient descent method
may use a lot of processing resources, making the
convergence process slow. Simultaneously, because
the gradient descent approach considers all of the
training data for each calculation, it may result
in overfitting. To resolve this challenging dispute,
SGDM has been considered in this study. Momentum
[33] is a commonly used acceleration technique in
the gradient descent method whereby the convergence
process can be accelerated.

• Learning Rate (LR) – When it comes to CNN training,
LR is a crucial parameter. The LR is frequently

decreased by a factor of 0.1 or 0.5. In this study, fixed
learning rates of LR-0.001 and LR-0.0001 have been
chosen instead of reducing the LR by each epoch.

• Epoch – The complete pass of the training algorithm
across the entire training set is referred to as an epoch.
In this study, the selected epoch values are 10, 20, 30.

• Mini Batch Size – A mini-batch is a subset of the
training set that is utilised to calculate the loss func-
tion’s gradient and update the weights. Two batch sizes
are selected as part of the experimentation process: 32
and 64.

C. Transfer Learning Flow in MATLAB

CNN’s unique qualities, such as incremental feature extrac-
tion in subsequent layers, make it possible to use parts of a
pre-trained model for a completely new task without retraining
the entire network [34], [35]. The fundamental idea is to use
the initial layers from a pre-trained model and just retrain
the last few layers on new images. Transfer learning can be
implemented by replacing the output layer with a new classifier
and then, selecting one of the two approaches:

• Fixed feature extraction by freezing the initial layers
or other layers of the convolutional base.

• Fine-tuning the weights and other parameters to retrain
one or more convolution layers.

The entire experimentation process of image classification
with the dataset CIFAR-10 has been done with MATLAB.
The CIFAR-10 dataset is downloaded and provided as input
data to the pre-trained model. Prior to loading the data, the
entire dataset is divided into three main datasets comprising the
training, validation, and testing datasets. To get good perfor-
mance, deep neural networks require a vast amount of training
data. Image augmentation, such as reflection, translation, and
scaling, are used to increase the performance of deep networks
in order to develop an effective image classifier with little
training data. The pre-trained network is loaded, and the final
layers are replaced with a new classification layer and a fully
connected or convolutional layer. To fine-tune the model, the
initial layers of each network are frozen and other parameters
like the pool size, stride etc., are updated. The freezing layers
are chosen according to the depth, size, and number of layers
of the pre-trained network. Afterwards, the training process is
initiated, followed by the classification of the validation, and
test images. Finally, the classification accuracy is computed
and performance of the networks are evaluated using confusion
matrix. The transfer learning steps are illustrated in Fig. 1
which is then followed by the detailed steps performed in
MATLAB to implement the entire transfer learning process.

First, training and validation sets are used to perform the
training process to make sure that we have the best possible
training model in the study. By checking the accuracy and loss
of training and validation sets, we will be able to control the
model’s performance during training. Thus, the best possible
model can be obtained by fine-tuning at the end of the training
process. The results are evaluated by using the test set and
these procedures were applied for each of the five models used
in the study. All parameters are used in the same way for each
model and the models used were evaluated using confusion
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Fig. 1. Flow of Transfer Learning Sequence.

Transfer Learning Steps - MATLAB
Prepare Data
1) Downloading the data.
2) https://www.cs.toronto.edu/ kriz/cifar.html.
Load Data
3) Selection of classes from the downloaded data.
4) imds = imageDatastore(fullfile(rootFolder));
Load Pretrained Network
5) net = SqueezeNet | GoogleNet | ShuffleNet | Darknet-53 | Inception-v3;
6) Analyze the network.
Replace Final Layers
7) lgraph = layerGraph(net);
8) lgraph = replaceLayer(lgraph, learnableLayer.Name, newLearnableLayer);
Freeze Initial Layers
9) layers = lgraph.Layers;
10) layers(1:10) = freezeWeights(layers(1:10));
Train Network
11) Training options: [‘MiniBatchSize’, ’MaxEpochs’, ’InitialLearnRate’];
12) net = trainNetwork(augimdsTrain, lgraph, options);
Classify Images
13) Validation, Testing.
Accuracy and Loss Plot
14) Validation.
Confusion Matrix
15) cm = confusionmat(trueLabels, predictedlLabels);
16) cm chart = confusionchart(trueLabels, predictedlLabels);
Reset GPU

matrix to find out the performance of the classifier. The
performance evaluation used in the study and the comparison
on the performance of different models are presented in Table
VIII and Table IX in the following section.

IV. RESULT AND DISCUSSION

The whole experimental process was carried out with a
laptop and the experimental setup including the hardware,
software, and its specifications are mentioned in Table II.

A. Experimental Results

In the training process, each iteration involves a gradient
estimation and a network parameter update. Training can be
tracked in MATLAB to determine how quickly the network’s
accuracy improves, as well as if the network attempts to overfit
the training data. Following the completion of the training, the
results can be inspected to see the finalised validation accuracy
and to discover how the training was proceeded by plotting
the key metrics, which include training accuracy, validation

TABLE II. EXPERIMENTAL SETUP

Hardware/Software Specifications
Microprocessor AMD Ryzen 7 5800H- Radeon Graphics@3.20 GHz
RAM 16.0 GB
GPU NVIDIA GeForce RTX 3060 Laptop GPU
Dedicated Video RAM 6.0 GB
Deep Learning Framework MATLAB R2021a – 64 bit
Programming Language MATLAB
Operating System Windows 10 Home Single Language

Fig. 2. Training Progress Sample – MATLAB.

accuracy, training loss, and validation loss. Fig. 2 depicts
the sample of training progress accomplished with MATLAB,
which primarily highlights the results for validation accuracy,
training time, training cycle with iterations and epoch, valida-
tion, and about the hardware resources. The validation plots are
portrayed in Fig. 3, and they contain the validation accuracy,
which represents the classification accuracy, and the validation
loss, which represents the validation loss across the entire
validation set for the five pre-trained networks.

The experimental results are presented in the tables

TABLE III. SQUEEZENET – FREEZING LAYERS:[1-11]

Hyper
Parameters

Validation Accuracy
(%)

Test Accuracy
(%)

Time
(mins)

LR - 0.001 Epoch - 30
Mini Batch Size- 64 81.87 79.10 21.20
Mini Batch Size- 32 81.40 78.90 20.15

LR - 0.0001 Epoch - 30
Mini Batch Size- 64 72.73 70.78 21.19
Mini Batch Size- 32 78.36 76.28 20.17

TABLE IV. GOOGLENET – FREEZING LAYERS:[1-10]

Hyper
Parameters

Validation Accuracy
(%)

Test Accuracy
(%)

Time
(mins)

LR - 0.001 Epoch - 30
Mini Batch Size- 64 89.29 88.58 57.28
Mini Batch Size- 32 90.16 88.82 53.37

LR - 0.0001 Epoch - 30
Mini Batch Size- 64 83 83.94 58.21
Mini Batch Size- 32 85.98 86.10 53.51
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(a) SqueezeNet (b) SqueezeNet

(c) GoogleNet (d) GoogleNet

(e) ShuffleNet (f) ShuffleNet

(g) Darknet-53 (h) Darknet-53

(i) Inception-V3 (j) Inception-V3

Fig. 3. Validation Plots - Batch-32.

TABLE V. SHUFFLENET – FREEZING LAYERS:[1-15]

Hyper
Parameters

Validation Accuracy
(%)

Test Accuracy
(%)

Time
(mins)

LR - 0.001 Epoch - 30
Mini Batch Size- 64 88.93 87.18 97.21
Mini Batch Size- 32 88.07 85.08 111.29

LR - 0.0001 Epoch - 30
Mini Batch Size- 64 79.33 78.26 98.70
Mini Batch Size- 32 85.02 82.54 113.11

TABLE VI. DARKNET-53 – FREEZING LAYERS:[1-14]

Hyper
Parameters

Validation Accuracy
(%)

Test Accuracy
(%)

Time
(mins)

LR - 0.001 Epoch - 30
Mini Batch Size- 64 Error@19/30 (Out of Memory)
Mini Batch Size- 32 89.89 86.62 207.13

LR - 0.0001 Epoch - 30
Mini Batch Size- 64 Error@19/30 (Out of Memory)
Mini Batch Size- 32 90.58 86.76 203.30

such as Table III-SqueezeNet, Table IV-GoogleNet, Table
V-ShuffleNet, Table VI-Darknet-53 and Table VII-Inception-
V3, including the hyperparameters such as mini-batch size,
learning rate (LR), epoch as well as the validation accuracy
and testing accuracy with the elapsed time to complete the
training progress. The experimental findings made it possible
to emphasise the following outcomes,

• Epoch-30 was chosen for further comparison based on
the experimental findings, and the results were quite
promising.

• When it comes to mini batch sizes, batch 32 has
shown to be more promising than batch 64. Also, with
Darknet-53, batch 64 displayed an error due to a lack
of RAM (out of memory); hence batch 32 was chosen
for further evaluation and comparison.

• With the exception of Darknet-53, LR-0.001 yielded
favourable results when compared to LR-0.0001. For
the subsequent studies, LR-0.001 findings were chosen
for the other four networks, and LR-0.0001 results for
Darknet-53.

• Out of the five pre-trained networks, Inception-V3
produced the best results, with the most layers, while
SqueezeNet produced the unpleasant results, with the

TABLE VII. INCEPTION-V3 – FREEZING LAYERS:[1-41]

Hyper
Parameters

Validation Accuracy
(%)

Test Accuracy
(%)

Time
(mins)

LR - 0.001 Epoch - 30
Mini Batch Size- 64 92.78 91.60 165.16
Mini Batch Size- 32 93.42 92.46 201.10

LR - 0.0001 Epoch - 30
Mini Batch Size- 64 80.29 76.54 165.80
Mini Batch Size- 32 87.53 83.86 206.70
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fewest layers.

B. Performance Evaluation using Confusion Matrix

The ratio between the number of right predictions made
and the total number of predictions produced is known as
classification accuracy [18]. The learning performance of the
pre-trained deep neural networks is assessed using a standard
confusion matrix method. A confusion matrix is a summary of
classification problem prediction outcomes. It provides insight
into correct and incorrect classifications, as well as the types of
errors made, for each specific class. In image classification, the
confusion matrix is primarily used to compare the classification
to the actual measurement value in order to intuitively and
accurately describe the accuracy of model classification [36].
The confusion matrix can be used to directly identify the
performance of deep CNN models, and the evaluation metrics
are listed below:

ACC =
TP + TN

TP + TN + FP + FN
(1)

where ACC stands for accuracy, which is defined as the
percentage of correctly classified samples when a measured
value is compared to a known value.

PREC =
TP

TP + FP
(2)

where PREC is the precision used to determine the model’s
ability to correctly classify positive values.

SENS =
TP

TP + FN
(3)

where SENS is the sensitivity, also known as recall, which
is the frequency with which the model correctly predicts
positive values. It’s used to figure out how well the model
can predict positive values.

SPEC =
TP

TN + FP
(4)

where SPEC denotes the specificity with which the model’s
ability to predict negative values.

F1− Score =
2 ∗ PREC ∗ SENS

PREC + SENS
(5)

whereas the harmonic mean of the precision and sensitivity
is the F1-score, also known as the balanced F-score or F-
measure.

In MATLAB, the predicted class is represented by the
rows, while the true class is represented by the columns.
The diagonal cells relate to accurately classified observations.
The off-diagonal cells correspond to observations that were
inaccurately classified. The number of accurately and inac-
curately classified observations for each predicted class are
displayed as percentages of the total number of observations in
the respective predicted class in a column-normalized column
summary. The number of accurately and inaccurately classified
observations for each true class are displayed as percentages
of the total number of observations for that true class in a
row-normalized row summary.

Fig. 4. Confusion Matrix of Inception-v3 - LR-0.001.

(a) SqueezeNet (b) GoogleNet

(c) ShuffleNet (d) Darknet-53

Fig. 5. Confusion Matrices for LR-0.001|Batch-32.

The Fig. 4 demonstrates the confusion matrix for the pre-
trained network Inception-V3 and the Fig. 5 represents the
confusion matrices for networks such as (a) SqueezeNet, (b)
GoogleNet, (c) ShuffleNet and (d) Darknet-53 for the mini-
batch 32 and LR-0.001. The Fig. 6 describes the confusion
matrix for the pre-trained network Darknet-53 and the Fig.
7 represents the confusion matrices for networks such as (a)
SqueezeNet, (b) GoogleNet, (c) ShuffleNet and (d) Inception-
V3 for the mini-batch 32 and LR-0.0001. When it came to
learning rates, among the selected five pre-trained networks
LR-0.0001 was outperformed by LR-0.001. Under LR-0.001,
almost all of the networks performed well in classifying the
images and prediction, however under LR-0.0001, most of the
networks struggled to predict the positive values. Based on the
confusion matrices, the following inferences were discovered,
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Fig. 6. Confusion Matrix of Darknet-53 - LR-0.0001.

(a) SqueezeNet (b) GoogleNet

(c) ShuffleNet (d) Inception-v3

Fig. 7. Confusion Matrices for LR-0.0001|Batch-32.

• In terms of LR – 0.001, Inception-V3 outperformed
the rest of the pre-trained networks in the model’s abil-
ity to predict positive values followed by GoogleNet
and Darknet-53. With Inception-V3, all five classes
were correctly classified with an overall accuracy
of above 90%. Among the classes deer class made
the highest score whereas 957 out of 1000 images
were classified correctly. When it comes to prediction,
the horse class scored high of correctly predicting
98.9% of the positive values. For all the five classes,
GoogleNet scored 80% or higher, with the horse class
getting the highest prediction score, predicting 97.5%
of positive values. Darknet-53 scored the highest
among the networks a prediction score of 96.2% in
the horse class but got a very least score of only
76.1% in the cat class. ShuffleNet had a mediocre

TABLE VIII. EVALUATION RESULTS OF THE PRE-TRAINED NETWORKS

Pre-Trained
Models

ACC
(%)

PREC
(%)

SENS
(%)

SPEC
(%)

F1-Score
(%)

LR - 0.001 Epoch - 30
SqueezeNet 91.56 80.53 78.90 94.73 79.16
GoogleNet 95.53 89.16 88.82 97.21 88.85
ShuffleNet 94.03 86.15 85.08 96.27 85.13
Darknet-53 94.65 87.15 86.62 96.65 86.68
Inception-V3 96.98 92.63 92.46 98.12 92.49
LR - 0.0001 Epoch - 30
SqueezeNet 90.51 77.89 76.28 94.07 76.14
GoogleNet 94.44 86.14 86.10 96.53 86.06
ShuffleNet 93.02 82.76 82.54 95.63 82.57
Darknet-53 94.70 88.29 86.76 96.69 86.70
Inception-V3 93.54 84.55 83.86 95.96 83.91

performance, scoring 94.7% in the horse class and a
very low prediction score of 73.1% in the bird class.
SqueezeNet had the lowest classification performance
of all the networks, with a prediction score of 95.3%
in the horse category and 64.5% in the cat category.

• In terms of LR – 0.0001, Darknet-53 outperformed the
rest of the pre-trained networks in the model’s ability
to predict positive values followed by Inception-V3
and GoogleNet. If compared with LR 0.001, Darknet-
53 scored the maximum classification accuracy under
LR 0.0001 with the highest score of 97% among all
the networks. With prediction, scored the highest of
98.9% in horse class and 75.9% in cat class. The
bird class received the highest classification score of
93% in Inception-V3, with 930 out of 1000 images
correctly classified, whereas the model struggled to
predict the positive values of the bird class, accounting
for 77.1%. In GoogleNet among the five classes, horse
class got the highest prediction score of 91.1% and cat
class got the lowest score of 81.7%. ShuffleNet had
an average classification compared to other networks
whereas horse class got the highest prediction score
of 91.5% and cat class got the lowest score of 76.1%.
SqueezeNet had the lowest performance among all
other networks with the lowest prediction score of
66.0% for the bird class whereas got the highest score
of 90.7% for the horse class.

The results of the classification metrics evaluation of the
five pre-trained networks for both the Learning Rates of 0.001
and 0.0001 are summarized in Table VIII. According to the
evaluation results it is evident that the networks performed
well on the LR-0.001 in compared to LR-0.0001 except
for Darknet-53. Darknet-53, in compared to the other four
networks, showed promising results with a LR-0.0001, whilst
the other networks’ performances were on the decline.

C. Pre-Trained Networks Performance Comparison

The performance comparison of the five pre-trained net-
works, encompassing both LRs, is shown in Table IX. Based
on the performance comparison of the pre-trained networks,
Inception-V3 has achieved the highest accuracy of 96.98%, as
well as other metrics such as precision, sensitivity, specificity,
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TABLE IX. PERFORMANCE COMPARISON OF THE PRE-TRAINED
NETWORKS

Pre-Trained
Models

ACC
(%)

PREC
(%)

SENS
(%)

SPEC
(%)

F1-Score
(%)

SqueezeNet 91.56 80.53 78.90 94.73 79.16
GoogleNet 95.53 89.16 88.82 97.21 88.85
ShuffleNet 94.03 86.15 85.08 96.27 85.13
Darknet-53 94.70 88.29 86.76 96.69 86.70
Inception-V3 96.98 92.63 92.46 98.12 92.49

and f1-score. The other networks produced somewhat lower
results than Inception-V3, but altogether, all five pre-trained
networks attained an accuracy of 90% or higher.

Transfer learning using a pre-trained CNN model is a better
option for classification with the availability of only small
datasets. In many of the previous studies, different pre-trained
CNN models were compared using medical images and other
relevant datasets. The results showed that the performance
of the pre-trained models were mainly based on the dataset.
With the limited computing resources, only five classes of the
benchmark CIFAR-10 dataset are selected, but still managed to
accomplish the aim of this study in the selection of a suitable
model for image classification, Inception-V3. Even though
one of the CNN model darknet-53 produced an error (out
of memory) over batch-64, the current study shows that pre-
trained networks with the highest number of layers (Darknet-
53 and Inception-V3) provided the maximum scores in the
prediction of classes with best accuracy. The current study
proves that transfer learning can be useful for various computer
vision problems, especially for the ones with small datasets.
With the availability of proper datasets, deep CNN models
have the capabilities to take medical imaging technology
further, providing a higher level of automation in medical
imaging, including image processing and analysis.

V. CONCLUSIONS

In this study, we experimented with the performance of five
pre-trained networks, such as SqueezeNet, GoogleNet, Shuf-
fleNet, Darknet-53, and Inception-V3 with different epochs,
learning rates, and mini-batch sizes. We performed the entire
training process in MATLAB R2021a where we can view
the complete network architecture of the CNN models, which
helped us in the selection of freezing the initial layers. The
final layers of the pre-trained CNN models are replaced either
with a fully connected layer or convolutional layer and a new
classifier replacing the classification layer. The initial layers
are frozen to keep the weights intact and after the training,
each model was evaluated using a confusion matrix. The
experimental findings show that each pre-trained network pro-
duced different results with different hyper-parameters in the
prediction of positive values. The results demonstrate that all
the five pre-trained networks yielded promising results over the
mini batch size-32, and epoch-30. In terms of LR, Darknet-53
delivered impressive results with LR-0.0001, achieving a max-
imum accuracy of 94.70%. Overall, the Inception-V3 model
with LR-0.001 achieved the highest accuracy of 96.98%, as
well as other evaluation metrics including precision, sensitivity,
specificity, and f1-score of 92.63%, 92.46%, 98.12%, and
92.49%, respectively.

VI. FUTURE WORK

We presented a transfer learning-based performance com-
parison between the selected five pre-trained networks in this
study. The freezing of network layers was selected based
on the network depth, size, and number of layers. Only the
initial layers were frozen; however, different sets of layers
can be frozen. In the future, focus will be given to freeze
multiple set of layers and to compare the results of frozen
and non-frozen layers of the pre-trained networks. For further
evaluation and comparison, different datasets and other pre-
trained deep neural networks can also be explored.
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Abstract—In recent years, augmented reality is playing an
important role in the world of mobile technology, since it is a way
to facilitate the teaching-learning processes, this easy teaching-
learning process generates a great contribution in companies,
either creating opportunities or changing the way in which
companies approach and interact with their end customers, this
can mean a remarkable growth of the organization, that is why
in this work an augmented reality prototype has been made
using the methodology Scrum at the University of Sciences and
Humanities of Lima-Peru, but with a focus on the nursing career.
Knowing that the problem is the limited learning that students
acquire in the classrooms, for which, we want to make use of
augmented reality, so that this improves the form of education
that is provided to university students. The result obtained, from
developing the case study, was an augmented reality prototype
for the improvement of education at the University of Sciences
and Humanities of Lima-Peru, which shows a virtual model
(it depends on the image shown), able to interact with the
user, making it attractive and motivating for the student, this
prototype was achieved, using Unity (3D development platform,
Vuforia (augmented reality software development kit), Microsoft
Visual Studio (integrated development environment), the Scrum
Methodology (Scrum Pillars, Product Backlog, Product Backlog
Estimation, Speed, Backlog Prioritization and Sprint Planning)
and the C# Language (C Sharp).

Keywords—Augmented reality; teaching; education; scrum;
unity

I. INTRODUCTION

The use of the increased reality, in the world, is one of
the most modern technologies, because it is considered to
be a technique that offers privileges in education, giving a
high potential to this, making the learning more attractive
to the students. According to the [1] that is carried out,
using the increased reality, the project offers the opportunity
to work with the students, to motivate them and administer
them knowledge through the improvement of the teaching of
the real world, with a series of virtual objects within this,
creating this year, learning experiences. According to this,
[2], communications between teachers and students, which,
when performing activities together, serves teachers to study
as students acquire knowledge in the classroom, but only,
providing them with a limited vision of learning, so this study,
makes a useful contribution to existing knowledge.

Likewise, in research [3], about learning, it was more likely
more than 70% of students identified learning experience, as a
preferred method of learning. And the research [4] has shown
how it is better learned and participating in ”real” tasks in
practice, instead of teaching theory, this can be developed
through the teaching of cognitive processes such as perception,
attention, memory, and thought. This is the case, that learning
[5] experience requires a repetitive process, whereby ideas are
applied and tested as feedback is received for improvement.
According to China [6], reports in its studies on the use
of increased reality tools to develop the oral competition
of students in language learning, where data was collected,
recorded oral presentations, observations, and comments from
students.

These results revealed, which, with the use of the aug-
mented reality tool, obtained a higher score, which when they
have not augmented reality tools, these increased reality tools,
showed students a facility in learning. In Peru [7], There is
a problem with education, that is why the incorporation of
augmented reality is an alternative for the improvement of
some concepts, in the way that teachers teach students, to
generate, susceptible to use new technologies in the field of
teaching, giving positive results, since the increased reality,
as a complement to teaching, will be beneficial. Therefore,
the importance of this work lies in the fact that, slowly, but
steadily, they allow augmented reality to be established among
education professionals as a strategy that can transform the
education of students.

All this was done through the use of the Scrum methodol-
ogy, where the Pillars of Scrum were used so that the method-
ology is effective at the time of implementation, the Product
Backlog where the user stories were placed, Estimating the
Product Backlog where each story was scored of user, Velocity
where it was established how many sprints were carried out,
Backlog Prioritization where the user stories were ordered by
priority and Sprint Planning where the development of each
sprint was planned to develop the augmented reality prototype.

The objective of this work is to make a prototype of
augmented reality under the Scrum methodology to carry out
a pilot with the Nursing career.

Section II explains the literature review, Section III the
methodology, Section IV the results and discussions, and
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finally Section V explains the conclusions and future work.

II. LITERATURE REVIEW

This section explains the fundamental material for the
preparation of this paper.

A. Background

A survey on augmented reality is approached, it tells us
about the progress that augmented reality has had, showing us
that augmented reality is compatible with many technologies
[8]. It also shows us successful designs and applications of
augmented reality in education, architecture and marketing
aspects, in addition to dealing with important topics based
on augmented reality such as augmented reality screen tech-
nologies (sensory screens), augmented reality development
tools (Software frameworks, development tools and creation
tools), augmented reality interaction technologies (Browsers
and interfaces), interface patterns and evaluations of virtual
reality systems (Methods).

This article [9] provides us with a wide range of various
software development kits (SDKs) related to augmented reality,
such as Metaio, Vuforia, D’Fusion, Wikitude, ARToolKit and
AR-media; In order to compare them (by license, by platform,
by markers and by the ability to superimpose) according to
the qualities that each one of them has, it also shows us
the differences between virtual reality and augmented reality,
where its details are detailed. more relevant differences so that
the reader can differentiate them quickly, in addition this article
emphasizes the fact that mixed reality is the sum of augmented
reality with virtual reality, and finally shows us how augmented
reality works, teaching it in a bold way so that in this way its
operation can be fully understood.

As for learning, this article [10] presents augmented reality
focused on education, says augmented reality can be found
in different areas, but in itself it will be more focused on
education, provoked and thus generating unique environments;
it also shows the uses, advantages, characteristics and effec-
tiveness of augmented reality; He tells us about the analysis
they made of augmented reality, following classifications such
as countries, subject matter, type of augmented reality and
research methods. To conclude, it infers us that there are
numerous educational applications regarding augmented reality
and that they are used in classrooms as well as abroad.

Another field in medicine, this article [11] mentions
augmented reality but applied to surgery, it mentions that
augmented reality can give efficiency and safety in surgical
training; It also shows a scheme with basic principles of
augmented reality as a basis for the reader to understand
clearly and concisely ”What is augmented reality?”, this article
mentions that the augmented reality system provides data
in real time to the surgeon, Emphasizing the projection of
augmented reality that can be given through the screen of
computers, tablets, projectors, cameras and smart glasses, the
article ends by making it clear that augmented reality is capable
of revolutionizing the field of surgery.

To finish the background of the literature review section,
the following article [12] will be addressed based on a survey
on the applications of augmented reality, this article gives us

to understand that augmented reality is capable of improving
human perception by mixing objects physical of artificial ones;
It also gives us an apex of the initial applications that aug-
mented reality addressed, these being medicine, manufacturing
and repair, annotation and visualization, robot route planning,
military applications and finally entertainment, as well as those
initial applications Over time applications such as tourism,
architecture, cultural heritage (Museums) and education were
added; To finish this article, mention that augmented reality is
related to miniaturization.

B. Related Work

In this article [13], the use of mixed reality for the
development of an Augmented Paper Map (APM) system was
observed, the two authors who developed this article report
Scrum, as the methodology that helped them to achieve the
objectives of their article, explaining a bit about the roles
and artifacts that were useful for the application of this
methodology, they also express the design philosophy they
used, which is that the design is user-centered, so that in this
way the final product complies with the needs of these (Users),
and thus achieve the greatest satisfaction with the minimum
effort on the part of the user. It also tells us about the activities
that they had to develop and carry out during the course of the
article, as well as the exploration, analysis and evaluations that
they had to develop for the development of the Augmented
Paper Map (APM) system.

The mention of games is observed, it tells us drastically
how the game is encompassed in the lives of human beings,
it also mentions mixed reality but in the approach of games
[14], it tells us like the previous article the use of Scrum , but
focusing on the MVCE architecture (Model-View-Controller-
Environment), which is nothing more than the MVC architec-
ture (Model-View-Controller), but adding an “Environment”
component. It also highlights the design of a mixed reality,
but based on the independence of the device, the adaptive
presentations and the updates of the context with respect to
the game, as well as its philosophy of design centered on the
user, which achieves a better experience for the game. (User)
only with minimal effort.

As the clear examples of the application of the Scrum
methodology, now there is a combination of the Scrum
methodology with the extreme programming methodology
(XP), which is focused on virtual reality. This article [15]
shows us the use of a video game engine known as Unity,
the Scrum plus XP combination to use it as a methodology
as mentioned before and the objective of the article, which is
the creation of virtual reality for the training of technicians
and industrial operators. They focus on using virtual reality as
an economical alternative to using and damaging expensive
industrial equipment, so their objective is focused on two
scenarios: instrument recognition activity (HART Device) and
training activity (Installation, connection, basic and advanced
settings).

Virtual reality focused on agile development, this article
[16] shows the explanation of the use of the Scrum method-
ology, as well as the explanation of the use of the extreme
programming methodology (XP), the principles of the agile
manifesto are also covered, the life cycle of Scrum and extreme
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programming (XP), the systems developed based on virtual
reality, the application of agile methodologies in virtual reality
and to finish they propose a process of development of virtual
reality systems based on eight activities main (Definition of
user stories, architectural peak, elucidation of interactivity re-
quirements, iteration planning, peak, development, integration
tests and customer tests).

III. METHODOLOGY

In this section, the methodology that was carried out was
explained, in the augmented reality prototype using Unity, the
Scrum methodology was carried out, for the improvement of
education at the University of Sciences and Humanities in
Lima-Peru, thus achieving the objectives, with support of this
methodology [17] that is shown in Fig. 1.

Fig. 1. Scrum Agile Methodology for the Augmented Reality Prototype.

As mentioned the prototype was made in Unity, which is a
3D development platform, to develop a variety of simulations,
in games (developers of games), AEC (architecture, engineer-
ing, and construction), cars, and cinematographies [18]. And it
is used, Vuforia (augmented reality software development kit),
which is, one of the most popular to introduce the increased
reality, Vuforia (augmented reality software development kit)
uses vision technology to recognize and track images in real-
time.

The increased reality based on Vuforia (augmented reality
software development kit), takes the display of the device
screen, as a ”medium” to connect it to the world of the
increased reality. What it does, is to show the images of
the real world in the Camera of the corresponding device,
adding the virtual objects 3D, in the images of the real
world, what it does, that is a combination, of a feeling of
immersion towards the world of the increased reality, also, to
develop the programming in the prototype will be used the
Microsoft Visual Studio integrated development environment,
using programming language C# (C Sharp) [19].

A. Scrum

Scrum won’t tell you exactly what to do, what it means,
that can be done differently, as your merits, that is why the
“power” is in us, to adapt it to a specific situation, and is here,
where everything starts.

1) Pillars of Scrum: In the Fig. 2 the three pillars (trans-
parency, inspection, and adaptation) that sustains SCRUM, the
first pillar, the transparency, gives a clear vision to all the
interested parties of the project, customers, users, sponsors,
investor, among others. It tells us that clear agreements must

be reached on what must be delivered or informed to the
interested parties, being thus, trancing and sincere, of ”how
much has been advanced?”, ”What is it will be achieved?” and
”What will not be achieved?”. Inspection, the second pillar, is
where the project checks, to know if the established goals are
being fulfilled and if there are problems or any deviation, to
be able to correct them at the time.

In Scrum there are meetings such as the diary scrum (it is
done when starting the day), or the retrospective (checking at
the end of each sprint), this is done to know ”What has been
done?”, ”What problems have been?” and ”What is going to
do today?” That’s why it can be said that in Scrum if there is a
”constant inspection”. Adaptation, the third pillar, means those
that change is welcome, and this is so, to be able to minimize
the problems that are generated in the future so that in this
way, continue to provide the maximum value to the client, to
the business, and/or to what is developing [20].

Fig. 2. The Three Pillars of Scrum.

2) Project Charter: Table I shows the Project Charter,
which describes the objectives to be achieved in the project, it
is here, where it is defined that the agile methodology is used.,
specifying the acceptance criteria for this one. In this Project
Charter, the following questions are answered (Who?, What?,
Where?, When?, Why? and how?), And is it here, where you
can use the tool known as ”Elevator Pitch”, to perform the
Project Charter [21].

TABLE I. PROJECT CHARTER

For Target customer

Who Need (Opportunity or
problem)

He Product / Service name
What is it Product Category

For Key benefits / Reasons to
buy it

Is not equal to Main competencies or al-
ternatives

We Definition

3) Product Backlog: Fig. 3 shows us the backlog prior-
itized, this is achieved, when performing meetings with the
owner of the product, and thus generate the stories of users
and prioritized (functionalities, epic, user stories), in addition
to focusing on business terms, you are to be built in a short
time, conducting valuable features for customers [22].
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Fig. 3. Product Backlog.

4) Estimating the Product Backlog: Fig. 4 shows us how
it would be an estimate of the Product Backlog, indicating
its story points (sp), stories, must be reasonable, and these
estimates can be generated with various tools, such as the
size of your shirts, analogous estimate, Delphi and/or Planning
Poker [23].

Fig. 4. Estimating the Product Backlog.

5) Velocity: In Scrum the speed is used, to define how
many Sprints have, and this is, in function to speed, which
is the stories of stories (necessary effort, with which the user
stories were estimated) that a development team performs in
each sprint. This speed may vary in each sprint, as shown in
Fig. 5, wherein the chart of columns grouped in 3D, observed
that the speed varies or changes by Sprint [24].

Fig. 5. Estimate Sprint Velocity.

6) Backlog Prioritization: In Fig. 6, the map of the story is
displayed, which serves to prioritize the Product Backlog, the
structure of this is the same as that of the Road Map, where its
columns are the software or project modules, and where the
first row is the backbone (most importantly, if this is not done.
No system), the second row is the walking skeleton (Minimum
viable product, which means, the most valuable functionality
for the user, and the one that will give it to the system), and
the following rows range from the most important user stories,
at least important [25].

Fig. 6. Map of the Story.

7) Sprint Planning: In Fig. 7, it is observed that the
structure of the Road Map [26], is the same as that of the map
of the story, this is the map of the story sorted by delivery
(Sprint set) or by Sprint (1 to 4 weeks), according to one
establishes it, and is used to plan the Sprint. After performing
the sprint planning, the user stories of the Sprint are selected
to work, you are user stories will be developed, in a format
of user stories, already established by the person in charge, as
shown in Fig. 8, which has fields such as, the developer, the
estimated time, the description of the user story, tests, tasks
and finally the prototype; this format may vary [27].

Fig. 7. Road Map.

Fig. 8. User Story Format.
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B. Tools and Programming Language to Develop the Proto-
type

In this section, it was detailed, the tools to be used to de-
velop the prototype of increased reality focused on improving
teaching at the Universidad de Ciencias y Humanidades, as
well as the programming languages to be used.

1) Unity: Unity is a 3D development platform, which gives
us everything we need to be able to develop a variety of
functionalities, such as simulating the laws of physics, adding
animations, adding sounds and programming; This platform
supports the C# (C sharp) programming language, in addition
to having an Assets (resource) library known as the Asset Store
of Unity, where you can find textures, animations and models
ready to use in Unity [28].

2) Vuforia: To introduce the augmented reality, Vuforia
(augmented reality software development kit) was used, since
this uses vision technology to recognize and track the images
in real-time, taking the display of the screen of the devices
as a ”medium” to connect it with the world of the increased
reality. Vuforia (augmented reality software development kit),
It serves us to generate a license key, which will help us load
the database created in Vuforia (augmented reality software
development kit) in Unity, to generate the augmented reality
[29].

3) Microsoft Visual Studio: It is an integrated develop-
ment environment (IDE) that supports several programming
languages (C++, C#, Visual Basic .Net, F#, Java, Python,
Ruby and PHP), this IDE gives developers the ability to create
websites ( Collection of web pages); Knowing that this IDE
includes the C# (C Sharp) programming language, this is
beneficial for this article, since the C# (C Sharp) programming
language was used for the development of the augmented
reality prototype [30].

4) C#: For the development of this augmented reality
prototype, the programming language C# (C Sharp) was used,
this programming language C# (C Sharp) can be used in
several integrated development environments (IDE), such as
Microsoft Visual Studio, ShardDevelop, QuickSharp, xacc.ide,
MonoDevelop, and Xamarin Studio (XS); Since this program-
ming language is compatible with Unity, this was the one that
was used to give interactions of the ”models” with the user,
to achieve a kind of ”communication” between the prototype
and the user [31].

C. Development of the Methodology

According to the methodology mentioned above, and the
processes that were detailed in it, the development of the
prototype will be implemented, based on the increased reality
for the teaching of the courses of certain professional schools
of the Universidad de Ciencias y Humanidades.

1) Product Backlog: In this section can observe the user
stories that were developed to develop the prototype:

• User Story 1: As the director, I want to visualize a
model that is related to a university course to be able
to better explain the class.

• User Story 2: As the director I want to visualize
multimedia content that is related to a university
course to convey knowledge to students.

• User Story 3: As the director I want the prototype to
be used in smartphones to have quick access to it.

• User Story 4: As the director I want the prototype to
be interactive with the user to improve the education
process.

2) Estimating the Product Backlog: To estimate the stories
of users who were placed on the product stack (Product
Backlog), a technique known as planning poker is going to
be used, but not the planning poker is known as such, but
a variant of it is, which works with the Fibonacci Sequence,
which will be explained below. The Planning Poker has about
eight ”cards” (1/2, 1, 2, 3, 5, 6, 7, ∞), without counting the
”card” of doubt and rest, while the variance of the planning
poker that goes from hand with the Fibonacci Sequence works
with ten ”cards” (0, 1/2, 1, 2, 3, 5, 8, 13, 21, ∞), which will
help us give you a ”score”, to each user story. The user’s
stories were beginning to be story through story (necessary
effort), using the variation of Planning Poker, who works with
the Fibonacci Sequence, was taken as a reference The user
story that it is less than to make, making a ”score” of ”2”
story points (necessary effort) and thus continue to find the
estimates of the remaining user stories.

3) Determination of Speed: Here it is defined, how many
sprints will be done, for this, first a ”10” speed was determined,
without forgetting, that each Sprint has user stories and these
are in turn, they have ”activities”, and these ”activities” are
expressed in time (hours), which cannot exceed 4 weeks, since
that deals with the agile methodologies, which each Sprint
is completed from 1 to 4 weeks. After that, the sum of the
story points was divided (necessary effort) of the user stories
that were placed in the Product Backlog, between the certain
speed which originated us ”2.8”, but when rounding it gives
us ”3”, which means that for the prototype of this work have
”3 Sprint”. At the beginning of the first sprint, it was started
with a speed of ”10”, which has a sum of ”13” story points
(necessary effort), and then, as it was advanced in the Sprint,
this speed was changing, reaching the second Sprint, with a
speed of ”7”, and with a sum of points of story (necessary
effort) of ”7”, already in the last of the Sprint, the third Sprint,
the speed was maintained in ”7”, and with a total amount of
story points (necessary effort) ” 8 ”.

4) Prioritizing the Backlog: In this section, the backlog is
prioritized, depending on the value given to the business, this is
where, use the tool known as the map of the story, to generate
the prioritization of the backlog. This map of the story, gives
us an overview of ”What is to do first?”, and ”What is to do
after?”. In the development of the map of story, it began, with
the backbone that is the first ”row” of the map of story, where
it was placed, the essential user stories (as the director I want
to visualize a model that is related to a course of the university
to be able to better explain the class, as the director I want
to visualize a multimedia content that is related to a course of
the university to transmit knowledge to the students), to give
improvement to education, then on the second ”row”, that of
the walking skeleton was placed, the user story that gives the
most valuable functionality for the user (as the director I want
the prototype to be interactive with the user to improve the
process of education), to end this section, in the last ”row”
remained the remaining user stories, ordered more important,
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unless important (as the director I want the prototype to be
used in smartphones to have quick access to it).

5) Sprint Planning: To plan the Sprint, the technique
known as road map was used, as mentioned, in the methodol-
ogy of this work, could be said that the path of the product,
is originated from the map of the story. To start with this, the
map of the story is taken, and starts to choose from, that user
stories that was planned by Sprint.

6) Sprint Backlog:

• Sprint 1: In the first Sprint, as mentioned in the
section of the speed determination, it was started with
a ”10” speed, making the user stories corresponding
to this (as the director I want to visualize a model
that is related to a course of the university to be
able to better explain the class), for which, Unity
is used, which is a 3D development platform, and
Vuforia (augmented reality software development kit),
to introduce the augmented reality, to which you
ensemble the renovated reality, since this, uses vision
technology to recognize and track the images in real-
time, taking the visualization of the screen of the
devices as ”Medium” to connect it with the world
of the increased reality, finally for this Sprint used
web platforms used as free3d, to find and download
3D models, and find and download 3D models. In the
first Sprint, in summary, what was done, was that the
virtual 3 ”objects” were added, to the 3D development
unit platform, modifying the ”object”, since some of
the components of the ”object”, not use it, it should be
highlighted, that this modification was done in Unity,
and the result of this, can observe it in Fig. 9.

Fig. 9. Sprint 1 - User Story 1.

• Sprint 2: In the second Sprint, as mentioned in the
section of the determination of the speed, it was begun
with a ”7” speed, making the user stories correspond-
ing to this (as director I want to visualize a multimedia
content that is related to a course of the university to
convey knowledge to students, as director I want the
prototype to be used in smartphones to have quick
access to it), for which, Unity, Vuforia (augmented
reality software development kit) was used and videos.
To start with the second Sprint, in summary, what
was done, was that the videos were added to 3D
objects that can be created in Unity, the result of this
can be seen, in Fig. 10, also, Unity (3D development
platform) was used, so that the prototype can be used
in smartphones, as can observe, in Fig. 11.

Fig. 10. Sprint 2 - User Story 2.

Fig. 11. Sprint 2 - User Story 3.

• Sprint 3: In the third and last sprint, as mentioned
in the section of the determination of the speed,
it remained with a speed of ”7”, making the user
stories corresponding to this (as the director I want the
prototype to be interactive with the user to improve the
process of education), for which, Unity, Vuforia (aug-
mented reality software development kit) was used,
videos and the Microsoft Visual Studio integrated
development environment. In the third, and last sprint,
in summary, what was done, was that the Microsoft
Visual Studio development environment was used to
program, using programming language C# (C sharp),
added this, to videos and models, to achieve that both
the video and the model are interactive with the user,
the result of this, can observe it in Fig. 12.

7) Sprint Review: This meeting was made at the end of
each Sprint, to check how the objectives are being developed,
it is meeting one hour by Sprint. Here what was done is to
review the progress to reach the prototype, identified what was
achieved, as well as what was not achieved, and is here where
the operation of the end is shown in the Sprint.

8) Sprint Retrospective: This meeting, was made to give
improvements to the following Sprint as it was moving for-
ward, it should be noted, that this meeting was held after the
Sprint Review with a duration of an hour, and is here where
some questions were made (”worked on the last Sprint?”,
”What will be improved in the following Sprint?” and ”What
problems have been had in the progress of the development of
the prototype?”), and at the end of the recommendations, the
improvement was given to the following Sprint.
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Fig. 12. Sprint 3 - User Story 4.

D. Testing

This section shows the survey administration software
known as Google Forms, which can be seen in Fig. 13, where
a survey was carried out among the students of the Faculty of
Health Sciences of the Professional School of Nursing, in the
It shows four short answer questions which are ”What is your
opinion about virtual reality?”, ”Would you like to visualize
through the Smartphone ’objects’ in 3D dimension?”, ”Are you
likely to use this application?” and ”Does its implementation
seem correct?”; as well as a box question which is ”For what
course would you like this application?” This survey is key to
the objective proposed in this paper, since the implementation
of the prototype is focused on improving the teaching of the
University of Sciences and Humanities, therefore, the opinion
of the students cannot go unnoticed, since These are the ones
that will handle the application, since this ”application” is
still a prototype, this does not evade the importance of the
student’s perception of virtual reality, because in the end it is
for the student to feel satisfied with this implementation versus
education, and thus goal-focused improvement is achieved.

Here is the before and after obtained from the Human
Anatomy course, as shown in Table II, in the question ”From
traditional to automated”, ”From normal teaching to remote
teaching” and ”Contribution to the nursing career”.

TABLE II. BASE LINE (BEFORE - AFTER)

Before human anatomy
course

After human anatomy
course

Traditional Automated
Normal Teaching Remote Teaching

Contribute to the nursing
career community

Contribute to the nursing
career community in these
times of pandemic

IV. RESULT AND DISCUSSION

In this section, the results of the case study should be
shown, such as that of the Scrum methodology, used in this
work.

Fig. 13. Student Survey.

A. About the Survey

The survey carried out previously establishes specific ques-
tions, which can be observed in this subsection, but with
the difference that the results obtained from each question
asked in the survey are shown here, as shown in Table III,
in the question “What is your opinion on virtual reality? ”can
observe a 48.1% knowledge about virtual reality by nursing
students, while a higher number still do not know its meaning,
in the question ”Would you like to visualize ’objects’ in 3D
dimension through your Smartphone?” a low percentage of
”37.8%” is established in the question ”Are you likely to
use this app?” A high interest in the application is observed
since they find it curious to see how this prototype would
perform in education, in ”For which course would you like
this application?”, have varied percentages, since it is in a box
question, these Results are respectively set to the boxes of
question 4 shown in Fig. 13 and to finish a large number of
students are observed who consider the implementation of this
prototype correct.

The results of a survey carried out in the organization
towards the General Manager, Coordinators, School Directors
and the Dean are also observed, as shown in Table IV, in
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TABLE III. SURVEY RESPONSE

Questions Answers
What is your opinion on
virtual reality? 48.1 %

Would you like to visual-
ize ’objects’ in 3D dimen-
sion through your Smart-
phone?

37.8 %

Are you likely to use this
app? 89.9 %

For which course would
you like this application?

95.7 %, 85.4 %, 80.2 %,
86.5 % y 86.1 %

Does its implementation
seem correct to you? 94.3 %

the question ”Are you satisfied with the scrum methodology
carried out in the prototype?”, Where a 65% acceptance
is observed; in the question ”Would you recommend using
the scrum methodology for other projects?”, where a 75%
acceptance is observed; and to finish in the question ”Do you
think that Scrum methodology is better than the traditional
methodology used in the university?”, an 80% acceptance is
observed.

TABLE IV. ORGANIZATION SURVEY

Questions Answers
Are you satisfied with the
scrum methodology car-
ried out in the prototype?

65 %

Would you recommend us-
ing the scrum methodol-
ogy for other projects?

75 %

Do you think that Scrum
methodology is better than
the traditional methodol-
ogy used in the university?

80 %

B. About the Case Study

In the case of study, which deals with the development
of the prototype of augmented reality, for the improvement
of the teaching of certain courses of the professional schools
of the University of Sciences and Humanities of Lima-Peru,
was developed based on the Scrum methodology [32], which
helped, on the process of development of the prototype as a
”guide”, since we showed the way for which it should advance
for this development, this path can be observed and read
in section 3 (case study) of this work, the 3D development
platform was also used, the Unity [33], this being a good
platform for the proposed in this work since the prototype
was developed, thanks to this platform, as shown in Fig. 9,
Fig. 10, Fig. 11 and Fig. 12 of point 6 (Sprint Backlog) of
the SCRUM subsection belonging to the case of study, where
it is observed, that in each of the Sprint it was vital, use
the 3D replacement platform, for which, it could be said,
that this platform is the center, of everything that was used,
for the goal of this work, it should be noted that this 3D
development platform, Unity, has a shop known as ”Asset
Store of Unity” to download models, textures and animations,
and thus facilitate the process of development of the prototype,
since if we find the model we require, it can be imported, and
use it at the time, another platform, which was used, were
the web platforms such as free3d, to find and download 3D

models, it was used, because in this, it is easier to find models
that are required, since unlike ”Asset Store of Unity”, this
is organized by categories (architecture, vehicles, characters,
aircraft, furniture, electronics, animals, plants, weapons, sports,
food and anatomy), it should be noted that as it is a model
already created, Unity was used to modify it to the convenience
of the prototype, as shown in Fig. 9, where a model containing
two human skeletons, that of the left of an approximate color
to the Black Squeeze is observed, which resembles the color
of the bone, which we will need and the one of the right of
the grayish blue color, which we will not need, so, we have to
modify in Unity, this model that contains two human skeletons,
also for the development of the prototype, was used, Vuforia
(augmented reality software development kit) [34], to introduce
the augmented reality, as it was mentioned, in the development
of the study case, this is perfect for recognizing and tracking
the images in real time, taking the display as ”medium”, to
connect it with the world of the augmented reality, this can be
seen in Fig. 12, where Vuforia (augmented reality software
development kit) is doing their work, by recognizing and
tracking in real time, the ”Human Skeleton” image (behind
the model), and connect it with the model of human skeleton,
thus generating the augmented reality, which is key to this
prototype, since the ”essence” of this work, is the creation of
a prototype of augmented reality, Vuforia (augmented reality
software development kit) was used, since its handling is easy,
apart from providing us with a database, where the images
that will be tracked, to generate the augmented reality, and
finally, for the development of the prototype, the Microsoft
Visual Studio integrated development environment was used, in
order to be programmed in C# language (C sharp), since it was
wanted, that the prototype has interactions with the user. All
mentioned in this subsection of ”Results and Discussions”, was
made, to achieve good control and result in the development
of the prototype.

C. About the Methodology

The method of scrum [35], was very helpful, as we guide
us, in the development of the prototype, to start, helped us
to focus requirements, thanks to user stories, also, to estimate
these stories, to know what the user’s stories that are found to
make them more, as those that were easier to develop, they also
helped us, namely what amount of effort necessary we could
do by Sprint, this became known, thanks to the determination
of the speed; And thanks to the prioritization part of this
methodology, where the story map was used, it was possible to
know which user stories are more important for the prototype
and which stories are less important, on the other hand, the
path or route of the product was also used to know how much
sprint, and which user stories are going to be done by sprint,
and at the end of each sprint was made a review to see if the
objectives were achieved, as well as, At the end of each sprint
review, the feedback was used for continuous improvement.

• Benefits: The benefits offered by the Scrum method-
ology are varied [36], since when deciding to make
the prototype using an agile methodology, it allows us
to have a finished “product” in less time than when
choosing a traditional methodology, that’s why, here,
we are dealing with specific things, which strength-
ened the development of the prototype, that’s why we
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will start with the speed, which made us know, how
much effort was invested per sprint, but this, depend-
ing on the performance, that is giving the sprint. Also,
thanks to the Scrum methodology, the development
of the prototype could be divided into parts, thus
generating a ”finished product” by sprint. On the other
hand, another benefits of the scrum methodology is the
sprint review, as this helps us to verify the achievement
of the goal, identifying what was achieved, as well
as what was not achieved, and finally, the feedback
sprint, offered by the scrum methodology, is good,
as this allows us to make improvements towards the
following sprint.

• Comparison: If compare the scrum methodology, with
the methodology RUP (rational unified process) [37],
can say, that the methodology RUP (rational unified
process), is rigid, meaning that if the customer wants a
change, it is very difficult to make it, since you follow
the plan until the end of the project development,
whereas in the Scrum, this is possible, because, scrum
is flexible to change, another comparison, you can
make, The reason for this is that, in the methodology
RUP (rational unified process), the project is con-
ceived as one, while in scrum the project is divided
into parts. It can also be said that in the methodology,
the deliverable is at the end of the entire project
development, while in scrum the delivery is constant
[38]. This comparison of Scrum and RUP can be seen
in Table V.

TABLE V. SCRUM VS TRADITIONAL METHODOLOGY RUP

SCRUM RUP
Accept changes Resists changes
Its development is flexible Its development is rigid
The client is part of the
development team

Customer communicates
with development team

Client available through-
out the project

Client available at the be-
ginning of the project

Value is delivered to the
customer early

Value is delivered to the
client at the end of the
project

V. CONCLUSION AND FUTURE WORK

This augmented reality prototype has been developed sat-
isfactorily, and thus this will help to improve the teaching
in the Universidad de Ciencias y Humanidades, since this
augmented reality prototype, by teaching through cognitive
processes, is suitable for courses in biology, human anatomy,
human physiology, microbiology, and parasitology, belonging
to the professional school of nursing. The tools used for the
development of this prototype were efficient and valuable, both
in the use of the 3d development platform, in the ability
to introduce augmented reality, and in the interactions of
the ”models” with the users. And the methodology used,
the scrum, was very efficient, for the development of the
prototype, being the scrum processes, key, to achieve the goal
set, and thus ensure the development of the prototype. In
future research, a menu system could be implemented for the
prototype, which has options, so that the users, can know, how
the prototype is used, which will show the scanned images, and
thus, achieve a better understanding with the user.
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Abstract—The growth of the number of e-commerce users and
the items being sold become both opportunities and challenges
for e-commerce marketplaces. As the existence of the long-tail
phenomenon, the marketplaces need to pay attention to the high
number of rarely sold items. The failure to sell these products
would be a threat for some B2C e-commerce companies that
apply a non-consignment sale system because the products cannot
be returned to the manufacturer. Thus, it is important for the
marketplace to boost the promotion of long-tail products. The
objective of this study is to adapt the graph-based technique
to build the recommendation system for long-tail products. The
set of products, customers, and categories are represented as
nodes in the tripartite graph. The Absorbing Time and Hitting
Time algorithms are employed together with the Markov Random
Walker to traverse the nodes in the graph. We find that using
Absorbing Time achieves better accuracy than the Hitting Time
for recommending long-tail products.

Keywords—Long tail; recommender system; tripartite graph;
random walker; hitting time; absorbing time

I. INTRODUCTION

Promotion becomes one of the success factors in product
marketing [1], i.e the better the promotion, the more peo-
ple recognize the products being promoted, and the higher
chance for those products being sold. On the other hand,
the wrong strategy in promoting products could also cause
difficulty or even failure in selling specific products [2]. In
general, e-commerce companies tend to recommend popular
products to customers. Those products would remain popular
and the not recommended products would be less exposed
by customers. The high number of unpopular products would
be harmful to some B2C (Business-to-Consumer) e-commerce
companies that apply the non-consignment sale system. These
e-commerce companies have already paid the products from
the manufacturer to be sold to the customers. The products
will not be returned even though the companies are unable to
sell them. The more unpopular products are unsold, the higher
the cost would be due to the damage risk or the inventory cost
for storing such products.

The long-tail phenomenon is a condition when the un-
popular (niche) products dominate the total sales [3]. Long-
tail products are also interpreted as the less popular products
among customers [4]. Even though the sales volume of each
product was not so high, the total number of products dominate
the total sales [2]. The ratio between long-tail products and
popular products is following the 80/20 principle or Pareto
rules. The 80% of total revenue is obtained from 20% of total
products, i.e., the popular ones. By increasing the sales volume

of the remaining 80% of the total products (the long tail), the
total revenue could be increased significantly.

A recommendation system is one of the important tools for
marketing strategy. It is useful in dealing with the information
overload issue as the variation of the products increases. Many
studies in the recommendation systems for the e-commerce
domain have been conducted [5], [6], [7], [8], [9]. Studies
in this area are usually focused on the behavior or character-
istics of the ”known” products or ”the shopping history” of
customers. The common objective is to recommend the most
suitable products based on transaction history. By its ability to
capture customers’ preferences, it is easier to recommend such
suitable products for them. And for the customers, it will be
easier to determine which to purchase and where to buy. On
the other hand, since the recommendation commonly brings
popular products up, these products become more competitive
among many business owners [4]. Thus gaining profit from
such products could be more challenging. On contrary, the
less popular products are less noticed by many sellers so they
could bring more profit if it is successfully sold [10], [4].

The characteristic of the data being used in a recommen-
dation system is suitable to be represented in a graph. In
every domain of the recommendation system, it is possible
to represent the entities, such as users, items, movies, foods,
images, books, as the nodes (vertices) of a graph. Meanwhile,
any relations between entities can be represented as the edges.
Many studies about graph-based recommendation systems
have been conducted for different problems to be solved. A
graph structure was owned by mostly recommendation system
and also it raises many potential exploration and development
through graph learning [11]. One common graph representation
is a bipartite graph, for example, to capture the relationship
between a set of users and a set of items. A study by [12]
used this kind of representation to apply collaborative filtering
based on user similarity and item similarity. A bipartite graph
was also used by [2] to solve the long-tail problem through
a random walker that is adopted in this study. The other
example with different graph representation but also employed
the random walker is a study by [13]. It solves the cold start
problem through a trust network by applying trust-based and
item-based collaborative filtering.

Now recalling the non-consignment sale system applied
to some B2C e-commerce companies, besides capturing cus-
tomers’ preferences, it is also important to take the unpopular
products out to the customers. The motivation behind this
study is to find the recommended products, which not only
focus on the more popular products but also those which
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are less exposed by customers but still in the customers’
preference area. Adopting previous studies, a tripartite graph
representation is used to draw the relation between users,
items, and categories. Since customers nodes are only con-
nected to product nodes that they have ever purchased, then
to make them exposed by the long-tail products, the Markov
Random Walker combined with Hitting Time or Absorbing
Time is employed to find the unpopular yet suitable products
to be recommended to the users. In addition, as the product
categories are available at different levels, this study also tries
to figure out whether the different category level being used
affects the recommendation results. More specifically, studies
about the recommendation system for long-tail products are
presented in Section 2 followed by the detail about tripartite
graph implementation in Section 3. Section 4 consists of the
experimental result and its analysis, and the conclusion would
be presented in the last section.

II. RELATED WORK

Studies to deal with the long-tail problem have been widely
conducted. A study in [14] tries to analyze and solve the
long-tail problems on the traditional recommendation system
(i.e. collaborative filtering) on an e-commerce platform. By
capturing the users’ information and behavior together with
the systems’ behavior, several models are established involving
Gradient Boosting Decision Tree, Logistic Regression, and
user entropy-based LDA. This study shows that it is possible
to recommend long-tail products while maintaining the quality
of the recommendation.

A similar conclusion was also obtained from a study in
[15] to enhance the collaborative filtering such that it considers
mining the long-tail items in the recommendation process.
This study was conducted on the sales of alcoholic beverages
(RateBeer). A matrix factorization was established based on
personal experience to generate the user experience level. The
top N recommendation is then obtained from the experience
level together with the consideration of items’ popularity.
This study captured a phenomenon where the customers with
lower experience levels tend to purchase popular products
more, and vice versa: those with higher experience levels, tend
to purchase the unpopular ones. The problem of this study
happened for new customers. The recommendation was either
not relevant or only focused on the popular products.

Specific to deal with the cold-start problem and long-tail
problem, a study by using social data (Flickr, BlogCatalog,
YouTube, HetRec11-LastFM) conducted in [10] first decom-
pose the overall products into the low-rank (short-head) prod-
ucts and the sparse part (long-tail) products. These two groups
were trained independently and the final recommendation
from each group was merged then became the recommended
products for the new users. But basically, this study focuses
more on resolving the cold start problem while ’introducing’
some items from the long-tail category in the recommendation.
Experimenting on a similar domain, especially related to movie
viewers data (through MovieLens and Last.fm), a study by [16]
developed CORE (Cosine Pattern-based Recommender). This
system allows product recommendation based on either the
popular products (based on those which have been rated by a
user) or the niche products (based on the cosine pattern. This

study reported that the accuracy of the recommendation will
be decreased when comes to dense data.

Other studies in recommendation system studies employ
the graph representation. Specific for the long-tail problem in a
movie data set, a study in [2] initiate the use of a bipartite graph
to represent the user-item relation. Markov Random Walker
was implemented to calculate the Hitting Time, Absorbing
Time, and Absorbing Cost which were used to determine the
ranking of the product recommendations. The performance
of Absorbing Cost outperformed the other two on various
measurement metrics used due to the characteristic of the
Absorbing Cost that considers customer interests/preferences
when giving a recommendation. This is suitable if all products
are similar as in movie data because it is easier to recommend a
movie to customers who have a specific interest in a particular
genre compared to customers who have an interest in several
genres.

Adopting the bipartite graph approach in [2], a study in
[17] added latent information (i.e genre node) as a link between
the customer node and the recommended product node such
that the graph representation became a tripartite graph. By this
improvement, it is possible to traverse from a user node x to
the item node y that is not directly connected through the
intermediate genre node z that might be indirectly connected
to y (for example through the intermediate node). The result
shows its ability to ’pick’ the recommended items from the
region that is suitable to the users’ taste. A study in [4] makes
an improvement in determining the latent information by using
a single category. This study was also proposed a new approach
to calculate the weight between product and category nodes to
avoid the misleading caused by the use of direct average rating,
namely the Bayesian averages. It shows the recall and the
diversity score improvement compared to the former study in
[17]. In both of these studies, the Hitting Time and Absorbing
Cost was employed based on their performance in the study
by [2].

Compared to the movie data (MovieLens) used by [17]
and [4], the domain of this study (e-commerce data from
B2C company) owns similar components. Both data own set
of users, items (i.e. movies vs products), and category (i.e.
genres vs products’ categories) such that it is possible to
build the tripartite graph representation. This study then adopts
the approach used by [17] and [4] to build the tripartite
graph-based recommendation system that employs the random
walker to promote the long-tail item to the user. However, the
characteristic of e-commerce data is different from the movie
data, so this work differs from the former at some points.
The first one is when customers often purchase products from
certain categories than the other, it does not always imply that
the category is preferable to the other. For example, because a
customer often purchases snacks on e-commerce, this does not
imply that the customer does not interested to purchase clothes
or electronic devices. This is probably the customer prefers
to buy clothes or electronic devices on offline stores rather
than from e-commerce. This is surely different from movie
data where the preference to watch movies from a specific
genre generally implies the preference to the respective genre.
From this condition, having information about what a customer
often purchased from e-commerce is not too useful for the
recommendation process, so that Absorbing Cost that works
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by considering such information to make a recommendation
is not suitable to be applied on e-commerce data. Thus, even
though [2] mentioned that Absorbing Cost could recommend
better than Hitting Time and Absorbing Time, this study try
the other way –to not include the Absorbing Cost. The second
point is that latent information in the movie data (genre) is
very different from the latent information in e-commerce data
(category). The main difference is that movie genres have
the same level, while the product categories are divided into
general categories (top-level) to the most specific category
(leaf-level). Since the relation (as well as the weight) between
items and different levels of the category might be different,
the use of different levels of product categories could be one
thing to be elaborated on, whether or not it affects the result
of the recommendations.

III. TRIPARTITE GRAPH RECOMMENDATION SYSTEM

A. Graph Representation

This study employs a tripartite graph, i.e. a graph G =
{V,E} which its node set V is partitioned into three disjoint
node subsets V1, V2, and V3 such that V = V1 ∪ V2 ∪ V3 and
for each (u, v) ∈ E, if u ∈ Vi and v ∈ Vj , then i ̸= j
[18]. The graph representation utilized in this study would be
an in-directed graph since a relationship between two nodes
implies the reverse relationship. There are three types of nodes
such as the user nodes representing the customers, item nodes
representing the products, and category nodes representing the
categories. The relationship between nodes is represented as
weighted edges. There are also three types of edges connecting
nodes from different types, they are the user-item edges, item-
category edges, and the user-category edges.

Illustration of a tripartite graph representation is presented
in Fig. 1. The blue, red, and green nodes represent the group
of user or customer nodes, category nodes, and the item or
product nodes, respectively. The label for user nodes was taken
from the customers’ username, while the product category
label represents the product category name, and the item nodes
use the brand name of the products as their label. In Fig. 1
each edge connecting nodes in the different groups represent
different relationships. For example, the user node labeled
”agustini24” has a pair of edges with opposite directions
that are connected to the ”Home Living” node. These edges
represent that ”agustini24” purchased products belonging to
the ”Home Living” category, and vice versa, the products
belonging to the ”Home Living” category were purchased by a
user with the username ”agustini24”. Similar relations are also
applied for the other edges connecting nodes from different
groups of nodes. The rest of this subsection discusses detailed
information about edge representation.

1) User-Item Edges: These edges connecting the user
nodes with the item nodes. The weight of this edge is 1 if
a customer has given a rating to a product, and 0 otherwise.
To avoid the density of the graph, edges whose weight is 0
are removed.

2) Item-Category Edges: These edges connect the item
nodes to category nodes. This type of edge uses the average
rating value from all customers for a product in a specific
category as the weight. It is computed from the average rating
for a product i (denoted by iavg) divided by the total number

Fig. 1. An Illustration of the Tripartite Graph.

of categories connected to the product i (denoted by |C|). The
formula is presented as

wi,cat =
iavg
|C|

(1)

3) User-Category Edges: These last group of edges exist
between the user and category nodes. These node connect user
node to more item node with shorter paths. The weight is
computed by using Bayesian Average

wu,cat =
avg votesu × avg ratingu + votesu,cat × ratingu,cat

avg votesu + votesu,cat
(2)

for edges connecting user node u and category node cat.
The value of avg votesu is obtained by calculating the number
of products bought by customer u in category cat divided by
the total number of categories. The value of avg ratingu is
calculated by dividing the total ratings from customer u for all
products with the total number of categories. The votesu,cat
denotes the number of products in category cat that has been
purchased by customers u. And the last, ratingu,cat denotes
the average ratings from customer u in a category.

B. Product Recommendation

This section contains an explanation about how to get
the recommended long-tail product for certain customers by
traversing the tripartite graph. The long-tail products are de-
termined based on the average number of customers that give
ratings to the whole product in the data set. A product is then
labeled as long-tail if the number of customers that give a
rating to it is below the average.

1) Markov Random Walker: A random walk is formed
from a graph traversal such that given a starting node a, we
choose an adjacent node b to be visited at random (usually
based on predefined transition probability), then choose the
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next random node c to be visited from b and so on until certain
steps [19], [11]. On a weighted graph, it forms a Markov Chain
with the transition matrix consisting of the probability value
of the movements between node i and j such that

pi,j =
wi,j

di
(3)

where wi,j denotes the weight between node i to node j
while di is the total weight of node i to all of its adjacent
nodes [20]. In this study, pi,j refers to the probability of the
random walker arrives at a product node j from a customer
node i as the time t increases. The transition matrix (which
is then denoted as MS) is also called as a stochastic matrix
since the sums of each row equals to 1.

In the matrix representation of a graph, the dot product
of a matrix by itself for n times results in the availability
of paths with length n between each pair of nodes. Related
to this study, from a given user node, an iterative process
is done by the random walker to find the suitable long-tail
item node. This process is equivalent to the dot product of the
stochastic matrix MS by itself for t times which represents
a random walker probability traverse from node i to node j
in time t(≥ 1). As the time t increases, the elements in this
stochastic matrix converge such that no change in their value
or the changes are very small. However, according to [17], it
is better to use a small value of t since as it grows higher, the
random walker tends to visit the popular nodes. Thus in this
study, t = 2, 3, ..., 7 are used since after t = 7, the ability of
the system to recommend the long-tail products was decreased
[4].

2) Hitting Time: As stated in [2], Hitting Time (denoted
as H(q|j)) is defined as the expected number of steps that is
needed by a random walker to move from an item node j to
user query node q with j ̸= q. The value of Hitting Time is
obtained from

H(q|j) = πj

pq,j · πq
(4)

where πj and πq are the stationary probability for node j
and node q respectively. Meanwhile, pq,j represents the weight
of edge connecting node q and node j, i.e. the movement
probability between node q and node j. The smaller the value
of H(q|j) denotes the more relevant node q and j and that
only a few users have rated item j. This conclusion comes
from the following information.

• Consider the fact the value of stationary probability
stays constant for all nodes, the value of the Hitting
Time is inversely proportional to pq,j . This means that
the higher the value of pq,j which denotes the more
relevant node q and j, then the lower the Hitting Time
value will be obtained.

• The stationary probability of a node is proportional
to the number of customers that give a rating to the
product. This means that the lower the stationary
probability of a product, then it belongs to the long-tail
product because it is only rated by a few customers.

Algorithm 1. Recommendation by using Hitting Time
Input:
A tripartite graph G = (V,E)
A customer node q ∈ V
Time t for how long the random walker traverse the nodes

Recomendation By HT(G, q, t):
1) define a subgraph G′ = (V ′, E′)
2) for each node j ∈ V that has not been rated by customer q:
3) include node j as the member of V ′ in G′

4) include edge (q, j) ∈ E as the member of E′ in G′

5) create a stochastic transition matrix MS from G′

6) for each node j in subgraph G′:
7) calculate the stationary probability (πj)
8) perform dot products: (MS)t represents the random walk length t
9) for each node j in subgraph G′:

10) calculate the Hitting Time value H(q|j) =
πj

pq,jπq

11) sort the Hitting Time value for all node j in ascending order, except
node q

Algorithm 1 presents the steps to recommend the unpopular
products (i.e. the long-tail products) based on the Hitting Time
value. This algorithm intuitively tries to find the product nodes
which has never been purchased by a customer but have higher
similarity to those that have been purchased by the customer.

3) Absorbing Time: As the comparison of Hitting Time, the
Absorbing Time is implemented regarding the study by [2]. It
explains that Absorbing Time is suitable for data in which the
number of customer nodes is far higher than the product nodes.
Within this condition, the number of average rating for each
product is higher than the number of average rating for each
customer. Thus this information should be more useful for the
recommendation process. Absorbing Time that is denoted by
AT (S|i) is defined as the expected number of steps before a
random walker that is started from node i is absorbed by S.
While the set S denotes the Absorbing Nodes, i.e. set of nodes
S ⊆ V in a graph G = (V,E) for which the random walker
stops when any node in S is reached for the first time.

AT (S|i) =
{

0 , i ∈ S
1 + Σn

j=1pi,j ·AT (S|j) , i /∈ S (5)

calculates the value of Absorbing Time. It can be seen that
AT (S|i) would be 0 whenever the current node is one of
the Absorbing Node, i.e those which are directly connected to
the customer node. While a recursive calculation is performed
from the source node (the customer node) to one of the
Absorbing Node. This approach is similar to the one that
uses Hitting Time, to find the less popular products (i.e. those
belonging to the long-tail) and recommend products that are
similar to what a customer has already purchased and rated.
The difference is in its traversal route. By using Absorbing
Time, the random walker traverses through the unpopular
nodes until it arrives at a node that represents the popular one.
The detail of the recommendation process through Absorbing
Time is presented in Algorithm 2.

IV. DATA AND EVALUATION

A. Data Set

This study adopts the approaches from previous studies
[14], [17] by employing the tripartite graph representation
to build the recommendation model for a B2C e-commerce
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Algorithm 2. Recommendation by using Absorbing Time
Input:
A tripartite graph G = (V,E)
A customer node q ∈ V
Time t for how long the random walker traverse the nodes

Recommendation By AT(G, q, t):
1) define a subgraph G′ = (V ′, E′)
2) define S ⊆ V ′ and S′ ⊆ V ′ such that V ′ = S ∪ S′

3) for each product i that has been rated by customer q:
4) include node i as the member of S
5) include edge (q, i) ∈ E as the member of E′

6) for each product j that has not been rated by customer q:
7) include node j as the member of S′

8) create a stochastic transition matrix MS from G′ = (S ∪ S′, E′)
9) perform dot products (MS)t represents the random walk length t

10) for each node i in subgraph G′, calculate the Absorbing Time value:
11) if node i ∈ S then:
12) AT (S|i) = 0
13) else:
14) AT (S|i) = 1 + Σn

j=1pi,j · AT (S|j)
15) sort the Absorbing Time value in ascending order for all node in S′

TABLE I. GRAPH DATA SET DESCRIPTION

The Number of 1st-level Category 3rd-level Category
Total nodes 63,068 3,011,244
Category nodes 21 626
Product/item nodes 20,000 20,000
Customer/user nodes 43,047 43,047
user-item edges 80,000 80,000
item-category edges 469,036 1,123,096
user-category edges 1,808,148 1,808,148
Average degree of each node 37 47

company. One of the differences is that in this domain, the
product category has several levels. Thus, there are two types
of data set being used in this study, differentiated based on the
level of the category as summarized in Table I. There are in
total 63,068 nodes that are connected to the 1-st level category
nodes and 3,011,244 nodes connected to the 3-rd level category
nodes. The objective of this differentiation is to identify the
effect of the specialization (by using the 3rd-level category)
and generalization (by using the 1st-level category) in the latent
information for the recommendation result.

B. Evaluation Metrics

This study uses three metrics to evaluate the performance of
the recommendation system adopting from [2]. These metrics
evolved the evaluation of the accuracy, diversity, and exposure
of the long-tail products. For each of these criteria, the com-
parison of Hitting Time and Absorbing Time performance are
evaluated.

1) Evaluation on Accuracy: This metric use Recall@N that
measures the accuracy of the recommendation result for each
algorithm (Hitting Time and Absorbing Time). It evaluates how
far the algorithm could recommend the long-tail products.

Given a collection of products consisting of the combina-
tion of customers’ favorite products and other randomly chosen
products, the recommendation system would recommend top N
recommendations. If a customers’ favorite product is included
in the top N recommendation, the value of hit@N would be
1 and 0 otherwise. The notation

∣∣L∣∣ represents the number of
tests case, i.e. the total instances of long-tail products that are
tested their membership to the top N recommendations. The
formula for this metric is given in Equation (6).

Recall@N =

∑
hit@N

|L|
(6)

2) Evaluation on Products Diversity: The purpose of this
measurement is to identify the recommendation performance
in term of a variety of products, whether the recommendation
covers both the popular and unpopular products or only focus
on the popular ones. The higher the diversity value, the
more different types of products would be recommended to
customers.

The value of Diversity is obtained from the comparison of
the number of unique products being recommended by the
system and the maximum amount of the recommendation.
The amount of the recommendation is calculated from the
multiplication of the desired number of top recommendations
with the number of customers involved in the experiment. The
formula for Diversity score is presented in Equation (7).

Diversity =
|
⋃

u∈U Ru|
|I|

(7)

3) Evaluation on Long-Tail Products: The last evaluation
utilizes the Long Tail measurement. This metric determines
whether the recommendation system successfully recommends
long-tail products. Rather than using the average rating as con-
ducted in [2] which could lead to the misleading implication,
this metric is modified by considering the average number of
customers who give a rating of a product. For example, product
A is purchased by five people and all of them give 1 rating.
Product B is only purchased by one person and the given rating
is 5. If the Long Tail score is calculated using the average
value, then product A will be considered as a long-tail product
while product B is the popular product. Equation 8 presents
the equation for calculating the Long Tail score. The notation∣∣L∣∣ denotes the number of tests, while rating(i) denotes the
number of customers who give a rating on product-i.

LongTail =
Σn

i=1rating(i)

|L|
(8)

V. RESULT AND ANALYSIS

Starting by entering a username of a customer into the
system, a set of N products are generated as the recommended
products for the customer, following Algorithm 1 (by using
Hitting Time) and Algorithm 2 (by using Absorbing Time)
separately. Each Algorithm is run by using two types of data
set described in Subsection IV-A combined with a specific
value of N (the number of products to be recommended)
and t (the length of time needed by the random walker).
The evaluation is conducted through the observation of the
accuracy, diversity, and long-tail measurement.

A. Evaluation on Accuracy

The aim of this experiment is to identify the accuracy of
the utilization of Hitting Time and Absorbing Time in different
types of category levels, i.e the use of 1-st level category
vs 3-rd level category. In general, the value of Recall@N is
increasing with the increase of the number of products (N ),
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Fig. 2. The Accuracy (Recall@N) Value of using the Hitting Time.

but different combinations of the algorithm and category level
being used lead to different results.

Fig. 2 present the accuracy comparison by using different
level of category in the implementation of Hitting Time. This
result shows that the accuracy of using the general category
(1st-level category) is better than the specific one. This is
caused by the condition that the 1st-level category has a
smaller number of user-category edges. This situation produces
a higher rating average on each of these edges that drives to
the higher probability value in the transition matrix. Thus, the
random walker traverses the graph faster to reach the nodes
around the customer query node, especially when the nodes
are in the same category.

Fig. 3 presents the comparison of accuracy in different
category levels by using Absorbing Time. If the use of Hitting
Time resulting better accuracy when it is combined with
the use of data from the 1st-level category, Absorbing Time
performs better in its combination with the data from the
3rd-level category. This difference is affected by the working
principle of both algorithms in determining the source and
target nodes to be traversed by the random walk and the
different characteristics of the connectivity in each level of
category.

Regardless of the level of category data, both results
presented in Fig. 2 and 3 shows that the curve of the Absorbing
Time is higher than the Hitting Time. This implies that the
implementation of Absorbing Time has a better performance
in terms of its accuracy. Since Absorbing Time would run
better in a graph with a shorter path between nodes, this
condition is consistent with the fact that the data set consisting
more customer nodes than the product nodes. Therefore, the
connectivity between product nodes has a shorter path.

B. Evaluation on Diversity

In term of diversity, Fig. 4 shows the diversity comparison
in top N recommendation (N = 5, 10, 15, 20). This figure
shows that the implementation of Absorbing Time tends to

Fig. 3. The Accuracy (Recall@N) of using the Absorbing Time.

Fig. 4. The Comparison of Diversity Value by using Hitting Time and
Absorbing Time.

be better than the Hitting Time in the small number of N .
Moreover, the use of specific category data (i.e. 3rd-level)
yields better diversity in both algorithms. From Fig. 4, it can
be said that the greater value of N , the lower the diversity
value would be obtained (for both approaches). However,
this diversity value does not guarantee the quality (accuracy)
of the recommendation because the accuracy is inversely
proportional to diversity. Moreover, as summarized in [17] that
the higher diversity value reflects the high probability of the
long-tail products to appear in the recommendation. Thus, the
Hitting Time algorithm produces the more diverse products,
and probably captures the long-tails better than Absorbing Time
algorithm, but might not be better in terms of accuracy.

TABLE II. THE LONG TAIL COMPARISON BY USING Hitting Time AND
Absorbing Time

Top N Recommendation Hitting Time Absorbing Time
5 362.01 347.13

10 366.18 333.19
15 330.87 330.57
20 327.01 322.01
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C. Evaluation on Long Tail

This evaluation calculates the average number of customers
who give a rate to a product in each of the top recommendation
levels. The lower average value denotes the better long-tail
products recommendation. As presented in Table II, the value
by using Absorbing Time implementation is slightly lower than
the Hitting Time. This indicates that the more recommended
products generated by the implementation of Absorbing Time
come from the long-tail products. Compared to the result
on diversity evaluation that Hitting Time probably has the
more long-tail products to be recommended, from the result
of the long-tail evaluation, it is not valid. Though the long-
tail values between both algorithms are slightly different, the
Absorbing Time performs better. Thus, as the aim of the long
tail measurement is to identify whether the recommendation
system correctly recommends more long-tail products, it is
confirmed for the use of Absorbing Time.

VI. CONCLUSION

This study focus to solve the long-tail problem specifically
for B2C e-commerce domain using a tripartite graph repre-
sentation. Markov random walker is employed to traverse the
graph based on Hitting Time and Absorbing Time algorithm
in order to recommend the products for the the customers.
The experimental result shows that Absorbing Time algorithm
yields better accuracy than the Hitting Time. The use of this
method also slightly generates more long-tail products to be
recommended. In terms of diversity, the Hitting Time algo-
rithm provides slightly more diverse recommended products.
In addition, specialization and generalization on the product
category levels as the latent information are observed. The
experimental result shows that there is a difference in using
generalized vs specialized category levels. Absorbing Time
perform better in recommendation accuracy combined with the
3-rd level category, and in terms of diversity, the use of this
specialized category level for both approaches shows the more
diverse recommended products. This experiment shows that to
deal with the problem of long-tail in the e-commerce domain,
it is possible to make a recommendation by involving the
products from the long-tail groups. The diversity score implies
that the use of the more specific categories generates the more
varied products to be recommended to the users. Through the
implementation of the tripartite graph, either Hitting Time and
Absorbing Time approach for graph traversal are considerably
to be implemented in B2C companies.
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Abstract—The present research aims to develop an application
that allows the early and timely detection of signs of problems in
the mental health of citizens. Agile methodology was used, with
its SCRUM framework developing its four steps. In addition,
technological tools such as artificial intelligence, mobile appli-
cations, social networks and the python programming language
were used. Also using SQL Server, Android Studio and the Marvel
applications, the latter for the design of the prototypes, through
the method of sentiment analysis and machine learning, in order
to create a mobile application that is as accurate as possible in
its results. For this, several types of algorithm were evaluated,
managing to select the most appropriate one since it works based
on information collected through the social networks Facebook
and Twitter. The result that was obtained was the application
that uses machine learning to prevent and take care of mental
health in Peru, thus benefiting the citizens of society.

Keywords—Artificial intelligence; machine learning; mental
health; scrum; sentiment analysis

I. INTRODUCTION

The current global health emergency caused by the SARS-
CoV-2 virus has left behind countless deaths and confirmed
cases due to the high level of contagion of the disease.
Since then, the countries have focused their efforts mainly on
controlling and taking the necessary preventive measures to
avoid an increase in the number of infections by implementing
public health policies [1]. At the same time, various academic
articles regarding the coronavirus have been disseminated,
the vast majority focusing on epidemiological, genetic and
clinical aspects . However, know that the pandemic caused by
COVID-19 [2], also brought uneasiness and negative thoughts
in the general population that have been spreading since then
threatening mental health.

Peru has been one of the countries most affected by the
pandemic. Thus, the population had to respect the restrictions
established by the governments of the day, remaining long
periods of confinement, which in the short or long term repre-
sents a potential psychosocial impact on children, adolescents
and adults. Due to a radical change in their way of life
and the stressful environments caused by the pandemic, as a
consequence, concern about the consequences arises not only
on physical and mental health [3]. In a survey conducted during
the current juncture of 546 people [4], the result was that
69.2% of the participants showed changes in behavior and
emotions as well as high levels of stress (47.2%).

In addition to all the above and before the start of the
pandemic, in Peru it is estimated that 1 in 5 individuals shows
signs of a significant mental problem each year. In the last

4 decades, various initiatives have been promoted but these
have not been sustainable, it is not until the approval of Law
29889 that a series of innovations in the provision of services
take place in the period 2013-2018. All this has made it
possible to implement more than a hundred new mental health
care facilities [5]. However, everything is still subject to the
commitment of the authorities, the gradual increase in public
financing and joint national and international strategies.

In addition, a study of burden by disease category carried
out in the country already revealed that mental and behavioral
disorders were at the top of the list. It is estimated that
approximately 20% of the adult and older population suffer
from mental health problems, especially depression, anxiety
and alcohol dependence. In addition to the above, 20% of
boys and girls suffer from behavioral and emotional disorders;
these antecedents are the consequence of an insufficient supply
of mental health services by the state. The resources are still
insufficient to manage to address the previous problems such
as the new ones caused by psychosocial stress [6], linked to
exposure to a possible contagion, insecurity and prolonged
confinement.

Faced with this pandemic and the various challenges it
poses in health matters, the College of Psychologists of Peru
consider that in the face of this new reality it is important
to be able to adapt to the changes and challenges country
is going through. In this sense, they state that the use of
technologies represents an opportunity to update knowledge
with new learning and various challenges that promote research
[7]. Therefore, in order to face mental health problems, it
is important to promote mental health research because the
country is at risk of continuing to increase the burden of
disease from psychiatric institutions. So the need arises for
this area to be included in the priorities of health research in
Peru [8], the latter being recently ratified by the Ministry of
Health for the period 2019-2023.

It is for these reasons that it is important to offer support
to contribute and improve the efficiency of mental health
plans promoted by the competent institutions. Thus, achieving
to offer innovative ways of attending to mental health in
the country through the use of technology, thus reinforcing
the still fragile efforts to provide a service in conditions to
the population. In this way, the effectiveness of the care of
our professionals was increased, lightening the load of the
functions they perform for better performance.

The objective of this work is to implement an app for the
prevention and care of mental health in the country through the
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use of artificial intelligence. This app can be downloaded to
any Smartphone which gives greater accessibility to the service
since nowadays everyone has a mobile device. The purpose
is to quickly anticipate possible reactions caused by mental
illnesses and disorders, the application by means of the activity
record in messaging services and / or social networks allow
knowing the current situation of the user. If any risky behavior
is detected, an alert notification was sent to 1 or more trusted
persons. In addition, it was possible to know the mood on a
daily basis, which is very important for a person with mental
health problems, the latter was possible through a rating scale
that have to be marked at the beginning of the day, which
allows better monitoring and follow-up user.

II. LITERATURE REVIEW

In carrying out the research work, the subject of artificial
intelligence was addressed and how this technology applied
to health generates significant contributions to improve the
precision and effectiveness of diagnoses and treatments of
diseases. It focus mainly on mental health in the country,
becoming a very helpful support for the work of specialized
medical personnel.

According to the author [9], comments that suicide as a
mental health problem is increasing worldwide with a figure of
approx. 800,000 deaths per year added to a subjective suicide
risk assessment process which limits its efficacy and accuracy.
Due to this, suicide detection strategies are focusing on the use
of artificial intelligence for the optimization of suicide risk pre-
diction and behavior management. The methodology use was
based on articles published between the years 1990 to 2019
and how artificial intelligence has had a positive impact on
the care and monitoring of mental health. In addition, artificial
intelligence has been used to support the clinical management
of suicide, demonstrating the advantages of incorporating this
technology. Ideal for use in remote locations with limited
access to mental health care. The author concludes based
on the observed benefits artificial intelligence has a proven
advantage for suicide prediction and mental health care.

On the other hand the author [10], confirming that existing
mental disorders have been even more affected by the current
global situation caused by COVID-19 increasing mental health
problems. To better understand the role of artificial intelligence
in their research, the methodology used was based on a review
of 253 articles. In the analysis of his framework, he consisted
in deriving ideas, concepts and knowledge that was integrated
into the development of his project. The results obtained were
mainly the possible applications of telepsychiatry and artificial
intelligence as well as characteristics and models of artificial
intelligence in mental health. Finally, they conclude that even
these new technologies cannot be fully adopted in the field
of mental health care, they consider that health professionals
must choose the most appropriate tools. Based on various
aspects, a balance must be found between conventional care
and technology-based care, which was achieved progressively.

It also coincides that in order to assess and treat the seque-
lae of mental health and possible psychiatric comorbidities,
it is important to optimize patient care [11]. To ensure the
efficient use of limited resources, artificial intelligence can
help to achieve this. It considers for its methodology the use of

artificial intelligence applications that include validations based
on clinical trials. As a result, it is evident that most artificial
intelligence applications use simulated data sets that limit the
rate and restrict its applicability in a clinical population and in
a real world environment. In conclusion, however, more up-
to-date and innovative test designs can generate better data
sets that are generalizable to the entire world population.
The acquisition of large volumes of data is of the utmost
importance as they are vital to guarantee that the applications
allow to obtain greater precision in the results, especially when
they are used as part of a diagnosis or clinical treatment.

The objective of the study was a preliminary evaluation
of real-world data to verify the effectiveness of a mental
well-being mobile application that interacts through text with
users with symptoms of depression [12]. The methodology put
into use for this case was to observe a group of anonymous
users who installed the application. The study used a mixed
methods approach to evaluate the impact and levels of user
participation. Quantitative analysis measured the impact of
the app by comparing the average improvement in depression
symptoms among users. The results obtained were the average
improvement in the participants’ state of mind, and 67.7% con-
sidered the application experience useful and encouraging. The
effectiveness and levels of user participation were concluded as
promising; however, these first findings have yet to be validated
in much larger samples and over longer periods of time.

In addition to the aforementioned, he agrees that the current
situation has aggravated various existing problems in the field
of health and has focused on knowing a list of factors that
could show a predisposition to a mental disorder [13]. For
its methodology, a survey was conducted of 17,764 adults
of different age groups, genders and economic status through
statistical analysis and Bayesian network inference. Key fac-
tors that affected the mental health of the participants were
identified during the pandemic, the integration of Bayesian
networks with classic machine learning approaches allowed
generating an effective model of the prevalence level of mental
health. It was also recognized who were more prone to mental
disorders and causes that cause mental pressure, with the
aforementioned it was prefixed with a precision of approx. 80%
that people are more mentally vulnerable. As a conclusion, it
was determined that factors influence mental health problems
during the pandemic and what activities help to keep at bay
from disorders that may affect, confirming that caring for
people with a history of mental illness seems to be more
important during this time.

Finally, after what has been stated by the various authors
mentioned, consider that the use of artificial intelligence is of
utmost importance and is relevant for a faster, more efficient
and optimal work with regard to mental health as it shows
great advantages that serve as support health professionals in
their work, reducing the workload which not only help better
decision-making, but also ensures better care and more accu-
rate results in diagnoses and treatments as well as monitoring
and supervision of the patient until recovery.

III. METHODOLOGY

Next proceed to describe the methods and tools used for
this research work.
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A. SCRUM Methodology

This framework implies a process management to tackle
complex projects that require dynamic environments, so they
demand speed of results and flexibility. It is an agile work
methodology that has several objectives and that allows to
accelerate processes, act quickly on possible changes and make
periodic deliveries of work.

1) Beginning: In this first phase, the respective roles are
identified and assigned, who was the Scrum Master and the
Stakeholders [14]; the members of the work teams are defined
according to their abilities and contributions to the project.

2) Planning and Estimation: In this second phase, the
user stories are created, the sprint backlog [15], also be
carried out taking into account the estimate for their correct
implementation of each one of them [16].

3) Implementation: In this third phase, the respective pro-
totypes are designed, taking into account the requirements of
each of the stories raised.

4) Reviews and Retrospectives: In this fourth phase, the
respective review of the Sprint is carried out by the team, in
an activity that allows the inspection and adaptation of the
product, the most important thing is the conversation by the
team to understand the situation and receive feedback [17].
In Fig. 1 observe the order of the processes for the Scrum
methodology.

Fig. 1. Scrum Methodology Flow.

B. Technological Tools

The technologies used for this research work guarantee an
optimal development of the mobile application based on the
knowledge of the members, managing to finish it according to
the specifications and in the established time.

1) Artificial Intelligence: This technology seeks to provide
software with the capacity for learning based on data, with
the latter patterns and opportunities arise through which per-
formance tests are carried out to measure efficiency based on
the percentage of errors and successes. The present research
project opts for machine learning as it is not linear since it
adapts through learning to new cases or situations, even not
needing constant supervision. In Fig. 2 can see the steps of
machine learning.

Fig. 2. Flow Diagram of the Machine Learning Modeling Process.

2) Mobile Apps: Refer to programs designed for exclusive
use on mobile devices, generally smartphones, which allows
the user access to various services and functions, both profes-
sional, entertainment, educational, among others, facilitating
the development of their activities.

3) Social Networks: Social networks are communities
made up of various people and organizations that relate to each
other through internet access, allowing immediate communica-
tion between users, sharing information and leisure activities.
For the present work, take advantage of the messaging service
that these communities provide, serving as the basis for the
analysis of the individual’s behavior and considering the mas-
sive use of these tools. Table I shows the results of a survey
carried out by IPSOS [18], confirming the high percentage of
use of social networks in the country.

TABLE I. USE OF SOCIAL NETWORKS IN PERU 2020

Estimated Users Population Most used social networks
13.2 Millions 78% Facebook,WhatsApp,YouTube,Instagram,

Messenger, Twitter.

4) Python: It is a high-level programming language that
manages to process all kinds of data structures, whether text
or numeric. It has taken the characteristics of its predecessors,
it is free software, that is to say, open source and allows it
to be used and distributed freely even for commercial use.
It is accessible, simple and multiplatform, for this project it
represents a great advantage due to its wide library, selection
of frameworks and its simplicity in syntax.

C. System Requirements

The programs necessary for an adequate development envi-
ronment are considered for this project, allowing the realization
and implementation of the app correctly.

1) SQL Server: is a relational database management system
(RDBMS). It supports a wide variety of transaction processing,
business intelligence, and analytical applications in corporate
IT environments.

2) Android Studio: is a development platform that allows
you to build mobile applications exclusively for Android
operating systems, as well as various tools that allow you to
develop an app that is stable on the target devices.
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3) Marvel App: is an online tool to make layout and
prototypes of both web pages and applications on mobile
devices.

IV. CASE STUDY

A. Planning

This project is made up of several stages where various
advances are made that must be completed in a certain time.
These stages begin with the definition of user stories that allow
identifying the system requirements. The project has 10 user
stories with an approximate time of 15 weeks for the stories to
be finalized. In Table II can see the description of each story,
which allows to better understand the functions that the app
has.

TABLE II. USER HISTORY

History No. Description
H1 As an administrator I want the application to show a friendly

and intuitive interface so that it is easy to use and allows
the user to register.

H2 As an administrator, I want the application to ask the user
to mark their state of mind on a daily basis.

H3 As an administrator, I want the application to be able to
collect information from social networks and messaging
services used by the user.

H4 As administrator I want the application to send a daily report
to the email of the assigned medical specialist.

H5 As an administrator, I want the app to display a questionnaire
on the cell phone screen that the user must fill out on a
mandatory basis in order to better control their mental health.

H6 As a user, I want to be able to register the contact details
of trusted people.

H7 As a user, I want the application to show me information
related to emotional well-being when entering the app.

H8 As an administrator, I want the application to send an
alert notification to the user’s trusted persons in case risky
behavior is detected.

H9 As an administrator, I want the application interface design
to be made based on colors and sounds that transmit calm
and stimulate positive emotions in the user.

H10 As an administrator, I want the application to show the user
motivational and / or informative messages as a preventive
function in case indications of possible risky behaviors are
detected without having to enter the app.

B. Estimate

For this phase, the user stories that have been previously
defined are organized through the product backlog allowing
to have fixed goals and meet the established deadlines. The
estimations are made by means of the planning poker technique
where the team is in charge of assigning a number (Fibonacci
series) to each user story to be able to classify them through
previous agreements. As can be seen in Table III in the
estimation column, the team determines the effort involved
in developing each function and requirement raised based
on history 6 since its development is the one with the least
difficulty.

To define the priority of user stories, take into account
the effort and difficulty that their respective development,
operation and execution may require, as well as the importance
and relevance that it supposes for the present project.

The development of the project is divided into three sprints,
with the first sprint obtaining a total of 8 story points, being

TABLE III. PRODUCT BACKLOG

History No. Estimate PRIORITY Sprint
H3 5 1 3
H4 5 2 3
H10 8 3 3
H8 8 4 2
H5 3 5 2
H6 1 6 2
H2 2 7 2
H1 2 8 1
H7 3 9 1
H9 3 10 1

the one that requires the lowest speed, which allows the team
to integrate and gain greater confidence in the process and
progress of the sprint in question. The second and third sprints
receive 14 and 18 points respectively and although the points
have increased, the team is already able to organize and com-
municate much better, which allows a greater understanding
and minimizes errors when working as a team. In Fig. 3, see in
a graph the sprints already organized and with their respective
story points.

Fig. 3. Story Points and Number of Sprints.

C. Implementation and Development

In this phase, the process to develop the mobile application
is detailed using the technologies and procedures proposed.
The modeling of the Machine Learning software is carried out,
in addition [19], at this stage make the choice of the algorithm
for learning the artificial intelligence software.

1) Sentiment Analysis: It is a process that analyzes opin-
ions, behavior and impressions of users, basically it consists of
extracting valuable information after having evaluated attitudes
and emotions behind a series of words, focusing on the lexicon
that expresses feelings. It has a generally commercial use
with applications in marketing, politics, services, companies,
surveys, brand positioning, etc. For the present project [20],
this method is used for the analysis of data in social networks
because the latter have gone from being simple means of
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communication to means of critical thoughts and / or opinion,
allowing the content to be classified into two categories:
positive and negative.

Fig. 4. Methods for Sentiment Analysis [21].

In Fig. 4, observe the two methods that can be used for the
process and development of sentiment analysis, for the present
work the alternative of an automatic learning model is chosen
to achieve better precision and accuracy of the results.

2) Supervised Learning: Machine learning is divided into 2
types of methods for the application of the project, supervised
learning is chosen since it is the most recommended for jobs
that require the use of classification and [22], allowing devel-
opers to more accurately identify the processes of intelligence
software artificial and at the same time have a better control
of the training material for the learning process.

3) Datasets: The data set is divided into two parts, the
first data is used for tests and the rest as training, the latter
being used to achieve Machine Learning modeling that gives
the most exact results possible and with the least margin of
error.

Fig. 5. The Data Extracted, Publications and Content Shared in a Public
Way.

In Fig. 5, Facebook and Twitter are considered as social
networks of reference for the extraction of data from the
present project. To obtain the necessary data, the API that the
platforms offer for developers is used. The results obtained
from the model [23], are compared with information based on
the medical history of patients who have presented disorders
related to depression and anxiety.

4) Data Preprocessing: The set of training and testing
data for the algorithm is previously subjected to a series of
techniques and procedures that allow cleaning and reducing

certain characteristics of the texts that are irrelevant for pro-
cessing. The purpose of this phase is to normalize the data by
converting the text into vectors for the classification process
and facilitating sentiment analysis using Machine Learning.

a) Filter:
In some cases the data may contain special characters that
denote admiration, questions or some reference to web pages
or tagging. These characters must be removed obtaining a clean
data set for vector representation and model classification.

b) Tokenization:
It allows to divide the sentences into smaller parts called
tokens, which are used for later stages of the processing,
facilitating the use of the data. For the project, a token is
equivalent to a word.

c) Anonymity of Personal Information:
The identity of the authors of social media posts must be kept
anonymous so as not to expose users without their consent.

d) Remove Stop-Words:
In natural language there are many words that are used fre-
quently and that by themselves do not keep any meaning. In the
Spanish language these words are usually articles, conjunctions
and pronouns.

Fig. 6. Architecture for the Dataset Collection Process for the Testing and
Training of the Machine Learning Model.

5) Algorithm: For this project, the Support Vector Ma-
chines classification algorithm is chosen, due to its advan-
tage and ability to work with large databases in addition to
performing text classification very well because it can handle
large functions and in turn demonstrate robustness when the
set of data is small and is distributed in a large area, for those
reasons it has given reliable results in past research.

In Fig. 6, the process from when the data are obtained to
their respective classification and modeling with the chosen
algorithm is graphically represented. As mentioned in [24]
correct data processing can make the difference between a
model with lower or higher performance. This project takes
these procedures into consideration to guarantee a model that
is as accurate and precise as possible.

In Fig. 7, see a graph that represents the operation of
the algorithm, dividing classes, that is, cases versus non-
cases, based on a line called the hyperplane. The hyperplane
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Fig. 7. Graphic Representation of the Algorithm Used Support Vector
Machines [25].

is created based on the greatest possible distance from the
closest neighboring predictor data points between the classes
[25]. More complex data that cannot be separated into two
dimensions can be raised to a higher dimension through a
process called kernelling.

V. RESULT AND DISCUSSION

A. Design and Prototypes

The designs are evidenced based on the sprints and user
stories, each one is described to understand in greater detail
the functions that are implemented in the mobile platform.

1) First Sprint: This sprint focuses mainly on the user
interface and menu section, in Fig. 8 can see on the left the
prototype that shows the options to be able to register and log
in to the application, the use of sober colors is considered in
the realization of the prototypes so that they can transmit calm
stimulating positive emotions to the user.

In the prototype on the right note the data that the user
is required to register and create an account, in turn it has a
section where you fill in the data of trusted people or close
contacts.

2) Second Sprint: This sprint focuses on the part of mental
health care of the user, in Fig. 9 the alert message sent to the
trusted person or close contact of the user is shown, in this way
preventive measures are reinforced and maintained an alert to
any risky behavior that can be detected by the app based on
the data obtained from the activity on the smartphone.

In the following figure, a form appears on the user’s screen
that must be filled out monthly in order to have greater
control over the behaviors, moods or behaviors that the user
may manifest, said screen appear without the need for the
user. Once entered into the app, the questions allow to detect
symptoms related to depression or anxiety. In addition, an
interface appears to the user at the beginning of his day, he
must fill it with a mandatory character to know her state of
mind, this screen appear daily.

Fig. 8. First and Second Prototype.

Fig. 9. Third and Fourth Prototype.

3) Third Sprint: This sprint is related to the collection of
information based on the user’s interactions with their social
networks and messaging services. In Fig. 10 observe the report
that it generates monthly to be sent to the health specialist or
medical center where the information was evaluated and allows
the user’s diagnosis and treatment to be further adapted.

B. Mobile App

Once the model has been completed and put to the test,
the application must now obtain the permissions to access the
mobile device and begin to collect data on the user’s activities
through the use of their social networks and messaging appli-
cations. In Fig. 11, see graphically the steps that the application
follows once it is installed on the mobile device and launched.

The information already being stored is examined by the
artificial intelligence program and is responsible for comparing
patterns through a database that determine indications or
possible changes in the user’s behavior and that may pose a
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Fig. 10. Fifth and Sixth Prototype.

Fig. 11. Flow Chart of the Mobile Application.

risk to this or their environment. In case a risky behavior is
detected, an alert notification is sent to trusted people who
have been registered by the user in the application, being
relatives or the assigned health specialist. In Fig. 12, observe
the architecture of the app and the processes it carries out
communicating through internet access to notify in case the
algorithm detects unusual behavior on the part of the user.

C. Algorithm Performance

The present work proposes an application for the care and
prevention of mental health, mainly focused on depression
and anxiety disorders that have worsened even more with
the current pandemic. On [26], the good performance of the
algorithm chosen for this project is verified, where 3 aspects
are taken into consideration: precision, sensitivity and F-score.

Fig. 13. Bar Graph Comparing the Performance of the Algorithm Proposed
in [26].

In Fig. 13, the Super Vector Machines (SVM) algorithm
stands out for the results obtained in precision and F-score
(accuracy) obtaining 0.95% and 0.92% respectively, demon-
strating good performance to predict users that may present
problems of mental health. In addition, the good result of the
algorithm is recognized in the face of this type of problem.

D. Mental Health in Peru

Mental health problems in the country have increased with
the current situation, according to data from INFOSALUD
telephone line authorized by the state for citizens who want
psychosocial support, it is confirmed that the first 2 places
of the most made calls are related to mental health problems
where anxiety and depression occupy second place only in the
months of April to May 2020 with a total of 3144 calls [27].

Fig. 14. Ipsos Survey 2020 [28].

In Fig. 14, a survey recently carried out by the IPSOS
pollster is shown where 37% of those interviewed consider that
one of the biggest problems facing the population is mental
health.

The survey was carried out during the pandemic period, so
the responses of the interviewees reflect the reality of a large
part of the population that not only considers to have been
affected by the economic situation but also psychologically
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Fig. 12. Mobile Application Architecture.

by the long period of quarantine that still exists lives in the
country, added to the fear and concern of being infected with
the Covid-19 virus.

The results of this project favor to reduce the psychological
effects caused by quarantine for this reason, the development
of an application that serves as support to specialized health
personnel turns out to be a support that generates a positive
impact for both doctors and patients. In this way, access
to personalized care is facilitated and appropriate preventive
measures can be taken in the event of warning signs that may
manifest as risk behaviors that are induced by mental health
problems.

VI. CONCLUSION AND FUTURE WORK

The research concludes that the application of Machine
Learning allowed effective and efficient monitoring of mental
health care and prevention through better control of user
behavior through the use of social networks, even allowing the
appropriate measures to be taken. for behaviors that indicate
possible harm to your mental health. In addition, the scrum
methodology allowed making suitable prototypes to be able to
prevent health and thus benefit citizens. For future work, it is

recommended to continue increasing the data for the training
of the Machine Learning model, allowing it to be more robust
with information related to more mental health diseases and
expanding its predictive capacity. This project has only been
limited to exploring results considering an ideal environment
for data collection, it is also recommended to improve the
processing in cases where the data may not be objective, such
as cases of sarcasm, spelling errors and spam in the content
written by the users.
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Abstract—Establishing patient-specific finite element analysis
(FEA) models for computational fluid dynamics (CFD) of double
stenosed artery models involves time and effort, restricting
physicians’ ability to respond quickly in time-critical medical
applications. Such issues might be addressed by training deep
learning (DL) models to learn and predict blood flow character-
istics using a dataset generated by CFD simulations of simplified
double stenosed artery models with different configurations.
When blood flow patterns are compared through an actual double
stenosed artery model, derived from IVUS imaging, it is revealed
that the sinusoidal approximation of stenosed neck geometry,
which has been widely used in previous research works, fails
to effectively represent the effects of a real constriction. As a
result, a novel geometric representation of the constricted neck
is proposed which, in terms of a generalized simplified model,
outperforms the former assumption. The sequential change in
artery lumen diameter and flow parameters along the length of
the vessel presented opportunities for the use of LSTM and GRU
DL models. However, with the small dataset of short lengths
of doubly constricted blood arteries, the basic neural network
model outperforms the specialized RNNs for most flow properties.
LSTM, on the other hand, performs better for predicting flow
properties with large fluctuations, such as varying blood pressure
over the length of the vessels. Despite having good overall
accuracies in training and testing across all the properties for
the vessels in the dataset, the GRU model underperforms for
an individual vessel flow prediction in all cases. The results
also point to the need of individually optimized hyperparameters
for each property in any model rather than aiming to achieve
overall good performance across all outputs with a single set of
hyperparameters.

Keywords—Double stenosed artery; CFD; neural network;
LSTM; GRU

I. INTRODUCTION

Cardiovascular diseases (CVDs) are the most common
causes of death around the world. Heart attacks are typically
sudden occurrences caused by the narrowing and blockage of
blood vessels1. A stenosed artery refers to the narrowing of a
blood vessel caused by the deposition of atherosclerotic plaque
on the inner walls of the arterial lumen [2, 3]. These cholesterol

1https://www.who.int/news-room/fact-sheets/detail/cardiovascular-diseases-
(cvds)

and fatty deposits lead to a swollen and inflamed inner arterial
wall which restricts the flow of oxygenated blood cells, nutri-
ents, and other essential substances from reaching the heart
muscles [4, 5]. Cholesterol have been shown to accelerate
the formation of plaque in arteries, eventually obstructing the
bloodstream and altering hemodynamics [6]. When the plaque
ruptures, the accumulated fatty acids, platelets, and dead cells
may coagulate, resulting in thrombosis formation [7]. In the
case of a coronary or cerebral artery, the blood clot may have
fatal consequences since it will also cut off the blood flow to
the cerebral region of the brain or the myocardial heart wall [8].
The likelihood of developing thrombosis is highly dependent
on the thickness of the plaque, the characteristics of infected
blood, and blood pressure [9].

Numerous studies observed pulsing flow behavior and
constant dampening of its oscillations, which they attributed to
the flexibility of blood vessels [10]. Coronary artery disorder
is critical in hemodynamics because it alters the flow pattern,
resulting in variations in the wall pressure and shear stress
of the arteries. As a result, health researchers must determine
the flow velocity and amount of shear stress in arteries. A
substantial part of the published research [11] focused on the
physiological origins of the disease as they relate to blood
vessels. However, few have made strides in understanding the
underlying physics of the illness in order to better understand
the cause and, as a result, paving the way to less invasive and
more long-term treatments. Medical imaging can be utilized to
visualize the areas of fatty deposits inside artery walls, but it is
not capable of providing numerical data in the same way that
computational fluid dynamics (CFD) simulations are capable
of providing. According to Kompatsiaris et al. [12] and Liu
et al. [13], computational simulations can offer an in-depth
evaluation of flow resistance owing to wall shear stress (WSS)
on blood vessel walls, blood flow rates, and pressure changes.
CFD results generated by modeling vessels in the relevant re-
gions may be compared to the reliability of mathematical data.
It is possible to develop a less invasive dependable method for
medical diagnosis by integrating physician expertise with data
derived from realistic computational fluid dynamics models.
Owing to the vessel’s small dimensions, in vitro, and in vivo
flow field experiments are not representative and accurate.
Thus, with improved software development and computer
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efficiency, CFD may replace such experimental approaches.
CFD has been already used in several studies involving blood
flow through vessels. Fazlay et al. [14] used CFD to show that
following a double stenosed region in an artery, blood flow
is hampered significantly at maximum systolic velocity and
acceleration. Jianhuang et al. [15] coupled transient blood flow
with elastic artery to evaluate unsteady flow characteristics
along its length using computational fluid dynamics. Mukesh
et al. [1] used an in-house CFD solver to verify and simulate
blood flow via a stenosed artery. Mehdi et al. [17] compared
several turbulent models from blood flow through vessels and
concluded that inaccuracies are introduced by assuming the
flow to be laminar.

Setting up patient-specific finite element analysis (FEA)
models for CFD takes time and effort, limiting quick response
to physicians in time-sensitive medical applications. As such,
Liang et al. [18] created deep learning (DL) algorithm to pre-
dict aortic stress distributions. The DL model was developed to
use FEA data and directly produce aortic wall stress distribu-
tions, skipping the FEA calculation step entirely. Arzani et al.
[19] proposed a Physics-informed neural networks framework
for predicting near-wall blood flow and wall shear stress from
sparse velocity data concentrated in an interest region. Gao
et al. [20] proposed a deep neural network approach that
allows machines to recognize fractional flow reserve values
directly from static coronary CT angiography images. Such
progressions in computer science open up new horizons for
further development. For instance, if the diameters of the
stenosed aortic vessel are considered at regular intervals, a
special kind of artificial neural network called recurrent neural
network (RNN) can be implemented. RNN’s internal memory
allows them to comprehend sequential data. Their ability to
retain crucial details about the preceding step, such as aortic
diameter, could enable them to predict occurrences in the next
step such as WSS, blood pressure or flow velocity more accu-
rately. Previously RNN has been successfully implemented for
malware classification [21], 3D shape generation [22], traffic
forecasting [23], and speech enhancement [24]. While former
research works explored various aspects of blood flow through
arteries and investigated the predictive capabilities of several
DL models, they overlooked such sequential trends in the
variation of aortic diameter that occurs within the vessels.
As such, it is unclear what effects these specialized RNNs
might have on the fast prediction of blood flow characteristics
through the arteries. A double stenosed artery is of particular
interest in this study since it not only provides wide variations
in aortic diameters within a short length but also poses serious
health hazards within the human body, so much so that stenting
might be required. Thus predicting the flow within them
quickly might aid medical researchers with stent improvements
and deployment. However, there are several hurdles that must
be addressed before such analysis can be performed. As a
result, the paper is divided into the following sections in order
to discuss them further:

• Section II explains the computational fluid dynamics
simulations.

• Section III describes the deep learning models utilized
in this study.

• Section IV demonstrates the data source and the
organization of the dataset.

• Section V presents the hyperparameters that were fine-
tuned in this study.

• Section VI discusses the results obtained.

• Section VII presents the conclusion that can be drawn
from the findings.

II. COMPUTATIONAL FLUID DYNAMICS SIMULATIONS

Several data are necessary to construct a dataset in order
to implement artificial intelligence (Ai). The lack of sufficient
medical data on blood flow patterns in doubly stenosed arteries
necessitates the use of computational approaches to generate
the data. This allows for the exploration and visualization of
the variations in blood flow behavior induced by several com-
binations of stenosis at varying distances apart. This section
describes the processes used to set up CFD simulations and
compares a couple of simplified models to identify which one
best depicts the real flow characteristics, using an actual double
stenosed artery model as a reference.

A. Governing Equations

If the Navier–Stokes equation is interpreted as the sum of
an average and an oscillating component for each variable, then
the continuity and Reynolds averaged Navier–Stokes equations
(RANS) are as follows:

∂ūi

∂xi
= 0 (1)

Dūi

Dt
= −1

ρ

∂P̄

∂xi
+

∂

∂xj

(
µ+ µT

ρ

(
∂ūi

∂xj
+

∂ūj

∂xi

))
(2)

where µ represents the summation of laminar µ0 and turbulent
µT viscosities:

µ = µ0 + µT (3)

For K-ε standard turbulence model, µT is computed as:

µT = ρcρ
K2

ε
(4)

where K represents the turbulence kinetic energy and ε denotes
the rate of turbulence dissipation.

A straight double stenosed artery can be simply modeled
as a tube with a diameter D with stenosed necks S1 and S2

separated by a distance of L. The degree of obstruction of the
stenosed regions can be expressed as follows:

%S =
D − d

D
× 100% (5)

where d is the lumen diameters at neck S. The fraction of
lumen opening at the neck then can be addressed as:

Fraction of lumen opening = 1−%S/100 (6)
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B. Simulation Setup

Solidworks is used to model the arteries for this study.
The blood vessels are assumed to be rigid with the no-slip
condition at the arterial wall. Ansys Fluent software is used to
set up the simulation and solve the RANS equations utilizing
the finite volume method (FVM). The second-order upwind
scheme was employed to spatially discretize the governing
equations and the SIMPLE method was used to manage the
pressure-velocity decoupling [16]. Blood is considered to be
an incompressible fluid with a density of 1050 kg/m3 and a
viscosity of 0.0033 Pa.s [17]. The inlet flow velocities are
obtained from the velocity profile presented by Fazlay et al.
[14]. The authors pointed out five particular velocities from
the waveform: 0.21 m/s, 0.33 m/s, 0.28 m/s, 0.14 m/s,
and 0.09 m/s at maximum systolic acceleration, systolic ve-
locity, systolic deceleration, diastolic velocity, and at minimum
systolic velocity respectively. Due to the presence of plasma,
platelets, and suspended cells, blood has the characteristics of
non-Newtonian fluid [16]. However, numerous previous CFD
research treated blood as a Newtonian fluid [14, 17, 25]. In
fact, Ku et al. [26] observed that for Reynolds numbers (Re)
ranging from 110 to 850 in big arteries, the non-Newtonian
impact of blood is insignificant. As such, blood is deemed
Newtonian in this analysis since Re stays within this range.
The simulations are carried out with a time step of 0.0001 s
and a mesh element size of 0.112 mm.

Fig. 1 shows the velocity profile for the sinusoidal stenosed
artery model presented by Fazlay et al. [14] at a distance equal
to the vessel’s diameter D away from the stenosed neck using
the aforementioned blood flow characteristics and the K-ε
standard turbulence model. The velocity curve closely matches
the velocity profile of the model suggested by Mehdi et al.
[17] and has a good agreement with the experimental results
of Ahmed and Giddens [27]. As a result, further simulations
are performed using this particular turbulence model.

Fig. 1. Validation Test Comparing Velocity Profile of Present Simulation
with Simulation Result of Mehdi et al. and Experimental Results of Ahmed
and Giddens at a Distance Equal to the Vessel’s Diameter D Away from the

Stenosed Neck.

C. Modeling Double Stenosed Artery

Fig. 2 illustrates the modeling of a straight section of
an actual doubled stenosed artery obtained via intravascular
ultrasound (IVUS) imaging using a 3 fr catheter and a 1 mm
guidewire, with a pullback rate of 1 mm/s. It has an average
non-stenosed hydraulic diameter of approximately 4 mm, with
40.25% and 32% stenosis situated 10 mm apart. Fig. 3 shows
two simplified representations of the actual artery with similar
stenoses. Unlike the sinusoidal equation-generated model [14]
for a similar configuration, the actual model exhibits a gradual
decrease in lumen diameter, as visible from Fig. 4, while
Fig. 4 illustrates the variation in blood flow patterns through
them. This simplification has a significant effect on the flow
characteristics of blood. As demonstrated by Fig. 4, the steep
sinusoidal stenosed edges exhibit a wide variation in average
velocity (Vavg), wall shear stress (WSS), and pressure from
those obtained from the actual model simulation for input
velocity of 0.3 m/s. As such, a more representative model
is required. Fig. 3 presents another model denoted as the
splined model. This model features a 25% stenosis region
5 mm upstream and 5 mm downstream of the main stenosed
neck. When such circular cross-sections are joined with spline
guidelines, the simplified model captures the actual model’s
naturally formed gradual stenosis characteristics. This results
in a WSS curve that is more similar to that of the actual artery
model as can be seen in Fig. 4. The Vavg curve also shows
a similar trend but is visibly higher due to the absence of
surface irregularities to retard the flow as in the actual model.
On the other hand, both simplified models fail to represent the
actual model’s pressure fluctuations effectively, especially at
the diverging sections following the stenosed necks.

Fig. 2. Modeling of an Actual Double Stenosed Artery from IVUS Images.
For Clarity, Only a Few IVUS Images are Shown.

Fig. 5 illustrates the aforementioned flow characteristics vi-
sually. The graphic clearly illustrates the influence of naturally
produced uneven surfaces on the actual model. Initially, the
blood pressure is rather high in all three models. As the blood
reaches the first stenosed neck, the pressure gradually drops to
or below zero. According to Bernoulli’s principle, the decrease
in pressure induces an increase in flow velocity in the stenosed
region, as also visible from the figure. This results in a sig-
nificant rise in WSS at the constriction site. According to the
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Fig. 3. Comparison Between the Sinusoidal and Splined Representation of
Stenosed Neck Geometry in a Simplified Model of the Actual Double

Stenosed Artery.

continuity equation, when blood travels further into the first di-
verging section, the increase in the cross-sectional area results
in a reduction in flow velocity. As a consequence, pressure rises
and WSS falls. As the blood approaches the next stenosed
neck, the velocity increases again but to a lower magnitude
due to less constriction there. The pressure decreases once
again, along with a slight rise in WSS. Further downstream,
the velocity attains equilibrium, and both pressure and WSS
approach near-zero values. Although not perfect, Fig. 4 and
Fig. 5 indicate that the splined model would be a better match
than the sinusoidal model for the artificial intelligence (Ai)
implementation in the next section. Such is the cost of creating
a generalized simplified model without being patient-specific.
From these discussions, it is also apparent that the progressive
change in the cross-sectional diameter of the stenosed aortic
vessel gradually affects blood flow characteristics. This enables
the generation of a sequential dataset by taking into account
the diameters and flow properties at regular intervals along
the length of the blood vessel. The mesh independence test,
as illustrated in Fig. 6, demonstrates that changing the mesh
element size has a minor influence on the flow characteristics
of blood through the splined double stenosed artery model.
Between 0.099 mm and 0.112 mm, the variation in simulation
results is significantly less. As such, it is more reasonable to
adopt a mesh element size of roughly 0.112 mm throughout
this study to achieve high CFD simulation accuracy without
being too computationally expensive.

III. DEEP LEARNING MODELS

A recurrent neural network (RNN) is a special kind of Ai
network with internal memory that enables it to comprehend
sequential data. However, the basic RNN is afflicted by a
phenomenon known as vanishing gradient [28]. Long short-
term memory (LSTM) and gated recurrent units (GRU) are
special kinds of RNN networks developed to mitigate the
problem. Their capacity to retain crucial details from the
preceding step, such as aortic diameter, would allow them to
effectively forecast occurrences in the following step, such as
wall shear stress (WSS), average velocity (Vavg) of blood,
and pressure. Three techniques are employed in this study to

Fig. 4. Comparison of Flow Characteristics Through the Actual and
Simplified Double Stenosed Artery Models.

predict these flow properties: Gated Recurrent Unit (GRU),
Long short-term memory (LSTM), and Neural Network (NN)
models. All three models used inlet velocity and percentage
lumen openings at eleven locations along the 50 mm long
blood artery at regular 5 mm intervals to predict the blood
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Fig. 5. Visualization of Flow Properties Through the Actual and Simplified Double Stenosed Artery Models.

Fig. 6. Mesh Independence Test with Various Sizes of Mesh Elements.

flow characteristics at those positions. This section highlights
each of the three deep learning models.

A. Gated Recurrent Unit Model

Gated Recurrent Unit (GRU) [29] is a special kind of
recurrent neural network that consists of an update gate and a
reset gate. GRU’s update gate determines how much data from
previous units must be passed on. The update gate computes
zt for time step t using the formula:

zt = σ(Wz.[ht−1, xt]) (7)

where zt is update gate output at the current timestamp,
Wz is weight matrix at update gate, ht−1 information from
previous units, and xt is input at the current unit.

The model used the reset gate to determine how much
information from previous units should be erased. This is

calculated using the following formula:

rt = σ(Wr.[ht−1, xt]) (8)

where rt is reset gate output at current timestamp, Wr is
weight matrix at reset gate, ht−1 information from previous
units, and xt is input at the current unit. The relevant data
from earlier units were stored in the current memory content
using this formula:

h̃t = tanh(W.[rt ∗ ht−1, xt]) (9)

where ht is current memory content, W is weight at current
unit, rt is reset gate output at current timestamp, ht−1 is
information from previous units, and xt is input at the current
unit.

Final memory at the current unit was a vector that stored
and conveyed the current unit’s final information to the next
layer. This was computed using the following formula:

ht = (1− zt) ∗ ht−1 + zth̃t (10)

where ht is final memory at the current unit, zt is update
gate output at current timestamp, ht−1 is information from
previous units, and ht is current memory content.

B. Long Short-term Memory Model

Another sort of RNN is the Long short-term memory
(LSTM) [30]. In contrast to the GRU, the LSTM contains
three gates: the forget gate, the update gate, and the output
gate. The LSTM gates’ formulae are as follows:

it = σ(Wi[ht−1, xt] + bi) (11)

ft = σ(Wf [ht−1, xt] + bf ) (12)

ot = σ(Wo[ht−1, xt] + bo) (13)
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where it represents input gate, ft represents forget gate, ot
represents output gate, σ represents sigmoid function, Wx

represents weight of the respective gate(x) neurons, ht−1

represents output of previous LSTM block at timestamp t−1,
xt represents input at current timestamp and bx represents
biases for the respective gates(x).

Both GRU and LSTM models utilized the many-to-many
combination, with an 11 node dense layer as the output,
to predict the Vavg , WSS, or blood pressure at the eleven
positions, taking the aforementioned inputs. These models are
depicted in Fig. 7. The hyperparameters of these models were
varied in order to maximize the prediction accuracies across
all three flow properties.

Fig. 7. Illustration of LSTM / GRU Ai Models in Many-to-Many
Configuration.

C. Neural Network Model

The other aspect of the present study is the neural net-
work (NN) as shown in Fig. 8. It is defined as a collection
of algorithms that are capable of correctly recognizing the
underlying connections between a set of data via a method
that replicates the way the human brain works. They are
not limited to sequential data and are composed of nodes
with assigned weights. Through the forward and backward
propagation processes using labeled data, the network is able
to fine-tune the weights to make accurate predictions. It also,
applied the same inputs as the previous two models to predict
the same flow features. The hyperparameters were also varied
for this model to improve its accuracy.

IV. DATASET

Since the present study involves a newly proposed doubled
stenosed artery model, a dataset of CFD simulation results
relating to it is unavailable. As such, a custom dataset con-
taining 180 data points was constructed. To create the dataset,
several configurations of fractions of lumen opening at each
stenosed neck, gaps between them, and inlet velocities, as
previously mentioned in the simulation setup section, were
used. In particular, stenosis severity levels of 25%, 50%, and
75% were applied at individual necks, with 10 mm, 15 mm,
20 mm, and 25 mm spacing between them. 90% of the total
data were utilized for training, while the remaining 10% was

Fig. 8. Illustration of Neural Network (NN) Ai Model.

used for validation. A different test set containing 18 datapoints
was also constructed using configurations that were absent in
the main dataset, such as different inlet velocities and stenosis
severity levels of 70%, 60%, 40%, 30%, etc. Due to the
lack of additional IVUS images with similar double stenosis
conditions, the blood vessel employed is a generalized form
of a patient-specific actual model. Overcoming such hurdles,
as well as including CFD simulations of curved vessels in the
future could make the dataset even more beneficial.

V. HYPERPARAMETERS

In order to improve the accuracy of these three models,
several hyperparameters were tuned. Table I summarizes the
ranges of the parameters varied. Firstly, different units for the
LSTM / GRU models and different numbers of hidden layers
(HL), containing 12 nodes in each, for the NN model were
tested to determine the conditions that performed well for
predicting all three flow properties. Subsequently, the number
of epochs and the learning rates were optimized to maximize
the accuracies of the deep learning models. Other parameters
such as the loss function, activation functions, and optimizer
were kept uniform in all models to provide a fair comparison.
Initially, min-max normalization was used to ensure that all of
the data in the dataset was within the range of 0 to 1.

To compute the loss, each model utilized the Mean squared
error (MSE) function which is represented by the formula:

L(y, ŷ) =
1

N

N∑
i=0

(y − ŷi)
2 (14)

where ŷ is the predicted value, N is the number of data
points, and y is the observed value. MSE in particular can
penalize large errors more than smaller ones, making it a good
choice for achieving multiple accurate predictions. Each dense
layer utilized the sigmoid activation function, which produces
a probabilistic output that exists exclusively between 0 and 1,
following the equation:

ϕ(z) =
1

1 + e−z
(15)
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For its capability of achieving excellent results quickly and
effectively, the Adam [31] optimizer was implemented in all
of the models.

TABLE I. HYPERPARAMETERS ADAPTED IN DIFFERENT MODELS

GRU LSTM Neural Network

units: 12 units: 12 HL: 1

Units / Hidden Layer(HL) units: 48 units: 48 HL: 2

units: 84 units: 84 HL: 3

units: 120 units: 120 HL: 4

50000 50000 50000

Epochs 100000 100000 100000

150000 150000 150000

200000 200000 200000

0.01 0.01 0.01

Learning Rate 0.001 0.001 0.001

0.0001 0.0001 0.0001

0.00001 0.00001 0.00001

VI. RESULT AND DISCUSSION

Training and testing accuracies were used to assess the
three suggested Deep Learning approaches. These accuracies
indicated the degree to which each model could correctly pre-
dict Vavg , WSS, or blood pressure during testing or training.
The variance in the accuracies for varying the number of units
in the GRU and LSTM models, as well as for different the
number of hidden layers in the NN model is represented in
Table II. In these cases, the number of epochs and learning rate
were kept constant at 100000 and 0.0001 respectively. Owing
to a small dataset, the LSTM model with 84 units overall
performed well across all flow properties for both training and
test sets, as visible in the table. In contrast, the GRU model
did well throughout both sets with only 48 units. Extending the
units beyond these ideal values seems to degrade the efficacy
of both models. On the other hand, the NN model shows an
overall decreased effectiveness in predicting the flow properties
for both sets as compared to the other two models with
the same number of epochs and learning rate. Nonetheless,
testing with different numbers of hidden layers reveals that
the smaller number of data prefers a shallower architecture
with 2 intermediate layers only, having good accuracies on
most occasions. Pressure values in the dataset were either very
large or very small at certain points along the length of the
vessel, as also visible from Fig. 4. As a consequence, when
these numbers were normalized, tiny values were transformed
to near-zero values, while bigger values were changed to near-
one values. As such, each model only needed to learn either
of these two extreme quantities at certain locations, leading to
much higher accuracies for both training and test sets.

To further tune the hyperparameters and improve the accu-
racies of the models, the number of epochs was varied from

50000 to 200000 while keeping the learning rate constant at
0.0001. Based on the previous evaluations, the number of units
for LSTM, GRU, and the number of hidden layers for the NN
model is set to 84, 48, and 2 respectively. The results of these
evaluations are reported in Table III. It can be seen that for
the LSTM model, the highest accuracy for Vavg is obtained
at 200000 epochs, whereas pressure achieves the greatest
accuracy at 150000 epochs. The predicting effectiveness for
WSS remains unchanged from 100000 to 200000 epochs.
However, the average testing accuracies across three properties
are much lower above and below 100000 epochs, indicating
the model cannot generalize well in those rangers. The GRU
on average also performs very well at 100000 epochs using
both sets of data. The training dataset for the NN model clearly
prefers the higher epochs but the peak average test set accuracy
at 150000 epochs indicates non generalizing effect beyond this
value.

Finally, the learning rates of each model are tuned, setting
the other hyperparameters to their predetermined optimum
values. The results of these investigations are shown in Table
IV. The table suggests that LSTM performs very well in
predicting the flow properties for learning rate in between 0.01
to 0.0001, whereas GRU is most accurate for a rate of 0.001.
NN model on the other hand prefers a learning rate between
0.001 and 0.0001. In certain cases the larger learning rate
overshoots, destabilizes the training process, and fails to reach
optimum accuracy, for example, NN for predicting pressure of
the flow. It also tends to overfit the data from both LSTM and
NN models. Too small learning rate isn’t beneficial either since
it also lowers the overall accuracies of all the models across
the three flow properties. Although not the most accurate in
every instance, a learning rate of 0.001 that can generalize well
is preferred by all three models to reasonably predict each of
the flow properties from both datasets.

Fig. 9 compares the predicted flow characteristics obtained
with the optimized hyperparameters to the CFD simulation
results obtained with the real and splined models for the
identical configuration with 40.25% and 32% stenosis located
10 mm apart. In the case of average velocity, the LSTM
model overestimates, while the GRU model underestimates,
and therefore fails to effectively estimate the flow pattern.
On the other hand, the NN model is far more accurate at
forecasting flow velocity patterns and is comparable to the
simulation results achieved with the splined model. Again, for
WSS, the NN models perform well and closely track the sim-
ulation outcomes. Interestingly, the prediction imperfections
put the LSTM model’s WSS pattern prediction closer to the
actual model’s simulation outcomes without even training on
that model. Nevertheless, both LSTM and GRU models fail
to predict the WSS pattern entirely. Then again, the LSTM
model performs much better at predicting pressure fluctuations,
while the GRU model’s simplicity prevents it from learning the
pressure changes effectively from the small dataset. Unlike the
other two properties, the NN model seems to be less capable
of comprehending flow pressure variation. Thus, Fig. 9 further
demonstrates that tuning the hyperparameters to generalize
the models for predicting all flow properties leads to their
overall diminished performance. As such, although more effort
is necessary, optimizing the models based on each of the
flow characteristics individually would be more beneficial.
Additionally, the graphic illustrates the NN model’s supremacy
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TABLE II. ACCURACIES ACHIEVED BY DIFFERENT MODELS BY VARYING THE NUMBER OF UNITS FOR THE GRU AND LSTM MODEL AND CHANGING
THE NUMBER OF HIDDEN LAYERS FOR THE NEURAL NETWORK MODEL

Model Units/HL Epoch Learning Training Testing
Rate Vavg WSS Pressure Vavg WSS Pressure

12 0.8500 0.8778 0.8278 0.7778 0.7222 0.8889
LSTM 48 0.8611 0.9833 0.9722 0.8333 0.7778 0.7778

84 0.8778 0.9778 0.9889 0.8889 0.8889 0.8889
120 0.9111 0.9722 0.9444 0.9444 0.7222 0.8333
12 0.7944 0.7667 0.9500 0.8333 0.7222 0.9444

GRU 48 0.9000 0.9722 0.9722 0.9444 0.7778 0.9444
84 100000 0.0001 0.8833 0.9556 0.9556 0.7778 0.8333 0.9444

120 0.8389 0.9667 0.9611 0.9444 0.8889 0.9999
1 0.8444 0.9500 0.7167 0.8333 0.8333 0.7222

NN 2 0.8222 0.9722 0.9389 0.8333 0.7778 0.9999
3 0.8222 0.9667 0.8778 0.7778 0.7222 0.9999
4 0.8167 0.8278 0.9333 0.8889 0.5556 0.9999

TABLE III. ACCURACIES ACHIEVED BY DIFFERENT MODELS BY VARYING THE NUMBER OF EPOCHS

Model Units/HL Epoch Learning Training Testing
Rate Vavg WSS Pressure Vavg WSS Pressure

50000 0.8667 0.9389 0.7000 0.7778 0.7222 0.5000
LSTM 84 100000 0.8778 0.9778 0.9889 0.8889 0.8889 0.8889

150000 0.8944 0.9778 0.9944 0.7778 0.7222 0.9999
200000 0.9222 0.9778 0.9722 0.7778 0.7778 0.7222
50000 0.8389 0.9389 0.8222 0.8333 0.9444 0.7778

GRU 48 100000 0.9000 0.9722 0.9722 0.9444 0.7778 0.9444
150000 0.0001 0.8667 0.9556 0.9667 0.8889 0.7778 0.9999
200000 0.8944 0.9667 0.9778 0.8889 0.8889 0.9999
50000 0.8500 0.9333 0.6444 0.8333 0.8333 0.6667

NN 2 100000 0.8222 0.9722 0.9389 0.8333 0.7778 0.9999
150000 0.8222 0.9389 0.9778 0.8333 0.9444 0.9999
200000 0.8556 0.9778 0.9999 0.7778 0.8333 0.9999

TABLE IV. ACCURACIES ACHIEVED BY DIFFERENT MODELS BY VARYING THE LEARNING RATE

Model Units/HL Epoch Learning Training Testing
Rate Vavg WSS Pressure Vavg WSS Pressure

0.01 0.8611 0.9944 0.9944 0.9444 0.7778 0.8889
LSTM 84 100000 0.001 0.9500 0.9778 0.9778 0.7778 0.8889 0.9999

0.0001 0.8778 0.9778 0.9889 0.8889 0.8889 0.8889
0.00001 0.8833 0.9500 0.500 0.8333 0.7222 0.6111

0.01 0.8389 0.9722 0.9778 0.8333 0.5556 0.9999
GRU 48 100000 0.001 0.9333 0.9833 0.9833 0.9444 0.8333 0.9444

0.0001 0.9000 0.9722 0.9722 0.9444 0.7778 0.9444
0.00001 0.8611 0.9111 0.7778 0.8889 0.6667 0.8333

0.01 0.8944 0.9833 0.3611 0.7778 0.6111 0.2778
NN 2 150000 0.001 0.8111 0.9944 0.9999 0.8889 0.8333 0.9999

0.0001 0.8222 0.9389 0.9778 0.8333 0.9444 0.9999
0.00001 0.7111 0.6111 0.4222 0.6111 0.5556 0.4444

in predicting short lengths of sequential data from a small
dataset.

VII. CONCLUSION

The present study explored the faithfulness of simpli-
fied models’ flow characteristics to that of the actual model
derived from IVUS imaging. The model with a sinusoidal
representation of stenosed geometry, which has been widely
used in earlier research, entirely fails to portray the actual
model’s fluctuations in flow property patterns. Although not
fully perfect, owing to non-circular cross-sections of the actual
model, the newly proposed splined model stands out as a
better representation for the construction of a database with
various percentage stenoses with varying gaps between them,

for implementation of artificial intelligence. The sequential
nature of the input and subsequently the flow properties opened
up opportunities for specialized RNNs to be implemented. As
it turns out, the short lengths of the vessel and small dataset
prefer a simpler, less sophisticated conventional neural network
model with shallow architecture for efficiently predicting most
flow parameters, such as average velocity and wall shear stress.
On the other hand, the considerable variation in pressure
along the short length of the vessel favors the computationally
expensive LSTM model with a large number of units. The
simpler GRU model, although generalized well in terms of over
accuracies across both training and test sets, fails to generate
better predictions than the other two Ai models for any
individual double stenosed artery. This highlights the fact that
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Fig. 9. Comparison Between Predicted Flow Characteristics with Optimized
Hyperparameters and Simulated Results of Actual and Splined Artery

Models.

instead of aiming to achieve overall good performance across
all outputs with a single set of hyperparameters, each property
needs to be addressed and models optimized individually. The
major limitation of this study has been its small dataset. With
more CFD simulations featuring stenosis configurations in

between those used in this training dataset, as well as with
more inlet blood flow velocities within the relevant range it
might be possible to improve the efficiencies of the Ai models.
Future work on this subject might involve simulating and
forecasting flow characteristics for curved vessels in order to
make it an even better representation of the arteries naturally
found in the human body. In addition, new Ai models might
be developed to generate images directly from input fraction
lumen opening data in order to better analyze blood flow pat-
terns through double stenosed arteries. Such advancements, as
well as the current findings, would allow medical researchers to
swiftly estimate the severity of blood flow obstructions through
constricted arteries, thereby assisting in stent development and
deployment.
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Abstract—There are many different programming languages
and each programming language has its own structure or way
of writing the code, it becomes difficult to learn and frequently
switch between different programming languages. Due to this
reason, a person working with multiple programming languages
needs to look at documentations frequently which costs time
and effort. In the past few years, there have been significant
increase in the amount of papers published on this topic, each
providing a unique solution to this problem. Many of these papers
are based on applying NLP concepts in unique configuration to
get the desired results. Some have used AI along with NLP to
train the system to generate source-code in specific language,
and some have trained the AI directly without pre-processing
the dataset with NLP. All of these papers face two problems:
a lack of proper dataset for this particular application and
each paper can convent natural language into only one specified
programming language source-code. This proposed system shows
that a language independent solution is a feasible alternate
for writing source-code without having full knowledge about a
programming language. The proposed system uses Natural Lan-
guage Processing to convert Natural Language into programming
language-independent pseudo code using custom Named Entity
Recognition and save it in XML (eXtensible Markup Language)
format which is an intermediate step. Then, using traditional
programming, this system converts the generated pseudo code
into programming language-dependent source-code. In this paper,
another novel method has been proposed to create dataset from
scratch using predefined structure that is filled with predefined
keywords creating unique combination of training dataset.

Keywords—Natural Language Processing (NLP); Natural Lan-
guage Interface (NLI); Entity Recognition (ER); Artificial Intelli-
gence (AI); source code generation; pseudocode generation

I. INTRODUCTION

Source-code is a list of human-readable instructions written
in particular programming language. The aim of source-code
is to check for precise specification, format and rules so that
it can be interpreted into machine language [1]. Therefore,
source-codes are the fundamentals of a computer program. It
is usually written by a programmer or developer that has some
training and knowledge of the programming language. The are
many independent languages and each has its own distinctive
way to writing instructions.

Natural Language Interface (NLI) provides a different input
method in which users can interact with computer using spoken
human language, like English instead of using a graphical user
interface (GUI), command line interface (CLI) or computer
languages like C and Python [2]. NLI enables the computer

to recognize and understand the flow of human language by
providing an abstract layer that connects computers to users
[3]. It enables users to enter their search queries in natural
language which can be in either spoken audio or written text.
The goal for most natural language systems is to make the
system easier to use and to provide an interface that decrease
the training time required for users.

The proposed system aims to generate source code of
various programming languages like python and C using
natural language as input. Making use of NLI to generate
source-code can help beginners understand the language well.
It can also help professionals to increase their working speed
as uncommon and easy problems can be solved without going
through documentation of that programming language.

As writing source-code is becoming more widespread and
complicated, it is becoming an essential to automate writing
simpler source-code by AIs to save time in writing, learning
and understanding source-code. With Natural Language Pro-
cessing (NLP) getting better and simple with each year and the
demand for writing new and complex source code is increasing
every year, it was inevitable for these two fields to join.
There are many natural language interfaces that connect NLP
with databases but not many programs that connect NLP with
computer languages. Creating an Natural Language Interface
that helps programmers to create source code will reduce the
time it takes for them to write source code as they will refer
to complex documentation less frequently and will reduce the
bar to enter the world of programming language.

II. LITERARY STUDY

A. Different Natural Language Interface Approaches

Review of different approaches in natural language inter-
faces to databases [4] published by Reshma E. U. and Remya
P. C. explores some Natural Language Interfaces to Databases
(NLIDB) trends in 2017. They found that current NLIDB sys-
tem consists of following types: ’Pattern matching’ (i.e. Using
manually defined rules), ’Syntax based system’ (i.e. Creating
parse tree and mapping it to database), ’Semantic grammar
system’ (i.e. Passing user input with hard wired semantic
grammar and then creating parse tree which will be mapped to
database) or ’Intermediate representation system’ (i.e. it first
translates the natural language input into intermediate logical
query and then, it translates intermediate logical query into
database query language.
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There are many such systems that follow the same tech-
niques and patterns with minor changes, namely, ”IQS - Intelli-
gent Querying System using Natural Language Processing” [5]
and ”MyNLIDB: A Natural Language Interface to Database”
[6].

The advantages of these NLIDBs are that the users does
not need to learn any artificial language, no need for spending
time on training, simple and easy to use, are better for some
questions and have high fault tolerance.

The disadvantages of these systems are that they deal with
small amount of natural language i.e. can recognize limited
set of words, errors and failures are not properly handled,
ambiguity i.e. one word having many unrelated meaning can
cause the query to change its meaning and finally users may not
construct the query using recommended or pre-programmed
words.

B. Natural Language Query to SQL

In the paper ”Formation of SQL from Natural Language
Query using NLP” M. Uma et. al. [7] used the following
techniques to extract information from natural language.

First, they extracted ’attribute’ using Parts Of Speech
(POS) tags. They used tokens next to a proper noun (i.e.
NNP tag in NLTK Library). To search for ’date’ they used
regular expression (RegEx) to extract it using common writing
formats. To extract ’fares’ the used lemmatized word ’fare’ and
finally they used RegEx again for extracting train names.

This system is very rigid and can only perform SQL tasks
on predefined database. But, we can use these methods to tag
our own data to give to an AI model

C. Conversion of Natural Language Query to SQL Query

In the paper titled ”Conversion of Natural Language Query
to SQL Query” by Abhilasha Kate et. al. [8] they first per-
formed ”Tokenization” on their input sentence and remove the
stop words, then those tokens would be passed onto ”Lexical
analysis” which will replace all the words with their dictionary
counterpart. This is the step where the natural language starts
to look like a SQL sentence. Lastly, ”Semantic Analysis” is
performed which will replace natural sentence (e.g. less than
or equal to) to their symbol counterparts (i.e. <=).

The given system has a shortcoming in lexical analysis
phase as all the keywords needs to be known beforehand to
be able to match those keywords with dictionary.

D. Language to Code

The paper titled ”Language to Code with Open Source
Software” [9] published by Lei Tang, Xiaoguang Mao and
Zhuo Zhang uses an encoder-decoder technique to automati-
cally train NLP to generate source-code. They first converted
the natural language descriptions into word-embeddings and
fed it into the encoder to generate coding vector. Then the
decoder maps this vector back into the desired code. They used
LSTM neural network to train their model. Due to the labor-
intensive nature of generating dataset they used a previously
proposed method by Gu Xiaodong et.al in the paper ”Deep
code search” [10]. In this paper they proposed a unique method

to create training dataset i.e. they used comments from a Java
program and its attached code snippet from open source Java
projects as the dataset.

Even though this technique covers many complicated code
scenarios, this technique is limited by the programming lan-
guage it generates (here they can only generate Java source-
code). To generate source-code in other programming lan-
guages, we need to create another database from scratch which
is a lengthy and tedious task. From this system we can adopt
the training methods they used with the databases tagging
techniques they used.

E. Natural Language Database Query Interface

”A Simple Guide to Implement Data Retrieval through
Natural Language Database Query Interface (NLDQ)” [11]
published by Tameem Ahmad and Nesar Ahmad uses a straight
forward approach to convert a natural language statement to
database query. They first used ”Tokenizer” to divide the input
into individual tokens or words. They then used ”Parsing” to
create a parse tree with its related POS (parts-Of-Speech) tags.
After this they used ”Syntactic Comparison” to check if any
keywords that appeared in the input is already available in the
database as either a direct match or a alias of it. Lastly, in
”SQL Generator” they used static templates that can be used
as fill-in-the-blanks to choose the correct template and fill all
the related fields labeled in previous steps.

The main advantage of this type of system is that it is easy
to make any new changes that the client requests. But the
downsides are that this is a very rigid system that is tied to
a particular database. Although, we won’t tie our system with
templates, but each programming language uses a predefined
format (i.e. main function, indentation, parentheses ”}”, etc.)
which we can add to our system.

F. Modified Co-occurrence Matrix Technique

Anuradha Mohite and Varunakshi Bhojane [12] proposed
a updated way to find co-occurrence matrix formulation in the
paper titled ”Natural Language Interface to Database Using
Modified Co-occurrence Matrix Technique”. They first parsed
the input to create POS (i.e. Parts Of Speech) tags and
parse tree. They then used modified Hyperspace Analogue
to Language (HAL) matrix to find tokens related to nouns.
Using cosine-similarity they get a table with nouns associated
with different POS and using this technique they identified the
WHERE clause in SQL (Structured Query Language).

With the hardest part of the query now identified they used
stemming technique to convert all words into their common
roots and then used semantic mapping to find words such
as min, max, avg, >=, etc. Once these word are identified
they used bi-gram algorithm to find correct attribute and table
name from the database and create the final query to be
displayed to user along with its output. ”Natural Language to
Structured Query Language using Elasticsearch for descriptive
columns” [13] uses similar approach with changes made in
word embeddings.

Their clever use of POS tag pair such as ”numeric value-
noun pair” or ”proper noun-noun pair” to find where clause
in SQL can help us to identify inconsistent attributes such as
names of variables and functions in our system.
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G. Pseudocode to Source-code

Teduh Dirgahayu et.al. [14] proposed a method to automat-
ically convert pseudocode to Source-code. In this method, the
pseudocode is first translated to an intermediate model then
to source-code. The intermediate model consists of a parse
tree that is created with the help of a tool called ANTLR.
This represents pseudocode in a more structured and language
independent way. Then language dependent tool for generating
source-code is created.

The main shortcoming of this method is that the pseu-
docode which is in the form of XML needs to be created
manually. This manual pseudocode and source-code must
comply to their respective grammars (i.e. metamodels). The
XML intermediate model must comply to a XML schema.

H. An XML-based Pseudo-code Online Editing and Conver-
sion System

Liu Haowen et.al in their paper ”An XML-based Pseudo-
code Online Editing and Conversion System” [15] introduced a
innovative way to convert pseudo code into source-code. They
first convert the input pseudo code into an XML (eXtensive
Markup Language) format using DOM4J package available
in Java programming language. From there, using the same
DOM4J package, they converted the pseudo code in XML
format into Java source-code. In doing so, they also created
XML tags for pseudo code which we can use in our system
as a reference.

The reason to choose XML is that it is a cross-platform
language i.e. they can be used in any software and in any
operating system making this system independent of any
programming language.

I. Pseudocode to Source-code using NLP

Ayad Tareq Imam et.al [16] proposed a unique way to con-
vert pseudocode to source-code i.e. using NLP. The problem
with this method is that it presents a complex solution to a
simple problem. As seen in previous 2 papers [14] & [15], the
same output can be achieved with simple one-to-one mapping.

J. Generating Source-code without NLP

Till here we have studied ways to generate structured code
like SQL queries (due to lack of source-code generation) using
NLP techniques. There are other papers that can generate
proper source-code but they bypass the NLP requirements
and directly train their models to generate source-code from
training data.

Some such papers are ”DeepCoder” [17], ”Text2App”
[18], ”Generating Pseudo-Code from Source Code Using Deep
Learning” [19], ”Incorporating External Knowledge through
Pre-training for Natural Language to Code Generation” [20],
”In-IDE Code Generation from Natural Language” [21] and
”Programming with a Differentiable Forth Interpreter” [22].

All these papers faces a problem of lack of source-code
datasets. Some uses premade dataset, many generate their own.
Another problem they face is all these papers generate source-
code in one specific programming language
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Concept Importance

Fig. 1. History of NLP Concepts.

K. History of Various Concepts of NLP

Fig. 1 lists the papers where important concepts have been
introduced in history of NLP with the importance of the paper.
These concepts have been used in our system. The Long Short-
Term Memory (LSTM) neural network [23] has not been
mentioned explicitly in our system but we used this neural
network to train our various NLP models.

Some may argue that the NLP as a field began when
Warren Weaver mentioned using of modern computing devices
to translate from one language to another in his memorandum
[24] in 1949 and the rest is history.

1) Parts of Speech: Noam Chomsky in 1956 [25] intro-
duced the concept that grammar of a language can be viewed
as a theory of the structure of this language and is based on
certain finite set of observations. It introduced the finite-state
language for NLP that we called today as Parts Of Speech
(POS).
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2) Stemming Algorithm: The stemming algorithm which
converts all the redundant words to its common ”stem” was
published in 1968 by Julie Beth Lovins [26]. Surprisingly its
main purpose was not for NLP purposes but for retrieving huge
amount of data from databases (back then data transfers were
a lot slower).

3) Porter-Stemming Algorithm: The famous porter-
stemming algorithm was easy to find as it is in public
repository online. This was develop to further improve the
efficiency of the information retrieval systems of the various
stemming algorithms available at that time [27].

4) The Viterbi Algorithm: Although, Viterbi algorithm was
originally proposed to calculate the error bounds in convolu-
tional codes [28] as just a proof of concept, David Forney Jr.
[29] in his paper ”The Viterbi Algorithm” modified this algo-
rithm for NLP purposes. Till this date we use this algorithm
alongside with Hidden Markov Model to predict the POS tag
of a word with probability even though an AI solution exists.

5) Named Entity Recognition (NER): ”Nymble: a High-
Performance Learning Name-finder” published by Daniel
Bikei et.al. [30] was the first to introduce a Named-Entity
Recognition system using slightly modified Hidden Markov
Model. It performs at or above the 90% accuracy level, often
considered ”near-human performance”.

Observing all those systems, we came to conclusion that
there is a lack of NLP system where a natural language is con-
verted into a source-code (all those systems converted natural
language into database queries). Also, those systems that do
convert to natural language does not allow customizations (i.e.
adding custom keywords to recognize) as a feature.

Our project intends to introduce a novel method that helps
the programmers in developing source-code and increasing
their speed and efficiency.

III. PROBLEM STATEMENT

The project intends to introduce a novel method that helps
the programmers in developing source-code increasing their
speed and efficiency.

• An interface to take natural language as input.

• An option to select programming language on the
interface (initially python).

• Convert natural language into pseudo code using NLP
(using intent recognition and entity recognition).

• Convert pseudo code into source-code (using tradi-
tional programming).

• Output the source-code onto the interface.

IV. PROBLEM DEFINITION

For a programmer, the ability to learn a programming
language’s commands and functions on the fly is crucial to
the time they spend on creating a source-code. No matter the
skill of the programmer, there are always are cases where they
have to tackle uncommon features present in a programming
language which they have not seen before. To solve those
uncommon and unseen features they refer documentation of

that programming language and then learn from it which
requires time.

The programmers can define the problem in natural lan-
guages easily, the problem lies in remembering the exact
keywords and parameters. By providing a Natural Language
Interface we can shorten the time the programmer takes to
search through documentations. It can also help to reduce the
skill and experience required to write complicated source-code
which heavily depends on using functions.

V. PROPOSED WORK

1) A python based interface to input English natural
language and an option to chose target programming
language.

2) Gather training data from the internet. The data will
be simple beginner’s problem statements from various
sites for variety.

3) Provide ”Parts Of Speech” (POS) tags to each word.
4) Train ”Intent Classification” to recognize different

operations such as ”addition”, ”multiplication”, ”vari-
able declaration”, ”print statement”, etc.

5) Train ”Entity Recognition” to recognize various data
types of variables.

6) Identify variable names through POS if they are
present in the input.

7) Write a function for each ”intent” and extract infor-
mation like number of variables, their type and name
if it is present and other information if required.

8) Convert the extracted information into a pseudo code
in a XML format.

9) Read that XML file and convert it into source-code
through python.

10) Save the source-code into a file.
11) Display the file into the interface.

VI. LIBRARIES REQUIRED

A. TKinter

Tkinter is the standard GUI library for Python. Tkinter
provides a fast and easy way to create GUI applications [31].
Tkinter provides various controls, such as buttons, labels and
text boxes used in a GUI application. These controls are
commonly called widgets.

B. NLTK vs SpaCy

NLTK (Natural Language ToolKit) [32], spaCy [33] and
Stanford’s CoreNLP [34] are all similar libraries that provide
off-the-shelf functions for NLP. As we are using ”python”
programming language for creating a demo, we need to list all
pros and cons on NLTK and spaCy libraries as those support
the python language, coreNLP does not (it only supports Java).
Table I lists the differences between NLTK and spaCy libraries.

The paper titled ”Using Natural Language Processing to
Detect Privacy Violations in Online Contracts” by P. Silva
et.al. [35] and another paper titled ”Extractive Automatic Text
Summarization using SpaCy in Python & NLP” [36] made
comparison between spaCy, coreNLP and NLTK and came to
conclusion that coreNLP has the best performance in terms of
precision, recall and F1 score followed by spaCy and lastly
NLTK.
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TABLE I. NLTK LIBRARY VS SPACY LIBRARY

NLTK SpaCy
NLTK (Natural Language TookKit) li-
brary was released in 2001.

SpaCy library was released in February
2015.

NLTK library is only supported in
”python” programming language.

SpaCy is supported in number of pro-
gramming languages like ”R”, ”ruby”,
”cpp”, ”java script”, ”.net”, ”python”,
etc.

NLTK has a lot of algorithms as com-
pared to spaCy which is helpful in learn-
ing and research applications.

SpaCy has a small group of algorithms
that they regularly update, which is crit-
ical in industry usage.

As it is not updated regularly, the algo-
rithms provided by NLTK are compara-
tively slower than spaCy.

With their regular update to latest tech-
niques spaCy is significantly faster than
NLTK.

NLTK incorporates several languages. SpaCy have statistical models for seven
languages including English, German,
Spanish, French, Portuguese, Italian,
and Dutch, It also braces “named en-
tities” for multi-language.

NLTK is string processing library. It
takes input as strings and provides out-
put as string or lists of strings.

SpaCy uses object-oriented approach. It
takes input in string but return the output
in objects.

NLTK does not support word vectors. SpaCy has support for word vectors.
NLTK tries to break the text into sen-
tences. It just returns the words itself,
no extra information is given with it.

SpaCy builds a semantic tree for indi-
vidual sentence as higher a potent ap-
proach, returns more information.

NLTK has inferior precision, recall and
F1 score than spaCy.

SpaCy has better precision, recall and
F1 score than NLTK.

C. Regex

Although spaCy provides ”Pattern Matcher” functionality
to its toolbox which is similar to regex, a regular expression
or regex can be used in some limitations of spaCy’s pattern
matcher.

A regex defines a set of strings that lets you check if
a particular string is present in a large text [37]. The most
common usage of regex is to alert system administrators if
an error appeared in log files. Another example would be to
extract phone numbers, email addresses from a large database.
It is commonly used where fixed pattern appears.

To find a email address that has the format
”someone@somedomain.sometopleveldomain” (eg.
john@gmail.com) we use the regex ”[a − zA − Z0 −
9. +−] + @[a− zA− Z0− 9−] + .[a− zA− Z0− 9− .]+”
to find emails in plethora of texts.

VII. WORKING MODEL

The main goal of our system is to convert ”Natural Lan-
guage” statements into source-code. It is able to handle one
line statements as input and can generate 3-5 lines source-code
depending on the input given.

Fig. 2 shows the working of our system when the system
has been deployed at the client side. It is a step-wise working
model which defines the processes from user input to showing
output to the user and all the other steps in-between. In this
figure, the light-blue nodes denotes the generation of files. For
example, the node ”Pseudo code statement/command” denotes
saving the .xml file in log folder. The white nodes denotes
processing.

A. NLP Translator

The first step in this process is to get the user input. The
input has to be in English natural language and has to describe

the programming problem. Once the input is received the
”NLP Translator” uses a trained NLP model to break down
the input and extract important information from it. In this
process, the first thing applied is ”Tokenizer” to split the input
into individual tokens or words, then entity extractor identifies
important keywords like equals sign, condition statements, etc.
Next, the ”Intent Identifier” identifies what kind of operation
does the user wants to perform like ”addition”, branching, etc.
Lastly, POS is used to identify the variable name, its value (if
present) and function/program name.

B. Post Processor

Once all the input has been identified, it’s time to convert
the extracted information into a pseudo code, this is done is
”Post Processing” step. It first arranges the input in specific
order that resembles a pseudo code, adds extra information if
missing and the using XML parsers converts the pseudo code
into XML. After this we are left with pseudo code file that
is easier to read by both humans and computers thanks to the
XML format.

C. Rule Based Translator and Its Post Processor

Rule Based Translator is an easier step that reads the
pseudo code line by line and converts the keywords from
universally understood to language specific format. The post
processor adds extra features to the syntactical code like
parenthesis ”{}”, indentation, semi-comma ”;”, etc. The output
is then saved on disk and displayed to the user on the interface.

VIII. ALGORITHM

Algorithm given in Fig. 3 is a coarse-grain view of the
proposed system that gives the basic steps needed to implement
this system.

We first start by creating an interface that can get input and
provide output. Second step is to search for a dataset. Since,
we did not find any we created the dataset from scratch. The
method of which is defined further ahead.

Next is to create a Named Entity Recognition or NER
model. To create a NER model we first need to provide Parts
Of Speech or POS tags which then be used by NER model to
identify various entities.

Once the system is trained we then start extracting informa-
tion from it. The first information we extract is variables, their
name, datatype, scope and value. After which ”operations” are
identified and all the variables associated with it are processed
i.e. each individual part of the operation is identified (for
example, in the statement ”add var1 and var2”, add is the type
of operation, var1 and var2 are the two variables associated
with it).

The extracted information is then parsed into XML format
and a pseudocode file is generated. Then this XML pseudocode
file is read again by the system and is converted into source-
code. This source-code is saved on the user’s system and
displayed on the interface.

IX. SYSTEM DESIGN

Fig. 4 is a detailed view of the proposed system that
explains the steps needed to create this system.
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Processor
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Processor
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Syntactical 
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(workflow)
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Generation

Tokenizer
Entity 
Extraction
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Fig. 2. NLI-GSC Working Model.

Step 5:
Identify variable names 
through NER if they are 

present in the input.

Step 3:
Provide "Parts Of Speech" 
(POS) tags to each word.

Step 7:
Convert the extracted information 

into a pseudo code in a XML format

Step 8:
Read that XML file and convert it 
into source code through python

Step 9:
Save the source code into a 

file.

Step 10:
Display the file 

into the interface.

Step 2: 
Create custom dataset 

for training

Step 6:
Write a function for each “operation" 

and extract information

Step 1:
A python based interface to 

input English natural language

Step 4:
Train “Named Entity 

Recognition”

Fig. 3. Algorithm of NLI-GSC System.

A. Data Generation

There are not many NLP datasets, if any, that address
the programming aspects that we can use. Generating data
manually for an AI system is very tedious and time-consuming
process as it requires a minimum of hundreds of data to provide
any acceptable results. Hence, due to these reasons we have
developed an automated system that can create its own dataset.

As seen in Fig. 4 & 5, we first define ”nutrients” tokens
i.e. variations of similar word. For example, ”DATATYPE”
is a nutrient containing integer, int, float, str, string, etc. We
then define ”seed” sentences. Seed sentences are made up
of combinations of ”nutrients”. An example of seed sentence
is ”COMMAND DATATYPE VARIABLE” which when ex-
panded will result in sentences like ”create integer var1”,
”define float area” and ”initialize string text 1”.

Pseudocode to Language Specific Source Code

Automatic Pseudocode Generation (XML)

Training AI Model

Data Generation
Create 

“Nutrients” 
tokens

Create 
“Seed” 

sentences

Expand “Seed” 
sentences with 

“Nutrients”

Save 
generated 

dataset

Read 
dataset

Create Patterns 
for Pattern 

Matcher

Use Pattern Matcher 
to generate “Training 

Data”

Train “Entity 
Recognition”

Use AI model to 
recognize 

individual Tokens 

Identify various variables 
and set  their datatype, 

values etc

Identify function/program 
name if not given generate 

one

Identify operation 
(i.e. +,-,/ etc)

Arrange various 
components with 

their proper format

Save the 
pseudocode 
as XML file

Read 
Pseudocode 

XML file

Define the start of 
function / program Declare variables

Define 
operations

Define the end of 
function / program

Get Natural Language 
Input from User

Provide language specific 
Source code to User

Pseudocode file in XML 
format

Fig. 4. NLI-GSC System Design.

The next step is to expand the seeds using individual
nutrient tokens. This will result in generating all the possible
combination of statements for the given format. In our pro-
gram, we were able to generate 1,565,668 statements from 23
seed statements (each seed’s length ranging from 3-6 nutrient
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tokens) and 19 individual nutrient tokens. Since, 1.5 mil is
too much of a dataset, we have reduced it with the ratio 1:20
resulting in getting a final dataset of 78,284 statements.

Seed

Sentence 1 Sentence 2 Sentence 3

Nutrient Nutrient NutrientGeneric Word
CMD_DECL a DTYPE VARI

Create a variable j Declare a integer 
int1

Define a string str_2

Seed Expander

Fig. 5. Data Generation Process.

B. Training AI Model

For training of the AI model, we used ”spaCy” library [33].
Unlike its NLTK counterpart which focuses on academics and
learning, spaCy is built for industrial uses and production.

We used Named Entity Recognition (NER) as our model to
tag words that may belong to certain instruction. For example,
the word ”int” will tell NER model that it belongs to ”datatype”
while words like ”addition”, ”sub”, ”*” will be recognized as
”operations”.

In training in the AI model, we first need to create a dataset
from data which we have achieved using spaCy’s ”Pattern
Matcher”. Since, we can control which words appear in the
data in Data Generation phase, we can easily use pattern
matcher to find a word or sequence of words to tag it. Once all
the relevant words are tagged and a training dataset is created
we can proceed to train it. Again, we used spaCy standard
libraries to train. We used 3 epochs with batch size = 100 and
got the final training loss of 1.95.

C. Automatic Pseudocode Generation

When the user inputs their natural language query, our
system automatically converts it to pseudocode and saves it
in XML format. The process is as follows.

After the user has given their input, the system uses
NER model trained in previous step to identify various tags
examples can be seen in Fig. 6 and 7. Once the tokens have
been recognized, we lemmatize them for easy recognition.
We lemmatize all the types of tokens inside the tags except
variables tag, since they are user given names. We process
them based on the tags it has been assigned.

The variables are assigned names (if none is given it will
automatically generate based on datatype), datatypes (If none
is given, it will first try to get it from another variable in
the input if not it will be assigned as string.), scope (local or
global) and values (if they are given). If the program recognizes
that it does not require any variables it will skip this step.

The input is recognized as either a function or a program
and then the name of the function/program is recognized if the
user has mentioned it in the query. A name is automatically
generated based on available tags if the user has not mentioned
the name explicitly. Once an operation tag is detected it will
take all the variables associated and arrange them in specific
pattern (i.e. ans = var1 + var2;).

Finally, all the components will be arranged by the order of
appearance. First, the program/function will be declared with
a proper indentation, then variables will be declared and then
operations will be written and lastly if the language demands,
the program/function will end (For example, some program
requires ”}” to end them ). All this will then be parsed to
XML file and saved on the desired location.

D. Pseudocode to Language Specific Source-code

Once the pseudocode file is ready, the only thing left to do
is to convert it into a programming language. Using techniques
that convert XML to program [14] [15], we can easily convert
pseudocode to source-code. An automatic pseudocode genera-
tion is independent in creating a language specific source-code.
Hence, we can- create the output of any programming language
by creating a new file.

It’s a simple process that reads the XML from top to bottom
and depending on the tag encountered it will use a specific
format to fill in the blanks.

X. RESULTS

Our system produces multiple outputs before reaching the
final source-code output. Below are the outputs according to
the order they are generated.

A. Generating Data for Training

As explained in Section IX-A, seed statements are used to
generate input data that is later used to train the NLP model.
Table II lists all the seed statements used in the system along
with some sample output it generates. This output is unlabelled
text data that acts as raw dataset.

TABLE II: Seed Statements along with Example Uutput

1 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE

Write a function to
creates global integer

2 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE NUM equal to
RAND NUM

Create a program to
define global integer
equal to 20

Seed
No.

Seed Statement Example Output

Continued on next page
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TABLE II: Seed Statements along with Example Uutput (Con-
tinued)

3 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE NUM
VARI=RAND NUM

Write a program for
create number k=18

4 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE VARI

Create a function to
declares integer int0

5 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE NUM to
RAND NUM

Create program for
create local nums to 59

6 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE equal VARI to
RAND NUM

set local variable equal j
to 77

7 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE CHAR = ’hi’

Write function to set
characters = ’hi’

8 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE CHAR to ’hi’

set characters to ’hi’

9 FUNC PROG START
CMD DECL
SCOPE OFVAR VARI
= ’hi’

Write a function to
creates global lists1 =
’hi’

10 FUNC PROG START
CMD DECL
SCOPE OFVAR VARI
to ’hi’

Write a function for
create global txt 1 to
’hi’

11 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE CHAR VARI =
’please enter value’

Write a program for set
local char char 0 =
’please enter value’

12 FUNC PROG START
CMD DECL
SCOPE OFVAR
DTYPE CHAR VARI
to ’please enter value’

create character j to
’please enter value’

13 FUNC PROG START
CMD PRNT VARI

Write function to show
strs0

14 FUNC PROG START
CMD PRNT ’please
select value’

show ’please select
value’

Seed
No.

Seed Statement Example Output

Continued on next page

TABLE II: Seed Statements along with Example Uutput (Con-
tinued)

15 FUNC PROG START
CMD PRNT ’please
select value’ + VARI

write ’please select
value’ + str1

16 FUNC PROG START
CMD PRNT VARI + i

display c + i

17 FUNC PROG START
CMD PRNT ’please
select value’ + i

Create a program to
shows ’please select
value’ + i

18 FUNC PROG START
CMD INPUT VARI

Create function for input
string 1

19 FUNC PROG START
CMD INPUT ’please
enter name’

Create function for
insert ’please enter
name’

20 FUNC PROG START
add VARI + VARI

Create a function to add
strings0 + strings 0

21 SPL FUNC VARI to
SPL CLASS

print strs 2 to screen

22 Write a FUNC PROG
FUNC NAME to
perform OPER with
VARI, DTYPE NUM
VARI = RAND NUM

Write a program
prog div to perform add
with i, floats j = 47

23 FUNC PROG START
OPER SCOPE OFVAR
DTYPE NUM VARI
and VARI

Create a function for
mod local number c and
address

Seed
No.

Seed Statement Example Output

Table III depicts time taken for each seed statement to gen-
erate their respective statements, their individual time and the
amount of raw statements it generates. The full seed statements
can be seen in Table II. It can observe that statements that
have large number of nutrients takes more time to execute and
generate more statements compared to ones that have small
number of nutrients.

B. Varying NLP Hyper-parameters

While training this NLP models, there were various hyper-
parameters like learning rate, batch size, dropout rate, total
epochs, etc. Changing those hyper-parameters resulted in dif-
ferent loss and execution time. In Table IV, shows various
effects of changing those hyper-parameters.

The first column is kept as the base for benchmark as this
is giving the best possible loss value along with relatively fast
training time. The other columns shows gradual changes in
various parameters, the changed parameters are shown as bold
while the unchanged parameters (compared to first column) are
normal.
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TABLE III. TIME TAKEN TO GENERATE INPUT DATA STATEMENTS FROM
SEED STATEMENT ALONG WITH THE AMOUNT EACH STATEMENT

GENERATES

Seed
No.

Individual
Time

Cumulative
Time

No. of State-
ments Gen-
erated

1 0.049s 0.049s 15288
2 0.022s 0.073s 7176
3 0.438s 0.512s 174096
4 0.383s 0.900s 271440
5 0.031s 0.931s 7176
6 0.721s 1.653s 271440
7 0.014s 1.668s 4056
8 0.015s 1.684s 4056
9 0.077s 1.762s 91728
10 0.078s 1.840s 91728
11 0.150s 2.006s 136656
12 0.172s 2.179s 136656
13 0.015s 2.195s 30576
14 0.014s 2.210s 104
15 0.031s 2.241s 30576
16 0.027s 2.269s 30576
17 0.000s 2.270s 104
18 0.009s 2.279s 19110
19 0.000s 2.279s 65
20 0.000s 2.279s 3822
21 0.000s 2.279s 1470
22 18.621s 20.901s 8195904
23 0.552s 21.700s 369954

TABLE IV. VARIOUS HYPER-PARAMETERS CONFIGURATION AND THEIR
EFFECTS BASED ON EPOCHS

Learn
Rate:
0.001
Batch
Size:
1000
Dropout
Rate:
0.0

Learn
Rate:
0.001
Batch
Size:
1000
Dropout
Rate:
0.1

Learn
Rate:
0.001
Batch
Size:
5000
Dropout
Rate:
0.0

Learn
Rate:
0.005
Batch
Size:
1000
Dropout
Rate:
0.0

Learn
Rate:
0.005
Batch
Size:
5000
Dropout
Rate:
0.1

Learn
Rate:
0.001
Batch
Size:
5000
Dropout
Rate:
0.1

Epoch
1/5

Losses:
143006.98
Time:
90.46s

Losses:
173171.71
Time:
102.71s

Losses:
576695.25
Time:
85.97s

Losses:
52150.45
Time:
91.47s

Losses:
278816.12
Time:
101.01s

Losses:
611403.16
Time:
99.14s

Epoch
2/5

Losses:
14.13
Time:
178.95s

Losses:
14.34
Time:
206.14s

Losses:
89620.88
Time:
172.35s

Losses:
95.10
Time:
188.07s

Losses:
435.87
Time:
201.79s

Losses:
200406.14
Time:
199.16s

Epoch
3/5

Losses:
7.49
Time:
269.70s

Losses:
0.94
Time:
313.47s

Losses:
1655.89
Time:
259.04s

Losses:
219.68
Time:
298.05s

Losses:
81.57
Time:
306.28s

Losses:
9531.23
Time:
300.40s

Epoch
4/5

Losses:
0.00014
Time:
363.22s

Losses:
2.53
Time:
422.21s

Losses:
11.83
Time:
348.93s

Losses:
54.44
Time:
424.99s

Losses:
87.22
Time:
414.40s

Losses:
481.82
Time:
405.47s

Epoch
5/5

Losses:
1.6228e-
06 Time:
457.60s

Losses:
0.0014
Time:
531.43s

Losses:
1.77
Time:
440.41s

Losses:
2.00
Time:
563.29s

Losses:
26.73
Time:
524.79s

Losses:
7.43
Time:
511.42s

C. Input Statement

We used the below 2 statements to demonstrate the output
of our system during various stages of the system. These
are the example of inputs that the user might use during its
production phase.

Statement 1:

define variable text1 = ’please enter value’

Statement 2:

create a function to add a and local number num 1 = 15

and b

D. NER System Output

Fig. 6 and 7 are the outputs given by the NER model.
Each word (token) is bundled with original word given by the
user and tag assigned by the NER model. In the left is the
word/token and in the right is tag assigned.

Fig. 6. NER Model Output of Statement 1.

Fig. 7. NER Model Output of Statement 2.

E. Pseudocode Output

Pseudocode file generated by our system is shown below
in listings 1 and 2.

1 <?xml version="1.0" ?>
2 <root>
3 <statement value="define variable text1 = ’please

enter value’"/>
4 <program type="program" name="define_variable">
5 <variables>
6 <variable name="text1" datatype="variable"

value="’please enter value’"/>
7 </variables>
8 </program>
9 </root>

Listing 1: Pseudocode output of statement 1

1 <?xml version="1.0" ?>
2 <root>
3 <statement value="create a function to add a and

local number
4 num_1 = 15 and b"/>
5 <program type="function" name="create_function">
6 <variables>
7 <variable name="a" datatype="number"/>
8 <variable name="num_1" scope="local"

datatype="number" value="15"/>
9 <variable name="b" datatype="number"/>

10 </variables>
11 <add variable1="a" variable2="num_1" variable3

="b"/>
12 </program>
13 </root>

Listing 2: Pseudocode output of statement 2

F. Final Source-code

The source-code is the final output generated. This is the
only output visible to the user. Listings 3 and 4 shows the
output code.
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1 def main():
2 variable text1 = ’please enter value’
3

4 if __name__ == "__main__":
5 main()

Listing 3: Source-code output of statement 1

1 def create_function():
2 number a
3 number num_1 = 15
4 number b
5

6 answer = a + num_1 + b
7

8 create_function()

Listing 4: Source-code output of statement 2

The final results as obtained in our program that is made
using python can be seen in Fig. 8, 9, 10 and 11.

XI. FUTURE WORK

One of the ways we can further improve on this project is to
create support for more programming languages. Currently we
have only implemented support for python and C. We can also
add support for new common functions like date, time, string
operations, etc. Loops like ”for”, ”while” and ”do while” are
also left out due to its complexity and time constraints which
can be expanded later.

Our approach serves as the basic idea that allows the
development of systems that are more complex in terms
of keyword detection and contains more functionalities like
loops and branching by adding additional NLP elements like
dependency parsing and Semantic parsing.

XII. CONCLUSION

This proposal shows that a language-independent solution
is a feasible alternate for writing source-code without having
full knowledge about a programming language.

Using XML based pseudo code as an intermediate step
makes this method as programming language-independent
which solves the major drawbacks in existing research that
comes with a rigid commitment to only one programming
language. The next step, which is converting XML based
pseudo code into language-dependent source-code is depen-
dent on premade language format which is modifiable by
anyone, making this approach module based approach. If
a person wishes to convert the natural language into some
other programming language, they simply need to duplicate
the premade language format and fill it with their desired
programming language keywords.

Another challenge faced in this area which is program
based NLP is that, there is not many datasets available in
this particular sub-field which severely limits the research
capabilities and keeps this sub-field from growing forward.
Although not ideal, our dataset generation system provides an
automated approach to create thousands of data that can be
used in an AI system as a training dataset.

One way this system can be used is with ticket based
programming, where the programmers get their tasks in the

form of tickets in their mail. The system can be used as a
suggestion system where the mail is analyzed and a suggested
solution is provided to the programmer. Another use is to pair
this system with voice recognition and let the programmer
write simple source-code only through speech making their
hands free for writing other more complex code.
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Abstract—Social media platforms allow users to share
thoughts, experiences, and beliefs. These platforms represent a
rich resource for natural language processing techniques to make
inferences in the context of cognitive psychology. Some inaccurate
and biased thinking patterns are defined as cognitive distortions.
Detecting these distortions helps users restructure how to perceive
thoughts in a healthier way. This paper proposed a machine
learning-based approach to improve cognitive distortions’ classi-
fication of the Arabic content over Twitter. One of the challenges
that face this task is the text shortness, which results in a sparsity
of co-occurrence patterns and a lack of context information
(semantic features). The proposed approach enriches text rep-
resentation by defining the latent topics within tweets. Although
classification is a supervised learning concept, the enrichment
step uses unsupervised learning. The proposed algorithm utilizes
a transformer-based topic modeling (BERTopic). It employs
two types of document representations and performs averaging
and concatenation to produce contextual topic embeddings. A
comparative analysis of F1-score, precision, recall, and accuracy
is presented. The experimental results demonstrate that our
enriched representation outperformed the baseline models by
different rates. These encouraging results suggest that using latent
topic distribution, obtained from the BERTopic technique, can
improve the classifier’s ability to distinguish between different
CD categories.

Keywords—Arabic tweets; cognitive distortions’ classification;
machine learning; social media; supervised learning; unsupervised
learning; transformers; BERTopic; topic modeling

I. INTRODUCTION

Researchers attempt to understand the psychological well-
being of users by analyzing the published social media content
[1], [2]. This content may hold negative, and inaccurate con-
clusions called cognitive distortions (CDs). Research showed
that CDs could be detected in social media [3]. In cognitive
psychology, CDs are biased perspectives, patterns, and beliefs
that have been reinforced over the years [4]. Usually, individu-
als diagnosed with depression express higher levels of distorted
thinking than others [5], which affect the content they share.

Moreover, CDs can lead to poor behavior and chronic anxi-
ety and are related to symptoms of depression [6]. Examples of
these categories are overgeneralization, emotional reasoning,
and catastrophizing. Until being diagnosed, a CD can be so
problematic to change. Machine learning (ML) and natural
language processing (NLP) can improve mental health care by
defining CDs within a text. Classifying CDs can be beneficial
to the therapy process in two ways. It helps in replacing these
inaccurate thoughts and evaluating the improvement over time.

While many previous works with CDs showed promising
results with detecting CD, they faced disappointing results
with the multi-class CD classification [7], [4], [8]. This work
aims to improve the classification task by dealing with the
text shortness problem. In general, many classification tasks
working with short text fails to achieve high performance
according to the sparse representation of the textual data [9],
[10], [11]. Extra contextual information can be deployed to
overcome the sparse representation and make the data more
related, comprehensively expressed, and expand the efficiency
of classifiers to handle unseen data.

Contextual topic modeling (TM) can provide extra latent
information and identify semantically similar groups in the cor-
pus. The topic-based embeddings can learn global semantics
from the entire corpus [12], which provides the features with
an opportunity to become more representative.

Also, while analyzing textual cognitive distortions, we
noticed that individuals mostly use a common CD when
expressing their thoughts about a specific topic or domain. For
example, catastrophizing is highly related to relations, self-
image terms, and academic achievement. General terms like
life, humans, country and government are mostly related to
over-generalizing and labeling. This observation encouraged
us to utilize TM as extra contextual information in CD classi-
fication.

The TM algorithm used in this work is a transformer-
based algorithm that utilizes the pre-trained knowledge in
the modeling process to provide a topic distribution. So,
our primary contribution in this paper is using the state-
of-the-art transformer-based TM algorithm to enrich the CD
representations and improve its classification task by exploring
potential semantically meaningful categories in the data.

The remainder of the paper is structured as follows. In
Section II, a summary of related work is presented. Section
III overviews some background. Section IV presents the design
and methodology used in the research, while the experimental
results are analyzed in Section V. Finally, Section VI discuss
conclusions.

II. RELATED WORK

The proposed approach utilizes the TM algorithm to over-
come the shortness of social media text to improve CD
classifications. Accordingly, this research is related to three
main topics; CD classification, short text classification, and
TM in text classification.
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TABLE I. A SUMMARIZED SAMPLE OF CD-RELATED STUDIES

Ref. Strength Weakness
[4] Using a representative dataset collected from multiple resources;

crowdsourcing volunteers, mental health patients, and online
therapy programs.

Authors reported F-score equal to 0.45, but the trained model cannot
predict 7 out of 15 distortions.

[7] • Detecting and classifying CD from patient-therapist interac-
tions.
• Used a publicly available dataset called: Therapist Q&A,
obtained from the Kaggle data science repository.
• Represent text using different types of linguistic features.

• Poor inter-annotator agreement.
• Unclear distinction between different distortions.
• Misclassification according to the presence of multiple types of
distortions in a single text.
• Detection of CD type fails to yield good results. Weighted F1-
score did not score more than 0.30.

[13] The proposed technology determines whether or not the input
statement includes cognitive distortions (binary classification).
When detecting distortion in a statement, the approach uses
”cognitive restructuring” to reframe the statement to repair the
distortion.

• Authors did not utilize ML methods. Participants were asked to
classify statements as distorted or undistorted.
• The study only evaluates the empathy represented in structured
and unstructured responses.

[14] • Uses a large scale of real-world materials from daily narration
and diaries from books and web pages in the cognitive-behavioral
therapy domain.
• Utilizing deep learning techniques like word2vec and CNN.

• The dataset is not available publicly.
• The approach was described without experimental results or
evaluation techniques.

[8] Proved the possibility of detecting cognitive distortions (binary
classification) automatically from personal blogs with relatively
good accuracy (73.0%).

Experiments showed a poor performance in multi-class classifica-
tion, which was justified by the limited size of individual posts and
the overall dataset.

Researchers applied ML and NLP to look for mental
health and cognitive psychology inferences. Many attempts
were made to detect and classify a defined set of cognitive
distortions in the English language. Table I summarizes a
sample of this studies and describes the related advantages and
limitations. Most of the proposed work in Table I couldn’t clas-
sify CD efficiently. Besides, datasets were collected from dif-
ferent resources, and most of them are not publicly available.
The proposed approach creates a dataset by crawling social
media to overcome this constraint. Also, we utilized the pre-
trained bidirectional encoder representations from transformers
(BERT) model to improve classification performance.

The limited number of words in tweets leads to sparse co-
occurrence patterns, making the classification task more chal-
lenging. To tackle the feature sparseness, works in the literature
choose between two main approaches; either represent texts in
a lower-dimensional space [9] or add external, implicit, and
valuable information to enhance the data representation on
the feature space [10], [11]. The second method works on
enriching the representation of a short text using additional
knowledge or semantics [15]. These semantics could be de-
rived internally [16], or from an external resource, such as
a collection of longer documents in a similar domain, or a
huge resource such as Wikipedia and WordNet [16], [17], [18].
While the mentioned approaches require additional datasets to
enrich the text representation, the proposed approach analyzes
the topic distribution within the same dataset.

TM methods have been used to improve text classifica-
tion in the literature. Anantharaman et al. [19] surveyed a
set of TM algorithms for classifying short text and large
text (document). Results suggested that the latent semantic
analysis method (LSA) is the best for short text classification
tasks, while latent dirichlet allocation (LDA) performs better
on document classification. In addition, Albalawi et al. [20]
investigated TM methods by comparing five frequently used
methods. Methods were applied to short textual social data to
show their capabilities in defining key and meaningful topics.
Their study indicates that TM can overcome the noisy data
contained in a short text. Also, an efficient application by
Phan et al. [21] classified short medical text by exploiting the

hidden topics in large-scale data collections (Wikipedia and
MEDLINE datasets).

Furthermore, Dai et al. [22] extended the bag-of-words
representation and introduced a new feature space by using
a hierarchical clustering algorithm. Yajian et al. [23] worked
on extending the short text to a reasonably long one. In their
approach, weighted synonyms and related words are generated
for every word by the Word2vec and LDA model.

Most proposed approaches use traditional TM algorithms,
such as LDA, a word co-occurrence-based method that only
works efficiently with long text. However, the previous meth-
ods improved the classification results to some extent but still
leave considerable space for improvement.

The proposed approach considers the shortness of social
media text in CD classification, which (to the best of our
knowledge) is not explored in the literature. The novelty of
this approach is based on employing a BERT-based model
(BERTopic) for the TM, which provides a better contextual
representation. The BERTopic model was employed previously
for Arabic text modeling in [24]. It showed a better perfor-
mance than non-negative matrix factorization (NMF) and LDA.

III. BACKGROUND

A. Cognitive Distortions

Social media textual content represents a rich resource for
natural language processing techniques to make inferences in
cognitive psychology. Machine learning approaches can be
applied to learn the distorted thinking patterns to perform CD
detection and classification. Table II shows the five considered
CDs used in this work.

B. Term Frequency-Inverse Document Frequency

One of the weighting methods for feature-based repre-
sentation is term frequency-inverse document frequency (TF-
IDF). It provides a weight for each word. A TF-IDF value is
determined by the relative frequency of a word in a specific
text and the inverse proportion of the word over the entire
corpus, which reflects how relevant a word is to a particular
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TABLE II. COGNITIVE DISTORTION AND THEIR DEFINITIONS

Cognitive distortion Definition
Inflexibility ”Having rigid beliefs about how things

or people must or ought to be [25].
Over-generalizing Creation negative conclusions without

full evidence [5].
Labeling To describe self or others negatively

without giving credit to counterevidence
[25].

Emotional
reasoning

Depend on feelings as a source of facts
[5].

Catastrophizing Enlarging negative statements or events
into disasters [25].

text. The TF-IDF is given by the equation 1. Where the weight
of the word i in the text (document) j is wij. N is the number
of documents, and tfij is the frequency of the word i in the
document j, and dfi is the number of documents that contain
the word i [26].

Wij = tfij ∗ log
N

dfi
(1)

C. Topic Modeling with BERT

Topic modeling (TM) is an analytical unsupervised learning
model that discovers topics distribution in a corpus. In this
context, a topic can be defined as a repeated pattern of terms
[27]. Mainly, the TM algorithm provides two distributions;
document-topic and topic-term.

Recently, a transformer-based algorithm was deployed for
TM called BERTopic [28]. The algorithm uses three primary
phases to produce a topic’s distribution for a set of documents.
First, it creates sentence embedding. Second, it creates clus-
ters of semantically similar sentences. The last step includes
creating topic representation with c-TF-IDF. Each step will be
elaborated on in the methodology section.

The usual TF-IDF equation defines the importance of a
word between different documents. Differently, the class-based
TF-IDF (c-TF-IDF) [28] defines the importance of a word
within a class (topic). It treats all documents in a single class
as a single document. Equation (2) finds the c-TF-IDF of each
word, where Wic is the weight of word i in class c. The
frequency of word i in class c is tfic. A is the average number
of a word per class, and fi is the frequency of word i across
all classes.

Wic = tfic × log(1 +
A

fi
) (2)

Essentially, the BERTopic technique utilized two Algo-
rithms; UMAP and HDBSCAN. Uniform manifold approxi-
mation and projection (UMAP) [29] is an algorithm for non-
linear dimension reduction that combines manifold learning
and topological data analysis. The algorithm optimizes a low-
dimensional graph to be structurally similar to the original
graph. While HDBSCAN algorithm [30] is a hierarchical
clustering algorithm that stands for hierarchical density-based
spatial clustering of applications with noise. The algorithm first
transforms the space according to the density or sparsity of the
data to provide a distance-weighted graph, and then it creates
the minimum spanning tree for this graph. The algorithm also
represents the connected components by a cluster hierarchy

then condenses them based on the minimum cluster size
parameter. Finally, it extracts clusters from the condensed tree.

IV. METHODOLOGY

In general, usual text mining methods have some limita-
tions in classifying short texts. The limitations are related to the
sparsity of co-occurrence patterns in short texts, and the lack
of context information (semantic features) [31]. A common
method to overcome these limitations is to enrich the texts
with additional information to make data more related and
extend the classifiers’ coverage to perform better in future data
[21]. The additional information can be directly attached to the
textual representation. After that, the standard classification is
performed.

The proposed approach in this paper contains two phases;
the enrichment phase and the classification phase. Two main
steps are performed in the enrichment phase; the first step
is acquiring the additional information, while the second step
combines them with the original data representation.

In this work, the additional information source is the
output of a TM algorithm (described briefly in the background
section). The algorithm generates probability distributions of
the hidden topics in the corpus. BERTopic [28] is used as a TM
technique, where it takes advantage of BERT embeddings. The
BERTopic technique produces the distribution of topics within
a document d. Later, this distribution (BERTopic (docd)) is
combined with text embedding.

Fig. 1 shows an overview of the proposed approach that
uses BERTopic processes to enrich the document representa-
tion with the hidden topic distribution. The following steps
summarize the BERTopic processes:

1) Generate embeddings for tweets to provide
numerical vector representations, where each tweet
is considered a single document. This step is based
on a pre-trained deep bidirectional transformer. This
type of embedding is very powerful for language
understanding and can capture the semantic relations
between words.

2) Reduce the dimensionality of the embedding vectors
to create a lower-dimensional embedding of tweets
by using the UMAP algorithm [29]. The algorithm
preserves the local and global structure in lower
dimensionality. Cosine-similarity is used as a
distance metric to measure distances between data
points.

3) Perform clustering using HDBSCAN [30] to find
highly similar text in the semantic space that
produces a single topic. Defining the number of
topics in this stage is a crucial decision. It is
supposed to be reasonable and compatible with the
dataset size and topics-related words. The generated
topics can be too fine-grained, which results in
a massive number of topics. Also, it can dismiss
important details by defining a small number of
clusters. In BERTopic, the algorithm infers the
ideal number from the data itself. This step applies
iterative merging for the most similar topics. Cosine
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Fig. 1. A Graphical Representation of the TM Enrichment Approach for CD
Classification.

similarity between c-TF-IDF vectors is utilized in
this process.

4) Define the essential words in a topic according to the
c-TF-IDF equation. Words with a high score are more
representative of the topic. Accordingly, every tweet
is related to a set of topics with different probabilities.
In this step, BERTopic generates a topic distribution
vector for each tweet, Pr(topic | tweet). A graphical
representation map for this process is shown in Fig.
2.

The previous processes produce topic distribution for each
document as BERTopic (docd). Then, the distribution is used
in Algorithm 1 to produce the final contextual topic embedding
(CTE) for each document. Mainly, the algorithm uses two
types of document representations; topic distribution and word
embedding. Then, it performs averaging and concatenation.
The nested for (line 2-4) creates word embeddings for each
word in a document d using the word2vec model, while
line 5 constructs document embeddings. All word vectors in
document d are averaged to produce a single vector in the
same embedding space.

Combining BERTopic distribution and word2vec represen-
tation keeps the semantic information and creates contextual
topic representation. The topic representation and the word
embedding are composed in line 6 to produce CTE for a given
document (d), where ⊕ represents the arithmetic concatenation
operator. We use ”featureUnion” function 1 in Python to

1https://scikit-learn.org/stable/modules/generated/sklearn.pipeline.
FeatureUnion.html

perform the concatenation.

Algorithm 1: Generate Contextual Topic Embedding
input : M : Maximum sequence of words,

D: Number of documents,
docd = {w1, ...., wM}.
BERTopic (docd)

output: CTE(docd)
1 for d ∈ {1, ..., D} do
2 for n ∈ {1, ...,M} do
3 Embedding(wdn)= word2vec(wdn)
4 end
5 Embedding(docd)= Avg(

Embedding(wd1),...,Embedding(wdm))
6 CTE(docd)=Embedding(docd)⊕ BERTopic (docd)
7 end

The next step is feeding the enriched representation
CTE(docd) to different classifiers and evaluating the results.
Because this approach uses hidden topic knowledge of the
corpus as the primary source of enrichment, its effectiveness
is corpus-dependent.

V. EXPERIMENTAL RESULTS AND DISCUSSION

The dataset was collected by crawling Twitter data. First,
a translated version of the cognitive distortion scale [32] was
utilized. Volunteers were asked to express distorted thoughts
they had. The initial responses were used to define a keyword
list for each category. Keywords were defined as the top
frequent and influential words in the responses. For example,
one of the CD patterns is inflexibility. The related seed words
were: ( 	

�ðQ
	
®Ó / I. k. @ð / YK. B / I. m.

�'

 / Ð 	PB

	
�Q��

	
®ÖÏ @ / Õ

�
æm×), which mean: (obligatory / must / must /

obligatory / obligatory / unavoidable / supposed) respectively.
The defined seed words were used for crawling Twitter by
streaming API in June 2021.

Tweets were labeled by two reliable annotators who work
in the psychotherapy domain. The annotators labeled the data
independently of one another. Inter annotator agreement (IAA)
was calculated to evaluate the annotation quality. Cohen’s
kappa coefficient between annotators was 0.817, which indi-
cates an almost perfect agreement according to Kappa’s inter-
pretations [33]. We only considered texts that both annotators
labeled with the same label (9250).

We excluded the noise usually found in a social media
text. The preprocessing operation included removing Arabic
diacritics, Arabic and English punctuations, stop words, emo-
jis, and non-Arabic characters. Also, The Arabic letters were
normalized, where we replaced letters with different shapes
with one of its defined shapes. ”Alef” (

�
@ , @


,

@ ) into @, and ” Ta

Marbouta” ( �è) into ( è). In addition, we removed tweets-related
noise like users’ mentions, usernames, hashtags, and Twitter
handles (@user), RT, <>. The last stage in the preprocessing
is stemming, which removes any suffixes, prefixes, or infixes
from words. This step reduces the derived or inflected words
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Fig. 2. A Graphical Representation for Generating Topic Distribution Vectors.

Fig. 3. Bar Charts for Top c-TF-IDF Scores in Six Topics.
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TABLE III. A PERFORMANCE COMPARISON OF MULTIPLE CLASSIFIERS, USING BOTH WORD2VEC AND THE ENRICHED FEATURES (CTE)

Word2vec Enriched Representation (CTE)
Model F1-score Accuracy Precision Recall F1-score Accuracy Precision Recall
DT 0.6329 0.6329 1 0.6333 0.9667 0.9667 0.9667 0.9667
SVM 0.9273 0.9274 1 0.9268 0.9792 0.9792 0.9792 0.9792
RF 0.8372 0.8632 1 0.8644 0.9004 0.9004 0.9004 0.9004
KNN 0.7701 0.7714 1 0.7911 0.8640 0.8641 1 0.8641
XGBoost 0.8789 0.8782 1 0.8797 0.9823 0.9823 0.9823 0.9823
Bagging 0.7760 0.7798 1 0.7771 0.9710 0.9709 0.9709 0.9709
Stacking 0.9280 0.9297 1 0.9270 0.9710 0.9813 0.9710 0.9710

Fig. 4. F1-score Comparison between Classifiers that used Word2vec only and Classifiers that Utilized the Enriched Features (CTE).

into their related stems and relates all the variations into one
stem. We used Tashaphyne2, an Arabic light stemmer tool.

All experiments were applied by splitting data randomly
into 75% (6,940 tweets) for training and 25% (2,310 tweets)
for testing. Ten runs were performed for each experiment, and
we reported the average results to overcome the performance
variation problem. We used the NVIDIA Tesla K80 GPU
provided on the Google colaboratory notebook.

The word2vec representation and BERTopic [28] algorithm
are employed in this approach. We applied the BERTopic
algorithm on the preprocessed CD dataset using Python’s
”bertopic” library. Arabert model [34] was used as a pre-
trained language model. Each term in the corpus contributes
differently to each topic. Fig. 3 shows the bar charts of the
first six topics with a subset of the most contributing terms
according to the c-TF-IDF scores.

We reduced the number of topics by starting from the least
frequent topic and merging topics as long as the similarity
exceeds 0.915, the threshold suggested in the BERTopic doc-
umentation. The number of topics was reduced from 70 topics
to 47. Afterward, the resulting topic distributions for tweets in
the dataset were concatenated to the word2vec representation.

The resulting enriched features are fed into six classifiers.

2https://pypi.org/project/Tashaphyne/

Table III demonstrates the results of four performance metrics;
macro-accuracy, macro-precision, macro-recall, and macro-F1.
Also, Fig. 4 shows F1-scores of classification using enriched
features approach compared with classification using word2vec
features. According to Fig. 4, the performance of the pro-
posed approach improved all the classification results. DT and
bagging results boosted the most. These encouraging results
suggest that using latent topic distribution, obtained from
BERTopic, can improve the classifier’s ability to distinguish
between different CD categories. The baseline classifiers could
not fully capture the relations of a CD category and a subset
of topics due to the shortness of tweets. On the contrary, the
enriched features emphasized these relations.

VI. CONCLUSION

The constant evolution in natural language processing and
machine learning has made it possible to address different
cognitive distortions in a text. This paper suggests an ap-
proach for enriching short textual representations to improve
cognitive distortions’ classification of the Arabic context over
Twitter. The enrichment approach considers the shortness of
social media text and the sparsity of word co-occurrence
patterns, which (to the best of our knowledge) is not ex-
plored in the literature. It also utilizes a transformer-based
topic modeling algorithm (BERTopic) that employs a pre-
trained language model (AraBERT). For evaluation, various
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classifiers were used; DT, k-NN, SVM, RF, XGBoost, stacking
and bagging. Experimental results showed that the proposed
approach improved the performance of the defined classifiers
with different rates using an Arabic CD dataset. We will study
other TM approaches with advanced feature representations
and embeddings for future work. In addition, CD data from
other sources and languages can be tested to examine the
generality of the proposed approach. As a recommendation for
other researchers, we encourage examining transformer-based
topic modeling to empower different supervised tasks in NLP.
Also, it is good practice to define an approximation for topics’
granularity in different domains.
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Abstract—Cloud computing allows a pool of resources, such
as storage, computation power, communication bandwidth, to be
shared and accessed by many users from different locations. High
dependency on sharing resources among different cloud users
allows some attacker to hide and commit crimes using cloud
resources and as a result, cloud computing forensics become
essential. Many solutions and frameworks for cloud computing
forensics have been developed to deal with could based crimes.
However, many problems and issues face the proposed solutions
and frameworks. In this paper, a new framework for cloud
computing forensics is proposed to enhance the investigation
process performance and accuracy by adding a new stage to
conventional stages. This new stage includes the implementation
of a new way for matching based on the LSH algorithm. The
proposed framework evaluation results show an improvement
for matching and accurate cluster retrieval through the collection
process.

Keywords—Cloud computing forensics; genetic clustering al-
gorithms; genetic dynamic clustering; forensics framework; digital
forensics

I. INTRODUCTION

Digital forensics is a science which is defined by many
researchers, see [31][20], as a science of retrieving, examining,
and analysing digital evidences collected from digital devices.
A Digital evidence, according to [20], is defined as the
information and data of investigative value that is stored on,
received, or transmitted by a digital device. The goal of digital
forensics is to detect and extract the evidences, analyze the
collected evidences and preserve related ones in a format that
can be presented in a court [24][18].

Cloud computing is one of the most popular technologies
since different users and companies around the world are
rapidly becoming more dependent on cloud computing. This
means that millions or even billions of files have been uploaded
to cloud computing resources. Security of resources over the
cloud is a challenging issue that has to be addressed [43] [3].
Fog computing is similar to cloud computing but closer to the
user which also has many security concerns [2]

Cloud computing forensics refers to one of the digital
forensics branches This branch has gained popularity from
the importance of today’s cloud computing. Many researchers
describe cloud computing forensics as an application for
digital forensics for cloud computing resources to investigate
the crimes that occurred in cloud computing resources. Text
files and textual information represent a very high percentage
of types of evidence, particularly in cloud computing [20].

Accordingly, and due to the extra high volume of data stored
on the cloud, an enhanced solution is needed to handle textual
evidence by extracting and encouraging the handling of textual
evidence.

In recent years, the number of digital crimes that involve
internet and computer has grown, which has encouraged a lot
of companies to include measures in their products to assist
law enforcement in using digital evidences to determine the
perpetrators, methods used, timing, and victims of computer
crimes. The process of applying digital forensics in the huge
volume of files which stored in cloud computing resources is
very hard. Therefore, the idea of clustering has been applied
to facilitate the investigation process. Clustering is the process
of grouping objects or documents related to each other in the
same group. This is important in the investigation process,
since the investigator needs to search for all documents in the
storage space to define if there are any documents related to
the original file [17] .

This paper presents a new approach to cloud computing
forensics, which solves some of existing problems and chal-
lenges. The proposed solution consists of two main parts. The
contribution of this paper can be summarized in the following
points:

• A pre-investigation stage has been added to the stan-
dard forensics stages as part of the propose Cluster
Based Investigation Framework (CBIF). Through this
stage, a new hierarchical clustering algorithm capable
of handling all types of evidence is added.

• Genetic Based Dynamic Clustering Algorithm (GB-
DCA) has been developed to divide a dataset into
suitable number of clusters in cloud storage.

• A new search and matching technique based on using
a locality-sensitive hashing algorithm has (LSH) to
enhance the accuracy of the matching process.

• Additionally, the proposed idea can match parts of the
files based on the concept of hierarchical matching and
examining process.

This paper is organized as follows. Section 2 brings forth
the related work. Section 3 presents a brief description of
cloud computing and cloud forensics. Section 4 illustrates the
proposed idea and foremost step of the proposed solution.
Section 5 details the experimental implementation and results
from the discussion. We conclude with Section 6.
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II. RELATED WORK

In the field of digital forensics, some frameworks have been
suggested as a general frameworks while others were proposed
for lower levels of digital forensics branches. Example of
frameworks that are suggested as generic framework for digital
forensics is an integrated digital forensics process model [41],
which is a standard framework for digital forensics and can
apply to all branches of digital forensics. This framework
contains all standard stages of digital forensics with some
changes in the level of combining evidence collection and
the preservation stage into a single stage to make sure the
identified evidence does not change through the collection
stage.

Another model proposed as a generic framework is the
integrated framework for digital forensics [48], where the
proposed model is a standard model that helps the investigators
to follow a uniform approach in digital forensics. The model
contains all conventional stages of digital forensics. This
framework is classified as a simple framework based on [31].
And other models that fall under general framework such as
the model suggested through [40], [8], [32], and [7].

On the level of the computer forensics branch, many
frameworks were suggested, such as the computer forensics
investigation approach to evidence in cyber-crime [13], which
aims to define a new approach to solve and enhance the stage
of computer forensics examination. The model meets Italian
legislation and could probably be used in other countries.

Numerous frameworks and solutions have been proposed
in other digital forensics branches [31], [47]. One instance
includes the frameworks and solutions proposed in the IoT
forensics branch, which refer to one of the digital forensics
branches, such as the one in [13]. The idea of the proposed
system relates to using Block-Chain through the investigation
process to improve the collection stage’s security level and
credibility.

The model proposed in [21] refers to a new model for
reviewing and investigating cyber attacks, where digital

other framework was proposed in [37], which refers to a
new framework for mobile forensics, since a lot of crimes was
applied on the resources of mobile devices, specially with rapid
development of wireless network and smart mobile. The idea
that proposed here refers to depends on the clustering process
to facilitate the investigation as all.

The model proposed in [6] refers to the first framework,
which contains various safety principles proposed by the
ISO standard. Another framework for investigating crimes
committed in IoT devices is the IoT forensics framework for
the smart environment [39]. The proposed model was specified
to investigate the crimes committed in a smart environment,
where the proposed model is a lightweight model that is well
equipped to be compatible with IoT resources. Moreover, this
model can classify as a generic model for all IoT crimes with
a high level of privacy based on the principles mentioned for
this point.

Other frameworks and solutions proposed in the other
branches of digital forensics include the framework and solu-
tions proposed to investigate the crimes committed in a cloud

computing environment. One of these frameworks is presented
in [26], where the main contribution for the proposed model
is defining the difference between the evidence collection
stage and the preservation stage, since many frameworks are
merged between the two stages. In [42], a new framework
for cloud computing with a fundamental change in the stages
of conventional frameworks is illustrated. The change affects
the proposed model of the identification and collection stages,
and the rest of the stages did not change. The science of
the proposed framework focuses on the first two stages.
Additionally, an open could forensics model is also an example
of a framework proposed for cloud computing forensics [51].
The framework consists of primary stages of digital forensics
with an update on the levels of preservation and collection.
The model merges between these two stages in a single stage
to make sure that the evidence does not change through the
collection stage, and merges between the analysis stage and
examination stage in a new stage called the organization stage.

One solution proposed for the cloud forensics process is to
secure logging as a service for cloud forensics [50]. The idea
of this solution is to introduce secure logging as a service that
allows the cloud service provider to store virtual machine logs
and to provide access for the investigators while preserving
the privacy for the tenant of the cloud. In [35], the goal of
the proposed model is to provide as much information about
each record, such as when any trigger occurs, as when a new
record is added or deleted.

When the cloud computing environment contains multiple
tenants for its resources, the privacy and security of evidence
are essential. One of the proposed solutions to deal with this
problem is presented in [5], where the idea of the proposed
solution is to use a third party to check and evaluate data
collected by investigators. Another solution to solve the multi-
tenant problem is proposed in [4], where the idea depends on
upholding the confidentiality and integrity for evidence that
used through the investigation process.

Yet an additional issue facing the investigation process in
cloud computing is the data gathering challenge, which faces
the acquisition stage of the investigation process, because the
data is distributed amongst different servers which ultimately
decrease the performance of the investigation process. Specific
frameworks and solutions have been proposed to deal with
this problem, such as the framework proposed by Adams [44],
which suggested a new cloud forensics model which consists
of a planning stage, on-site survey stage, and acquisition stage.
This applies to deal with the process of acquisition without any
further intervention.

Numerous frameworks and approaches have been sug-
gested to investigate crimes committed in computer networks.
Frameworks that scales for a large-scale environment are called
dynamic network forensics and have a specific property for
investigation such as the framework presented in [25], which
investigates the crimes that occur in network infrastructure.
The framework contains the standard stages of any digital
forensic framework with additional stages to enhance the
investigation process, such as the evidence reduction stage,
which can enhance the accuracy of the investigation process.
Graphic network forensics have many frameworks are special-
ized for graphics-based network forensics crimes [49], [28],
[38]. Many approaches and solutions have been proposed to
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investigate soft-computing crimes specific to network analysis
and monitoring. The systems proposed in this field are tailored
to the environment that includes many attacks, because this
type of network forensics can analyze the data collected and
identify relevant attacks [9], [36].

Numerous researchers identified cloud computing forensics
[14], as an application for digital forensics in cloud computing
as a subset of network forensics. NIST framework [29], defines
it as an application of science to the identification, examina-
tion, and analysis of data while preserving the integrity of
data and maintaining the chain of custody for the data through
the investigation process. Any information or data stored or
extracted from digital devices can be evidence or part of the
evidence; these pieces of evidence are analyzed through the
investigation process.

The goal of digital and cloud investigation is to ensure that
the collected evidence is admissible in a court of law and to
maintain that the chain of custody is essential and documented,
and is thus stored throughout the entire investigation process
[16]. The chain of custody is the process of recording and
storing digital evidence as well as managing historical history
to protect the custody chain from any alteration or modification
or damage by any unauthorized user, and so, a high level of
care is required.

The investigation of crimes occurring in the cloud comput-
ing environment is faced with many issues. These issue can
be summarized through the Table I as follow

Based on the issues mentioned above, a solution for cloud
computing forensics is required, as many of the proposed
frameworks do not provide a general solution to the afore-
mentioned problems. The solution suggested in this article
aims to avoid all the above mentioned significant issues. The
proposed solution can be applied in all branches of digital
forensics in addition to cloud computing, such as applying
the proposed solution in computer forensics, cloud forensics,
network forensics, database forensics, and all others.

TABLE I. KEY ISSUE THAT FACES CLOUD COMPUTING FORENSICS
PROCESS.

Key Issue Descrip-
tion

The Reason of Key Issue

Searching for Can-
didate Files

Cloud computing contains a considerable amount of mas-
sively distributed information from different users, which
makes the searching for evidence a laborious process

Privacy of users
documents

Cloud computing contains a considerable amount of mas-
sively distributed information from different users, which
makes the searching for evidence a laborious process.

Time Needs for lo-
cating the target file

Searching for the target file or any of its pieces is time-
consuming, based on the massive amount of files in the data
center. On that basis, a new matching technique is required to
improve the efficiency and accuracy of the matching process
for evidence.

The Integrity of
users data

In conventional ways, the investigator must check all files
to check whether or not they relate to the target file, which
may violate all data in the storage center if the investigator
is a criminal. A technique is required to check only those
files that are related to the target file.

III. PROPOSED IDEA

The idea of the proposed solution focuses on resolving
shortcomings and problems that face previous related solutions
such as these related to the used conventional clustering
algorithm in [17] [33]. The solution which proposed in [17]
depends on using conventional versions of k-means and k-
medoid clustering algorithms during the pre-investigation stage
to enhance the accuracy of investigation process. While in [33]
the approach suggested is based on the usage of the hierar-
chical clustering algorithm in the pre-investigation process to
enhance the investigation’s accuracy and performance.

Another weak-point faces the previous suggested frame-
works is related to the privacy of users’ data through the inves-
tigation process. This is because many of proposed framework
does not proposed any solution for the privacy problem [1]
and [34].

The proposed framework consists of all stages of a con-
ventional framework for digital investigation, with additional
stages to achieve enhancement goals. The pre-investigation
stage is essential and was added in the proposed framework
to enhance the investigation process from in regards with the
performance, accuracy, and security. The proposed solution
consists of a set of stages as follows:

• Pre-investigation stage: this stage reduces the amount
of information submitted to the investigator. The stage
can improve the accuracy and efficiency of the inves-
tigation process.

• Evidence collection stage: in this stage the investigator
is responsible for collecting and transferring to the
investigator side only those clusters identified in the
preceding stage which are related to the target files.

• Matching stage: conventional matching, such as se-
quential and carving based matching, is usually used
in related framework found in the literature [1].
LSH based matching is suggested in the proposed
framework in order to improve the matching process
accuracy and efficiency.

• Analysis and presentation stage: in this stage the
investigator is responsible for the analysis of the
evidence gathered and finalizing the report to be
presented in front of the court. .5

The improvement introduced in CBIF framework relates to
the addition of the pre-investigation stage and to the improve-
ment of the efficiency and accuracy of the investigation process

Fig. 1. Main Stages for the Cluster based Investigation Framework(CBIF).
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by introducing the LSH based matching. Detailed discussion
of each of the CBIF enhanced points will be presented in the
subsections below.

A. Hierarchical Clustering used in the Pre-Investigation Stage

The objective of the hierarchical clustering algorithm used
in the suggested idea is to improve the investigation process by
enhancing the crime-related matching and related data collec-
tion within proper clusters. The idea of hierarchical clustering
algorithm merges between a static clustering algorithm based
on a genetic algorithm [23][27][30], and a dynamic clustering
algorithm using an evolutionary algorithm [44][38].

Fig. 1 illustrates how the proposed hierarchical clustering
algorithm operates. The algorithm starts by applying a genetic-
based static clustering algorithm (GBSCA) to divide the stor-
age center into a set of clusters based on files data-type. The
storage center in Fig. 2 is divided into four main clusters;
one for audio files, one for video files, one for text files and
documents, and one for executable files. Afterward, another
clustering round process is applied to each of the clusters
formed. The second-level clustering algorithm is a genetic-
based dynamic clustering algorithm (GBDCA). The objective
of this second round is to divide each cluster generated into a
suitable number of sub-clusters. The execution of all steps in
Fig. 2 is the responsibility of the cloud service providers.

The evaluation metric which is used in the evaluation
process refers to the Sum Square Error(SSE), whereas the
equation for this evaluation metric is as follows.

SSE =
∑k
=1

∑|cƒ |
=1D(cj − ƒ )

2...(1)

In Equation (1) D refers to the Euclidean distance between
Centroid file Cj and a specific file fi. The value of SSE must
be minimized as much as possible.

B. Genetic based Dynamic Clustering Algorithm (GBDCA)

Dynamic clustering algorithm refers to a clustering strategy
used to divide the storage center into a set of clusters [24],
which is different from the conventional clustering algorithm.
The goal of a dynamic clustering algorithm in CBIF is to
divide the storage center into a proper number of clusters.
Dynamic clustering algorithm consists of a set of iterations; the

Fig. 2. The Main Steps of the Pre-investigation Step of the Proposed Idea to
Divide the Cloud Storage Center into a Suitable Number of Clusters.

maximum number of iterations is defined before the algorithm
is started. The iterations begin with an arbitrarily small number
of clusters; at each iteration the number of clusters increases
by one until the maximum number of iterations is reached.
The number of clusters used is evaluated, based on two fitness
functions, the internal fitness evaluation, and external fitness
evaluation that is measured in each iteration.

The goal of the internal loop is to select the best centroid
file which achieves the highest fitness value based on the SSE
equation. fitness is achieved based on specific centroid files
being compared with the best fitness value.

The results of applying the genetic-based dynamic cluster-
ing, as the second level in the hierarchical clustering algorithm,
is getting the most suitable set of clusters based on the reported
best fitness function of the external loop. The flowchart below
shows the main stages of the GBDC algorithm.

The flowchart in Fig. 3 represents the main stages of
the dynamic clustering algorithm, which can facilitate the
investigation process by dividing the files into a suitable
number of clusters. This means that the cluster which achieves
a high level of similarity to the target file will contain all
the files actually related to the target file indicated by low
intra-distance which means high similarity between files in the
same cluster. The equation for the ratio between inter-distance,
i.e. the differences between files in different clusters, to intra-
distance, which is proposed in [12] is mentioned in equation
(2). This equation represents the external fitness function
proposed in GBDCA, which is responsible for selecting the
optimal number of clusters for the files in the original data
set. The output of the external fitness evaluation helps in
descending on the best number of related clusters:

R =
nterDstnce

K − 1
∗
ntrDstnce

n − K
(1)

...(2)

In equation (2), “R” refers to the ratio between the inter-
distance and intra-distance, “K” refers to the maximum number
of clusters that are allowed in a solution, and “n” refers to the
number of data instances, e.g. number of files. In the Algorithm
1, the similarity between data centers and all files in the cloud

Fig. 3. Main Steps of Genetic-based Dynamic Clustering which used to
Divide the Files in the Storage Center of the Cloud Computing.
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Algorithm 1: Pseudo-code for dynamic clustering
algorithm

Initialize Define G;
Define N;
Define LP;
Define T;
Define T1;
Define P[size];
Fill T with zeros;
Fill T1 with zeros;
Define I;
Generate permutation lists randomly;
for P = 0; P < L(P); P + + do

check the values below for  = 0;
 < sze;
 + + do

Find the row which contains number i in
permutation list;

Let R in M(s) =  value;
for C = ;
C < FeCont;
C++ do

if R[c] = 1 then
T[p][c] = ;

if rowT[p][]contains-no-zeros then
Break;

for  = 1;
 <= No.Permtton − Lsts;
 + + do

Find the row which contains number I in
permutation list;

if row T1[p][] contains no zeros then
setT1[p][1] = 

if row T1[p][] contains no zeros then
Break;

Return T;
Return T1;

storage center is determined using Euclidean distance, see [19],
based on the following equation.

D =
Æ
∑

(Cjr, ƒ r)2...(3)

Where D refers to the distance or the similarity between
files. Two fitness functions are used through clustering based
on genetic, internal fitness, and external fitness. The internal
fitness function allows for the selection best centroid data item
based on equation (1). The external fitness function has to do
with the decision on the proper number of clusters based on
the out come of equation (2).

As a summary of the actions and steps of the pre-
investigation stage, it starts by dividing the storage center
into a set of clusters based on the data types of the files.
Afterward, another level of clustering round using genetic-
based dynamic clustering, divides the generated clusters from
static clustering step into a set of sub-clusters, which produces
a set of small clusters for each of the first round’s clusters.

The next step in the proposed idea is to start the investigation
process by retrieving the cluster that is highly similar to the
tampered file based on ranking the clusters according to the
similarity achieved through the internal loop of the genetic-
based dynamic clustering using equations (1) and (3). Then
comes the step of matching and finding the file or files related
to the target file. The outcome of the pre-investigation step is
to define the clusters that are very similar to the target file.
The pre-investigation step can improve the performance and
accuracy of the investigation process.

C. The LSH Algorithm Applied for the Matching and Exami-
nation Stage

Another step in the process of improving the matching and
searching for evidence in cloud computing forensics depends
on using the Locality Sensitive Hashing (LSH) algorithm.
The LSH algorithm consists of three steps. The first step
is the shingling step, which is responsible for building the
shingle matrix of two dimensions. The second step is the
implementation of the Min-hashing algorithm; this step is
responsible for the compression of the shingle matrix. The
last step is the implementation of the LSH algorithm [24],
which is an enhanced matching algorithm that is implemented
on the signature matrices generated to identify similar files in
the previous step. LSH algorithm can improve the accuracy
and efficiency of the investigation process based on reducing
the size of the shingle matrix extracted from the original data.
Fig. 4 shows the main stages of the LSH algorithm, where the
steps begin after retrieving the clusters linked to the tampered
file.

The following steps present detailed information on the
improved examination and matching steps based on the LSH
algorithm.

1) Shingling Step: The initial step of the LSH algorithm
implementation is the extraction of shingles for each file of
the retrieved cluster data, and developing a two-dimensional
shingle matrix for all extracted files’ shingles. The shingle
matrix shown in Table II represents an example of a shingle
matrix extracted from the files of the cluster. In the Table, a
Shingle matrix ID in a row exists in documents, specified in
column, where the flag bit is set.

Table II displays the shingle matrix structure. The shingle
matrix building step is the initial step in the LSH algorithm
procedure. All documents contents must be transformed into

Fig. 4. Main Steps of Applying the LSH Algorithm to Enhance the
Investigation Process in Cloud Computing
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TABLE II. AN EXAMPLE OF A SHINGLE MATRIX EXTRACTED FOR A SET
OF TEXT FILES

Shingle ID First
Document

Second Docu-
ment

Third Docu-
ment

Shingle 1 1 0 0
Shingle 2 0 1 0
shingle 3 0 0 1
shingle 4 1 0 0
Shingle 5 0 1 0
Shingle 6 0 0 1
Shingle 7 1 1 0
Shingle 8 0 0 1
Shingle 9 1 1 0
Shingle 10 0 0 1
Shingle 11 1 1 0
Shingle 12 0 0 1
Shingle 13 1 1 1
Shingle 14 1 1 0
Shingle 15 0 0 1

shingles that are added into a shingle matrix which represents
the files in the cloud storage center.

The process of extracting shingles from documents is
called the shingling extraction step where each document is
represented by a string of characters. Shingles extraction is the
process of creating a set of k-shingles for a document to be
any sub string of length k found. As an example of the shingle
extraction step, assuming the original document containing a,
b, c, d, e, f, g, h, and k is 3 then some possible shingles
are a, b, c, b, c, d, c, d, e, d, e, f, e, f, g, and f, g, h. The
similarity of documents is measured based on the degree of
overlapping between these shingles. Increasing the number of
shingles overlapped between two files means that the two files
are more similar to each other [11].

The similarity between documents is measured using Jac-
card similarity metric [45], which depends on the degree of
overlapping between shingles. matrix. The equation used to
calculate Jaccard similarity is as follows

Sm(Fe1, Fe2) =
|Fe1 ∩ Fe2|

|Fe1 ∪ Fe2|
... (4) By increasing the intersection ratio between the two
files, the degree of similarity would increase. Based on this,
the degree of similarity between the two files will increase
when the amount of intersected characters or features between
the two files is increased.

2) The Step of Compression using Min-hashing Algorithm
: The signature matrix which is built through the first step of
the pre-investigation stage will be usually very large due to
the huge volume of files stored in cloud computing storage
space. Accordingly, it is very complicated to handle the
shingle matrix for the recovered clusters. Therefore, further
processing is needed, which could be very time consuming to
use the conventional method for performing the searching and
matching steps.

It is necessary to compress the shingle matrix in a specific
way while keeping the distance between the files in the original
matrix. One of the best solutions is the Min-hashing algorithm,
which can compress the shingle matrix into a small matrix
called signature matrix ”M”. The most important feature of
this algorithm is that it keeps the similarity of the underlying
sets of shingles in the compressed version.

Min-hashing algorithm allows for the generating of a
permutation list, which contains random numbers in the range
from 1 to the number of shingles. The result of the Min-
hashing process is stored in a signature matrix, where its rows
are the Min-hashing value, and the column of the signature
matrix is the file name. The number of permutation lists deter-
mines the accuracy of the signature matrix. Each permutation
list produces a row in the signature matrix. Fig. 5 shows an
example of the main step of converting the shingle matrix
for a set of files into a signature matrix using 4 Min-hashing
functions (4 permutation lists). The similarity between doc1
and doc3 in the shingle matrix is very close to the similarity
between h(doc1) and h(doc2) in a signature matrix.
The pseudo code shown in Algorithm 1 contains the steps of
min-hashing starting from the step of generation of a permu-
tation list and all steps of compression for the shingle matrix
until the production of the signature matrix and signature list.
For more details on how to calculate the signature matrix out
of the permutation lists please refer to [15].

3) Locality Sensitive Hashing (LSH): The last step after
creating the signature matrix from the shingle matrix is apply-
ing locality-sensitive hashing to the produced signature matrix.
LSH step is very helpful in dealing with parts of a file in order
to discover criminal acts rather than dealing with he whole file
imposed by other techniques. In the matching and examination
forensic stage, we suggest to use LSH algorithm to enhance
the investigation process based on the following factors:

1) The conventional way of matching byte-to-byte takes
significantly long time carry out especially on the
cloud.

2) High degree of accuracy in the matching process can
be obtained. This aspect is essential and useful in a
cloud computing environment since it contains a huge
volume of files.

3) The LSH algorithm can handle all cases of the
matching process, such as if the file was removed,
partially modified, or fully updated.

Locality-sensitive hashing mainly depends on the division
of the signature matrix from the shingle matrix into several
bands. Specific hash function F(x) is used for each band of
a signature matrix. The result of the hashing step maps to a
specific bucket in a bucket list. Each column in the signature
matrix is hashed multiple times based on splitting the column
into band sets, and each band is hashed using a specific,
preferably different, hashing function.

The Signature list will also be hashed multiple times based
on splitting it into bands and hashing each band using a same
has function that has been used for that band over the signature
matrix. The bands with the same data will be hashed and
mapped to the same bucket [22]. This means that the files
which are shared in the bucket are exactly identical.

The flowchart in Fig. 6 shows the key steps of the LSH
algorithm which are used in CBIF as the step of matching
began by dividing the signature matrix into a specific number
of bands. In order to determine that a set of files match,
specific threshold has to be defined to determine which of the
candidate set of files have contributed in creating the targeted
document. The threshold in CBIF will be changed based on
the corresponding results as shown in the flowchart in Fig. 6.
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Fig. 5. Main Steps of Building a Signature Matrix from the Shingle Matrix.

Fig. 6. Main Steps of Locality Sensitive Hashing Algorithm for Matching.

If there are no two files shared in a number of buckets based
on the given threshold, the threshold’s value will be reduced
until it reaches zero. Therefore, it can be concluded that no
file matches fully or partially the targeted file. Fig. 7 shows
an example of how to apply LSH algorithm in the matching
system to identify the set of matching documents.

IV. EXPERIMENTS IMPLEMENTATION AND RESULTS
DISCUSSION

Two main experiments have been implemented throughout
this research paper. The first one has to do with the imple-
mentation and evaluation of the clustering algorithm which
makes use of CBIF. The second experiment has to do with
the implementation and evaluation of LSH algorithm. All
the experiments were implemented with Java Programming
language using Net-Beans 8.1 on a PC with 64-bit Windows
10 operating system, and an Intel core i7-6500u CPU with
32GB of RAM.

A. Testing and Evaluation of Clustering Algorithm

To define the performance of the genetic-based dynamic
clustering algorithm used through the second level of cluster-
ing, an implementation of the algorithm over ten, real and
artificial data-sets obtained from UCI [10] was performed.
The data-sets used in this experiment have various numbers
of features ranging between ‘3’ to ‘13’ features. It contains
various numbers of clusters ranging from ‘2’ to ‘6’ clusters. A
set of experiments have been designed to measure the accuracy
and performance of GBDCA before being used in CBIF. Each
experiment has been applied over the data-sets mentioned in
Table III. GBDCA has been compared with K-means clustering
algorithm which we have been also implemented to measure
its accuracy and performance.
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Fig. 7. A Locality-sensitive Hashing Algorithm (LSH) and How the
Matching Process is Done based on the Map for One Band.

TABLE III. EVALUATION RESULTS OF THE PROPOSED DYNAMIC
CLUSTERING ALGORITHM (GBDCA).

Dataset
Name

Original
No of
Clusters

Avg.
No of
clusters
GBDC

Avg.
No of
clusters
CRO

Avg
No.clusters
Kmeans

E.coli DS 5 4.9 5.1 4.7
IRIS DS 3 3.43 3.63 4.23
Seed DS 3 3.367 3.53 4.134
Balance DS 3 3.23 3.36 4.1
Blood DS 2 2.5 2.6 2.934
Wine DS 3 2.8 2.53 3.567
Hepatitis DS 2 2.76 2.83 3.067
Vertebral DS 2 2.73 2.93 3.43
BC DS 2 2.36 2.57 3.034
Glass DS 6 5.033 5.63 4.863

Table III represents the number of clusters resulted from
running each of the two clustering algorithms. The number of
clusters achieved by each algorithm is compared with the origi-
nal number of clusters for each data-set, and represented as the
Error Rate. The results shown in Table III is the average value
of ten experiment runs applied for each data-set. The main
objective of these experiments and the comparison between
GBDCA ad K-means algorithms were to prove that GBDCA
is the better than K-means and can be used in the investigation
process to enhance the forensics process of digital devices. The
genetic based dynamic clustering algorithm depends on using
the Inter/Intra ratio, as an external fitness function.

POE =
ABS(OrgnNo − AcheedNo)

Orgnnmber
∗ 100

... (5) In the equation above, the POE refers to the percentage
of error, ABS refers to the absolute value, which is calculated
for the difference between the original number (OriginalNo.)
of clusters for each algorithm and the average number of
clusters achieved by the experiments applied on a specific
data-set (AchievedNo.). Table IV shows the error rate for each
competitive algorithm for the different data-set.

TABLE IV. ERRORS PERCENTAGE FOR EACH COMPETITIVE CLUSTERING
ALGORITHM BASED ON THE RESULTS ILLUSTRATED IN TABLE 2

Dataset De-
scription

Genetic
Error
Rate

CRO Er-
ror Rate

Kmeand
Error
Rate

Min Error
Rate

E. coli DS 10% 14.67% 44.67% 10%-GA
IRIS DS 14.44% 21.11% 41.1% 14.44%-

GA
Seed DS 12.22% 18% 37.78% 12.22%-

GA
Balance DS 7.78% 12% 36.6% 7.78%-

GA
Blood DS 25% 30% 46.67% 25%-GA
Wine DS 6.67% 16% 18.89% 6.67%-

GA
Hepatitis DS 38.33% 42% 53.33% 38.33%-

GA
Vertebral DS 36.67 47 53.33% 36.67%-

GA
Breast Can-
cer

18.33% 28% 51.7% 18.33%-
GA

Glass DS 16.11%t 6% 18.9% 6%-CRO
Average Re-
sults

19% 23% 40% 19%-GA

Table IV allows us to determine which is the best algo-
rithm to be used through the step of dynamic clustering in
the proposed hierarchical clustering algorithm. The average
percentage of error rate achieved by the dynamic clustering-
based genetic algorithm is 19%, and the percentage of error
achieved by the dynamic conventional k-means algorithm is
40%. The results shown in Table 3 can be interpreted as a
recommendation to use a genetic-based dynamic clustering
algorithm in our solution, given the low percentage rate in
comparison with the K-means algorithm.

B. Experimental Implementation for the LSH Algorithm

Several tests have been performed to determine the accu-
racy and reliability of CBIF and different data set sizes have
been used. Furthermore, various structures for the tampered file
were designed and used to test the proposed solution through a
set of experiments. The data set used in our experiments is the
Reuters data set consisting of 21000 files [46]. The experiments
are divided into four main categories based on the structure of
the tampered file used. Each category of experiments consists
of 10 runs and the average value was calculated. In each run,
the variables that controls the structure of tampered file were
different. The details about the structures of tampered file
will be shown in detail just before discussing the results of
that experiment. The Reuters files were divided into sets and
the series of experiments were applied to each of these sets;
the size of these sets will be addressed below. The matching
accuracy based on equation (5) has also been calculated.

The data set used in these experiments is divided into
clusters based on the dynamic clustering algorithm decision
proposed in the hierarchical clustering step. In most cases, the
number of clusters achieved was 6 clusters. The files were
distributed over the clusters based on the level of similarity
between cluster centroid files and all other files.

1) Tampered File Description: The tampered file used in
the experiments to evaluate the accuracy and efficacy of the
CBIF has many structures, as follows.

• Structure-One: The first structure for the tampered file
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consists of three random files from three random clus-
ters. File “A”, from a random cluster “A”, is involved
with 10% of the tampered file content. Random file
“B”, from another random cluster “B”, is involved
with 20% of the tampered file content. Finally, 70%
of the tampered file creation process is from random
file “C”, which belongs to yet another cluster “C”.
The files and clusters “A”, “B”, and “C” are random
in that they may vary from experiment to experiment.
This also applies for the next structures. see Fig. 8A.

• Structure-Two: The second structure for the tampered
file consists of three random files from three random
clusters with different participation rates with 20%,
30%, and 50% for random files A, B, and C from
random clusters A, B,and c respectively. Fig. 8B
shows the percentage of participation for each file in
the tampered file content data

• Structure-Three: Another structure for the tampered
file was used that consists of two random files from
two random clusters. Random file “A”, from random
cluster “A”, is involved with 40% of the tampered
file content, while random file “B”, from random
cluster “B”, is involved with 60% of the tampered file
content. Third part of Fig. 8C shows the percentage of
participation for each file in the tampered file content.

• Structure-Four: The last structure of the tampered file
used consists of two random files ”A” and ”B” from
two random clusters ”A” and ”B” where each file is
involved with 50% of the tampered file as shown in
Fig. 8D.

2) Experimental Implementation for LSH Based Frame-
work Using Different Tampered File’s Structures : Multiple
experiments were conducted based on the above mentioned
tampered file structures. Each experiment was replicated sixty
times with random file selected randomly from a different
cluster each time.The AMA is the average results for ‘60’
of the repeated experiments. Each experiment has different
variable values for the structure of the tampered file. The
purpose of repeating the experiments ‘60’ times is to test
CBIF’s performance and reliability in order to deal with all
cases of file creation being tampered with. The purpose of
repeating the experiments is to test the CBIF’s ability to
recognize the original files in all cases of manipulated files.

For example, in the experiment defined for Structure-One
of the tampered file structure, Cluster A can be randomly
selected as Cluster ‘2’, and File X can be randomly selected
to be File ‘5’, meaning that the tampered file has 10% of its
content taken randomly from File number ‘5’ in Cluster ‘2’.
Cluster B can be cluster ‘4’ and File Y can be File ‘1’, this
means that the randomly selected File ‘1’ in Cluster ‘4’ has
participated with 20% of that tampered file content. Finally,
Cluster C can be cluster ‘5’ and File Z can be File ‘2’, meaning
that from Cluster ‘5’ we have randomly selected File ‘2’, which
contributes to 70% of that same tampered file’s content. Fig.9
consists of 4 main sub-figures A,B,C, and D, whereas each
sub-figure of Fig. 9 is specified for an experiment based on a
specific tampered file structure.

The Average Matching Accuracy (AMA) is a metric that
we have used to measure the accuracy of the matching process

and is calculated based on the percentage of matching between
the tampered file and the original files which participated in
the tampered file content. The equation which was used to
calculate AMA between the tampered files and original files
is equation (6). In this equation the Avg-Matching(Bx, . . . , By)
refers to the average results of matching between the tampered
file and all clusters participating with a certain percentage of
the tampered file’s construction. As an example, if equation
(6) was used to calculate the average accuracy for a cluster
involved with 50% of the tampered file content, then in this
case, the AvgMatching(F.1, F.2, ..., F.n) is the average result of
matching between the tampered file and the ”n” files F.1, ..., F.n
that are involved with 50% of the tampered file content. Here
”n” is the number of runs the experiment has been repeated
which is in our case equals 60.

AMA = 100 −
ABS(AgMtchng(B, .., By)∗ 100 − Actmtchngpercentge)

ActmtchngPercentge
∗ 100...(6)

The results in Fig. 9 show how accurate CBIF is for the
matching process, and presents how the AMA for the results
of matching is close to the actual ratio of participation in all
matching results.

Details of each result shown in Fig. 9 will be thoroughly
explored next before comparing CBIF with other rival algo-
rithms. The purpose of this is to reduce the complexity of
discussing this comparison into two simpler phase. In the first
phase we discuss the results obtained for CBIF and in the
second phase we compare these results with results obtained
for other protocols.

• First Experiment
The tampered file used through the first experiment
was built according to Structure-One of the tampered
file structures shown in Fig. 9A, which consists of
three files.
Fig. 9-A consists of three columns where each col-
umn shows the average matching ratio between the
tampered file and the original files in a specific cluster
based on the percentage of participation in the tam-
pered file content. The figure show the participation
results of three clusters, thus we have three columns,
since the participation ratios of other clusters were
negligible and thus are not shown in the figure.
The average accuracy of matching between the tam-
pered files and original files which were involved in
10% of tampered file contents is 76.78%, the average
accuracy of matching with the files involved in 20%
of tampered file contents is 94.44%, and the average
result of matching with the files participating in 70%
of the content is 87.71%.
The conclusion that can be drawn from Fig. 9A is
that CBIF’s has the ability to deal with the case
when the target file in the investigation process was
mixed with other files. This indicates that the file that
the investigator was searching for and modified at a
certain rate was found at a high accuracy rate.

• Second Experiment
Another experiment was conducted based on the
second structure of the tampered file that was referred
to in Fig. 9B. This figure consists of three columns,
each column is specified for the AMA between
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Fig. 8. Key Structures of Tampered File Content which were used by Experimental Implementation.

Fig. 9. Results for Set of Experiments based on Different Structures for
Tampered Files.

tampered file and each of the original files which
were involved in the creation process of the tampered
file.

The files that participated in the tampered file’s con-
tent creation achieves a high level of similarity if
compared with other files, such that the accuracy
of matching that was shown in Fig.9B depends on

the values of actual matching results. The conclusion
that can be drawn on the basis of the results shown
in Fig.9B is that the proposed CBIF succeeds in
retrieving the right files with a higher matching level
than the other files in the storage space.

• Third Experiment The third experiments was applied
based on the third structure of the tampered file
mentioned earlier in Fig. 9C. This figure consists
of two columns, each column represents the average
accuracy of matching between the tampered files and
original files which were involved in the construction
process of the tampered file.
The results shown in Fig. 9C represents the extent
of accuracy and reliability of CBIF to deal with the
third case of tampered file content mentioned earlier.
This gives a strong argument for the benefits and
importance of using the proposed CBIF.

• Fourth Experiment. The last experiment was applied
based on the structure of the tampered file mentioned
in Fig. 9D. The results shown in Fig. 9D illustrate the
AMA for this experiment which consists of two bars,
each bar shows the average accuracy of matching with
each original file involved in creating the tampered
file.
The results shown in Fig. 9D show the accuracy of
CBIF in retrieving the correct files which actually
participated in the contents of the manipulated file.

3) Comparisons between the Proposed Solution and Re-
lated Cluster-based Solutions: Two of the related solutions
have been implemented and compared with the proposed CBIF.
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The purpose of this comparison is to demonstrate matching
accuracy level of CBIF relative other similar techniques. The
first competitive solution relies on using the traditional k-
means clustering algorithm [10]. The idea of the solution
revolves around applying the k-means clustering algorithm
in the investigation process to divide the documents in the
storage center into groups and to focus on the group which is
most similar to the target file. The second competitive solution
is to use a k-medoid clustering algorithm to enhance the
investigation process with respect to accuracy and performance
[17]. Both solutions have been implemented and used with
the data-set which was used to test CBIF. The structure of
the tampered file which was used through the experiments of
testing the competitive solutions is the same as the structure
which mentioned earlier to test the proposed CBIF. All of
experiments have been run 60 times. The average accuracy of
matching for all experiments have been applied using equation
6 . The results for the experiments are as follows:

• Comparison between CBIF, a K-means based
solution, and a k-medoid based solution using the
first structure of the tampered file

Fig. 10A shows the AMA for the three solutions
based on structure-One of the tampered file. The figure
consists of three groups of bars, each group contains
three bars. Each bar refers to the average accuracy of
matching between the tampered file and other files,
exist in a specific cluster, using one of the three
compared solutions. The first group which represents
the AMA between the tampered file and a clustered
file which participated in 10% of the tampered file
content. CBIF has achieved higher AMA than the
results obtained by the other solutions for the first
tampered file structure.
The AMA of the file which participated with 70%
of tampered file content is greater in CBIF, close to
88%, compared to the other solutions, almost 75%
and 65% for k-means and k-medoid, respectively.
This demonstrates the ability of CBIF in improving
the matching accuracy which is better than similar
solutions. This helps in finding the correct file that
actually participated in the contents of the tampered
file.
Another important enhancement of CBIF is related to
the rank of the original files which participated in the
tampered file’s content. The files that were already
involved in creating the file that was tampered with,
in most experiments, have the highest degree of
similarity with the tampered file. On the other hand,
only in 72% of the total experiments did the original
files that participated in the composition of the
manipulated file obtain the highest similarity with the
tampered file, which means that the original files did
not get the highest similarity in a 28% of experiments.

• Comparison based on the second structure of the
tampered file
Other experiments have been designed and imple-
mented for the related solutions to show how CBIF
solution performs. AMA has been calculated for the
60 runs of experiment for each solution. The summary

of these experiments can be shown in Fig. 10B.
Results shown in Fig. 10B represent the AMA of
the competitive solutions to retrieve the original par-
ticipated files. CBIF achieved an accuracy level that
is, also in this experiment, higher than other two
competitive solutions for all participated files, as can
be seen in the results shown in group three of Fig.
10B.
The AMA achieved by CBIF is 91.15%, whereas
the average accuracy achieved by the k-means based
solution is close to 75%, and the average accuracy of
matching achieved by the k-medoid based solution is
close to 67%. This indicates the gap in the perfor-
mance between CBIF solution and the other related
solutions. This point is important to encourage the
prefer the usage of the CBIF in investigation process
over the other rival solutions.
Another significant improvement accomplished by
CBIF is the ranking of files based on the degree of
similarity with the tampered file. File ranking here
indicate the ability of the solution to rank the actual
original files that have participated in the tampered file
as the top ones. For example assume that file A and B
have participated in creating a tampered file T with a
certain percentage from each one. A solution that gives
the highest percentages to files A and B, regardless of
the accuracy results for each one, is assumed to reach
100% ranking accuracy. While a solution that gives a
percentage for another file, e.g. file C, that is higher
than A or B gets a lower ranking accuracy.
In the experiments that are based on the Structure-One
of the tampered file, using a solution based on k-means
and a solution based on k-medoid, the files involved
with the tampered file content do not reach the highest
degree of similarity with the tampered file in some of
the experiments. In the solution that depends on the k-
medoid clustering algorithm, the ranking accuracy was
close to 77% while in the solution that depends on the
conventional k-means clustering algorithm, 80% was
the ranking accuracy. CBIF has achieved 95% to 100%
ranking accuracy in all of the experiments and for all
tampered file structures.

• Comparison based on Structure-Three of the tampered
file.
Third part of Fig. 10C shows the results for the experi-
mental implementation of competitive solutions based
on Structure-Three of the tampered file mentioned
earlier. For the 60 experimental runs, the average accu-
racy was calculated. The average level of accuracy ob-
tained by CBIF was higher than the average accuracy
achieved by the competitive solutions in the matching
process with the files that participated in 40% of the
tampered file contents. Although the difference is less
than the case with 40% participation, CBIF achieved
higher accuracy also for the 60% participation results.
Additionally, for the ranking accuracy, in the k-means
based solution 86% of all experiments. In the k-
medoid based solution is 84% of all experiments.

• Comparison between the CBIF and other competitive
solutions based on the Structure-Four of the tampered
file
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The results shown in last part of Fig. 10D represent
the average accuracy of matching for the three com-
petitive solutions to enhance the investigation process.
CBIF achieves higher AMA in both clusters, which
has participated with 50% of the tampered file, than
the other compared solutions. Moreover, k-medoid
based solution, shows ranking accuracy as 86% while
solutions based on k-means results in 90% ranking
accuracy which is much less than what CBIF has
achieved.

To conclude, from the section of comparisons between the
proposed CBIF and other rival solutions, it can be inferred
that the proposed solution improves the average matching
accuracy for the investigation process in all cases and for all
of the files structures involved. This point is important in the
forensics process, as many of the crimes are hidden based
on mixing the original file with other files. Moreover, the
point of enhancement in the accuracy of matching is what all
frameworks and solutions are looking for to achieve; the results
shown in the above figure indicate a noticeable improvement
on average matching accuracy in most cases. This is supported
by the results of ranking accuracy which prove that CBIF
outperforms K-means and K-mediod algorithms in all the
conducted experiments.

4) Comparison between CBIF and Related Solution on the
Basis of Execution Time: Another comparison is between the
competitive solutions based on the execution time for each
algorithm. The comparison is based on the size of the data-set
used. The execution time was measured for applying the three
solutions for the 2000 file, 4000 file, 8000 file, 16000 file,
and 21000 file data-sets. The results for the execution time
are shown in Table V. The results in Table V refers to the
time needed for the investigation to find a file similar to the
target file. k-medoid clustering algorithm needs less time than
k-means based investigation process which in turn takes less
that proposed CBIF. This slight extra is justified by the higher
average matching accuracy achieved by CBIF.

Fig. 10. Results for All Competitive Algorithms based on Different
Structures for Tampered File Content.

TABLE V. RESULTS FOR THE EVALUATION PROCESS OF THE PROPOSED
DYNAMIC CLUSTERING ALGORITHM

No.Files in a
data-set

Execution time
for CBIF in
seconds

Execution
time For k-
means based
investigation in
seconds

Execution time
for k-medoid in
seconds

1000 189.2 150.388 135.9
2000 238.7 215.9 182.6
4000 1972.15 1213 600.356
8000 4370.16 4222.11 3446.462
16000 12325.2 11863.5 10695
21000 18735.5 17962 16818.5

V. CONCLUSION

Many frameworks and solutions have been proposed in the
field of cloud computing forensics. Each of these frameworks
have specific drawbacks and weak points in certain stages
of the investigation process. In the paper, CBIF is proposed
to focused on a specific issue of cloud computing forensics;
namely, the performance and accuracy of the investigation
process. CBIF adds a new stage called the pre-investigation
stage, which is responsible for filtering and grouping the
evidence and files in the cloud storage center into a set of
groups based on using a hierarchical clustering approach. This
stage enhances the average accuracy of the matching process
by dividing the storage center into sets of groups.

The results achieved from the experimental implementation
shows how the proposed CBIF enhances the average accuracy
when compared with the related solutions, the k-means based
solution and the k-medoid based solution. CBIF achieved
higher accuracy matching levels and ranking accuracy than
the competing solutions in most of the experiments.

The proposed CBIF solution can be enhanced in the future
by enhancing the LSH step of current solution by changing
the technique of selecting band size.
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approach to study and manage digital chain of custody of digital
evidence. Journal of Information and Organizational Sciences, 35(1):1–
13, 2011.

[17] Luis Filipe da Cruz Nassif and Eduardo Raul Hruschka. Document
clustering for forensic analysis: An approach for improving computer
inspection. IEEE transactions on information forensics and security,
8(1):46–54, 2012.

[18] Larry Daniel. Digital forensics for legal professionals: understanding
digital evidence from the warrant to the courtroom. Elsevier, 2011.

[19] Per-Erik Danielsson. Euclidean distance mapping. Computer Graphics
and image processing, 14(3):227–248, 1980.

[20] Sergio Decherchi, Simone Tacconi, Judith Redi, Alessio Leoncini, Fabio
Sangiacomo, and Rodolfo Zunino. Text clustering for digital forensics
analysis. In Computational Intelligence in Security for Information
Systems, pages 29–36. Springer, 2009.

[21] Athanasios Dimitriadis, Nenad Ivezic, Boonserm Kulvatunyou, and
Ioannis Mavridis. D4i - digital forensics framework for reviewing and
investigating cyber attacks. Array, 5:100015, 2020.

[22] Aristides Gionis, Piotr Indyk, Rajeev Motwani, et al. Similarity search
in high dimensions via hashing. In Vldb, volume 99, pages 518–529,
1999.

[23] David E Goldberg. Genetic algorithms in search. Optimization, and
MachineLearning, 1989.

[24] Christopher Hargreaves and Jonathan Patterson. An automated timeline
reconstruction approach for digital forensic investigations. Digital
Investigation, 9:S69–S79, 2012.

[25] Ben Hitchcock, Nhien-An Le-Khac, and Mark Scanlon. Tiered forensic
methodology model for digital field triage by non-digital evidence
specialists. Digital investigation, 16:S75–S85, 2016.

[26] Michael Hogan, Fang Liu, Annie Sokol, and Jin Tong. Nist cloud
computing standards roadmap. NIST Special Publication, 35:6–11,
2011.

[27] John H Holland. Genetic algorithms. Scientific american, 267(1):66–73,
1992.

[28] Liu Jiang, Guiyan Tian, and Shidong Zhu. Design and implementation
of network forensic system based on intrusion detection analysis. In
2012 International Conference on Control Engineering and Communi-
cation Technology, pages 689–692. IEEE, 2012.

[29] Karen Kent, Suzanne Chevalier, Tim Grance, and Hung Dang. Guide
to integrating forensic techniques into incident response. NIST Special
Publication, 10(14):800–86, 2006.

[30] Mohammad Khanafsa, Ola Surakhi, and Sami Sarhan. A parallel
face detection method using genetic & cro algorithms on multi-core
platform. In 2019 2nd International Conference on new Trends in
Computing Sciences (ICTCS), pages 1–6. IEEE, 2019.

[31] Mohammed Khanafseh, Mohammad Qatawneh, and Wesam Al-
mobaideen. A survey of various frameworks and solutions in all
branches of digital forensics with a focus on cloud forensics. Int. J.
Adv. Comput. Sci. Appl, 10(8):610–629, 2019.

[32] Manish Kumar, M Hanumanthappa, and TV Suresh Kumar. Network
intrusion forensic analysis using intrusion detection system. Int. J.
Comp. Tech. Appl, 2(3):612–618, 2011.

[33] Chanjin Lee and Mokdong Chung. Digital forensic for location infor-
mation using hierarchical clustering and k-means algorithm. Multimedia
Society Journal, 19(1):30–40, 2016.

[34] Sheik Khadar Ahmad Manoj, D Lalitha Bhaskari, et al. Cloud forensics-
a framework for investigating cyber attacks in cloud environment.
Procedia Computer Science, 85:149–154, 2016.

[35] Raffael Marty. Cloud application logging for forensics. In proceedings
of the 2011 ACM Symposium on Applied Computing, pages 178–184,
2011.

[36] Matthias Neugschwandtner, Paolo Milani Comparetti, Gregoire Jacob,
and Christopher Kruegel. Forecast: skimming off the malware cream.
In Proceedings of the 27th Annual Computer Security Applications
Conference, pages 11–20, 2011.

[37] Liwen Peng, Xiaolin Zhu, and Peng Zhang. A framework for mobile
forensics based on clustering of big data. In 2021 IEEE 4th Interna-
tional Conference on Electronics Technology (ICET), pages 1300–1303,
2021.

[38] Mohammad Qatawneh, Ahmad Alamoush, and Ja’far Alqatawna. Sec-
tion based hex-cell routing algorithm (sbhcr). International Journal of
Computer Networks & Communications, 7(1):167, 2015.

[39] Mohammad Qatawneh et al. Multilayer hex-cells: A new class of hex-
cell interconnection networks for massively parallel systems. IJCNS,
4(11):704–708, 2011.

[40] Mark Reith, Clint Carr, and Gregg Gunsch. An examination of digital
forensic models. International Journal of Digital Evidence, 1(3):1–12,
2002.

[41] M Rogers. Dcsa: a practical approach to digital crime scene analysis.
West Lafayette, Purdue University, 2006.

[42] Keyun Ruan, Joe Carthy, Tahar Kechadi, and Ibrahim Baggili. Cloud
forensics definitions and critical criteria for cloud forensic capability:
An overview of survey results. Digital Investigation, 10(1):34–43, 2013.

[43] Huda K Saadeh, Wesam Almobaideen, and Khair Eddin Sabri. Ppust-
man: Privacy-aware publish/subscribe iot mvc architecture using infor-
mation centric networking. Modern Applied Science, 12(5):128, 2018.

[44] Sarah Shukri, Hossam Faris, Ibrahim Aljarah, Seyedali Mirjalili, and
Ajith Abraham. Evolutionary static and dynamic clustering algorithms
based on multi-verse optimizer. Engineering Applications of Artificial
Intelligence, 72:54–66, 2018.

[45] Jatsada Singthongchai and Suphakit Niwattanakul. A method for
measuring keywords similarity by applying jaccard’s, n-gram and vector
space. Lecture Notes on Information Theory, 1(4), 2013.

[46] Kilian Stoffel, Paul Cotofrei, and Dong Han. Fuzzy methods for forensic
data analysis. In 2010 International Conference of Soft Computing and
Pattern Recognition, pages 23–28. IEEE, 2010.

[47] Akash A Thakar, Kapil Kumar, and Baldev Patel. Next generation
digital forensic investigation model (ngdfim)-enhanced, time reducing
and comprehensive framework. In Journal of Physics: Conference
Series, volume 1767, page 012054. IOP Publishing, 2021.

[48] Sebastiaan Von Solms, Cecil Louwrens, Colette Reekie, and Talania
Grobler. A control framework for digital forensics. In IFIP International
Conference on Digital Forensics, pages 343–355. Springer, 2006.

[49] Wei Wang and Thomas E Daniels. A graph based approach toward
network forensics analysis. ACM Transactions on Information and
System Security (TISSEC), 12(1):1–33, 2008.

[50] Shams Zawoad, Amit Kumar Dutta, and Ragib Hasan. Seclaas: secure
logging-as-a-service for cloud forensics. In Proceedings of the 8th ACM
SIGSAC symposium on Information, computer and communications
security, pages 219–230, 2013.

[51] Tanveer Zia, Peng Liu, and Weili Han. Application-specific digital
forensics investigative model in internet of things (iot). In Proceedings
of the 12th International Conference on Availability, Reliability and
Security, pages 1–7, 2017.

www.ijacsa.thesai.org 873 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 1, 2022

Towards a Low-Cost FPGA Micro-Server for Big
Data Processing

Mohamed Abouzahir1
Ecole Supérieure de Technologie de Salé
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Université Mohammed V de Rabat

Khalifa Elmansouri2
Institut Supérieur des Sciences de la Santé (ISSS)

Laboratoire des Sciences et Techniques de la Santé
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Abstract—The development of big data in the era of data
explosion and the growing demand for micro-servers in place of
traditional servers to adapt to lightweight tasks in recent years
has put into question how to integrate and make use of these
two important domains. During the same era, CPU performance
growth has reached a certain maturity. In order to surpass
these issues and to reach high performances computing, a new
trend now is to use multiple processing units or heterogeneous
components in micro-servers to reduce computational complexity.
The implementation of Big Data processing algorithms using
embedded heterogeneous architectures rises a new challenges
due to constraints of the used architecture-based system on chip
which require a special attention and imposed new demands to
our works. In this article, we focus on using embedded FPGA
accelerator to give a solution to this problem. Precisely, we will
attempt to prototype a micro-server for the processing of big
data on FPGA and compare its performances with a high-end
GPGPU using existing benchmarks. The implementation on the
FPGA is done using a High-Level Synthesis based-OpenCL (HLS)
instead of the traditional description language. The obtained
results shows that FPGA is an interesting alternative and can
be a promising platform to design a micro-server when it comes
to process a hug amount of data, in particular with the emerging
technologies for FPGA programming using HLS approach and
by adopting the OpenCL optimization strategies.

Keywords—Arria 10 FPGA (Field Programmable Gate Arrays);
GPGPU (General Purpose Graphics Processing Unit) ; big data;
parallel computing; (HLS) High-Level Synthesis

I. INTRODUCTION

BIG data, produced from online transactions, emails,
videos, audios, picture, posts, search interrogation, medical
records, social networking interface and science applications,
has become one of the most important domain in the informa-
tion technology industry [1]. According to IBM (2015), around
2.5 nonillion (10 to the power of 30) bytes of data is created
every day. The overwhelmingly large amount of data leads to
challenges including storage, analysis and fetch. To define the
properties of big data, Doug Laney (2001) has proposed the
3Vs (Volume, Variety, Velocity) [2]. In current hypercompeti-
tive industry environment, several challenges related to big data
processing are imposed on the companies, which include to
meet with the need for speed, to understand the data, to address

the data quality, to display significant results and to distin-
guish the outliers. There is growing interest in FPGA (Field
Programmable Gate Array) as a solution. FPGA has always
been considered as the generation of integrated circuit that
could replace ASIC (application specific integrated circuit).
Able to be fully reconfigured by user, an FPGA is commonly
claimed higher performance, shorter time to market, lower
cost, high reliability, less needs for long-term maintenance.
Being reprogrammable results is the main difference between
an FPGA and an x86 processor: the FPGA does not waste
compute cycles doing unnecessary processing. In other words,
FPGA excels for doing one simple and repetitive task like
pattern matching. This great advantage of FPGA has catalyzed
investigations on its potential usage in big data processing. One
of the most important assets of FPGA is its exceptional ability
in the computation of finegrained tasks in clock-cycle basis.
This ability is extremely interesting especially regarding Big
Data management. However, this high-potential acceleration
constrains drastically the possibilities of implementation. After
having chosen the FPGA design, the aim is to reproduce this
precise organization of the blocks matrix using OpenCL code
and the IntelFPGA OpenCL SDK, which generates a board
organization and the full setups given an OpenCL code. In this
article, we investigate the challenges for speeding up Big Data
algorithms and provide a roadmap for further improvement.
Ultimately, our aim is seamless integration of FPGAs to build
a micro-server for Big Data processing. Many recent research
has been conducted to strengthen the niche of FPGA in big
data business [3], [4], [5]. However, the current available tool
sets to build FPGAs are still complex. On the other hand,
GPUs are leveraged well with the implementation of CUDA
language. Besides, GPUs where instructions are executed in
fixed instruction set are more flexible; they are also more
adapted for floating point arithmetic.

The paper is organised as follow: Section II present the
related work and our contribution, Section III presents our
methodology applied for performance evaluation. In Section
IV, we will give a description of the test benchmarks im-
plemented in our work. Section V presents the hardware
specification as well as the software tools and the adopted par-
allel programming technology. In Section VI we will present
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the algorithms implementation as well as the performance
evaluation. Section VII gives a holistic overview and conclude
the work

II. RELATED WORK AND CONTRIBUTION

Authors in [6] presented an FPGA-Accelerated Big Data
implementation. The proposed system is based on the pop-
ular Apache Spark framework on the software side, and on
an OpenCAPI-based POWER9 platform with Xilinx VU37P
FPGA on the hardware side. Their system is able to generate
a high-performing FPGA circuit from very high-level code
descriptions in Spark.

The work in [7] present a case study of accelerating Apache
Spark using re-configurable architecture. The authors proposed
a framework to integrate FPGA accelerator into a Spark cluster.
The Spark tasks are accelerated on the FPGA using Python.
The performance results are evaluated with a case study of 2D
FFT algorithm acceleration. The obtained results showed that
FPGA based Spark implementation acquires 1.79x speedup
than a conventional CPU implementation.

The author in [8] proposed the use of distributed databases
and high-performance computing architecture in order to ex-
ploit multiple re-configurable computing and application spe-
cific processing. The proposed a 4-layer general architecture
for smart agriculture, which is able to collect, store and
process data from IoT nodes, integrate external data from other
sources and allows efficient treatments of data coming from
several sources with a cloud high-performance heterogeneous
architecture.

A collaborated research team from George Mason Uni-
versity and University of California, guided by Netshatpour
[3] has discovered a significant speedup with respect to K-
means, KNN, SVM and Naive Bayes while implementing the
mentioned machine learning algorithms in a Hadoop Platform
with Intel Atom C2758 and Xeon E5 as master nodes and
several Xilinc Zynq devices as slave nodes.

Besides, [4] have presented an FPGA-based hardware
accelerator platform for big data matrix processing. A com-
parison of performance has been conducted between an Intel
I7-4770 CPU (3.4GHz) and an FPGA of the model VC707
(125 MHz).
Furthermore, a recent research published by the University
of Science and Technology of China [5] has presented a
software-defined operating system framework for FPGA based
accelerator with the implementation on Xilinc Zynq FPGA.

On the other hand, ITRS Semiconductor roadmap foresees
that hundreds of processors would be the base for the next
generation embedded multicore designs. Recently, Microsoft
in 2015 collaborated with Bing to investigate the use of FPGA.
The project, also known as Project Catapult, has showed an
improvement of nearly a factor of two of the operations per
second in a critical component of Bing search engine [9].

With the demand for high speed network and computing,
speed and parallel algorithms have become essential tools for
development. Many of these operations were performed by
a general purpose processor. But now days due to the avail-
ability of FPGAs, many researchers try to implement various
algorithms on FPGAs more efficiently. FPGAs are often used

TABLE I. PERFORMANCE METRICS

Metrics used for FPGA and GPU Additional metrics for FPGA

Execution time % of DSP blocks

Memory bandwidth % Logic Elements

- % of Memory Block

as hardware accelerators. Our work aimes to implement big
data benchmarks and to compare the performance of GPUs and
FPGAs when it comes to big data processing. The main idea of
our targets is to construct a scaled up platform of FPGA-based
micro-server for big data processing. To date, among all the
current research and works in the state of the art, none of them
targets the application of FPGA in big data processing. To our
knowledge, this is the first work to evaluate and optimize big
data algorithms on a dedicated architecture by adopting the
high level synthesis approach.

III. PERFORMANCE EVALUATION METHODOLOGY

A. Performance Metrics

The FPGA and the GPU we plan to use does not have the
same I/O maximum speed, which will result in a comparison
error if the slowest computing unit is limited by its I/O
maximum bandwidth. Therefore, for each algorithm and each
implementation, we plan to save the different metrics during
the computing of the same series of test files on the two
components. These metrics will then be compared by being
put into charts and analysed.

For the GPU: We use Nvvp which is a built-in tool of
Nsight to evaluate the performance of GPU. This tool allows
us to measure the running time and the throughput of each
function implemented, hence, allows us to know which parts
of the code can be improved. For FPGA: Assuming that
there is still no benchmark available regarding FPGA for the
algorithms we decided to propose our own implementation.
There is no implicit way of evaluating their performances
precisely. Therefore, our study is based on a data-processing
speed comparison between an FPGA and a GPU, the last being
already used for massive parallel computing. The performances
of our algorithms will also be verified by the IntelFPGA SDK
for OpenCL, which includes an optimization report. The Table
I gives some important metrics evaluated in our results.

B. Multiobjective Optimization and Pareto Optimality

FPGA programming is about finding algorithms that op-
timize some aspects of the performance regarding different
limited resources. Therefore, there is no unique solution to
those problems, and the optimal computation depends on the
factors that we want to optimize. No single FPGA implemen-
tation for all benchmarks can be an optimal <P, E, A> with
P for Performance, E for Energy and A for Chip Area [10].
Therefore, with N benchmarks each being potentially individu-
ally implemented Pareto like with numerous configurations the
automatic optimization variations on concurrency E against A
is needed.
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TABLE II. EXECUTION OUTPUT AND DATASET STATISTICS

Average path distance 3.692507

Network diameter 8

Global efficiency 0.306578

Clustering coefficient 0.632353

Transitivity % 0.000073

Betweenness centrality 4051.734470

Closeness centrality 0.261441

Degree Distribution 0.023026

Pearson correlation coefficient -1.536665

C. Graph Measures Results

The implemented big data algorithms were tested on the
Stanford Large Network Dataset Collection provided by SNAP
(Stanford Network Analysis Project) [11]. We have executed
our algorithms on the dataset consisting of <circles> (and
<friends lists>) from Facebook, which can be represented by
an undirected graph of 4039 vertices and 88234 edges. Table
II represent the execution outputs of the created graph. We
have implemented the graph using C language and produce
the algorithms to measure the dataset statistics: the Average
path distance, Network diameter, Global efficiency, Clustering
coefficient, Transitivity, Betweenness centrality, Closeness cen-
trality, Degree distribution and Pearson correlation coefficient.

D. Test-bed Setup

To evaluate the OpenCL FPGA implementation, we used a
host computer, operating at 2.5 GHz under CentOS Linux 7.0
with a 32 GB RAM, with FPGA board mounted on the PCIe
slot. We used the De5a-Net board embedding the IntelFPGA
Arria 10, Fig. 1 shows the test-bed setup.

IV. ALGORITHM DESCRIPTION

A. K-means

K-means is a popularly-used algorithm for clustering. The
aim of clustering is to divide the given set of data X composed
of n points into partition {Ci}1<i<k such that points in
each subset are similar to each other; otherwise, points from
different groups are dissimilar [12]. The similarity is defined
by a distance function; therefore, clustering task is able to
be interpreted quantitatively as minimizing the cost function
desired by user, which is normally formulated as below:

ek(X,C) =

n∑
i=1

min(D(xi, cj)) (1)

where cj is the center of subset Cj

For K-means, we set the distance D (x, y) by the square
of Euclidean distance ∥x−y∥2 (this is not a metric, because it
does not have triangular inequality property). Hence, K-means
cost function is defined by:

ek(X,C) =

n∑
i=1

min
1<k<j

∥xi − cj∥2 (2)

Given a set of data points, a clustering algorithm aims to
the similarity which is defined using distance measure. In our

work, the Euclidean distance is utilized. Basically, we start by
choosing K points called centroids randomly among the given
points then form K clusters, each of which contains a centroid
and the points that accept this centroid as the nearest one.
We gradually update these centroids by calculating the center
of mass in each group. This algorithm terminates when the
number of iterations exceeds a chosen number or the change
after each iteration is less than a chosen threshold

1) Lloyds heuristic algorithm for Kmeans: The Lloyds
heuristic algorithm [13] for clustering high-dimensional data is
usually described by 4 steps. Firstly, stop condition is defined
as following: algorithm terminates after exceeding a number
of loops or whenever the difference of ek (X;C) between two
consecutive loops is less than a real positive threshold r given.

• Step 1: Initialize k temporary centroids. Start loop of
N iterations:

• Step 2: For each x in given data set, search for the
nearest centroid c from x and assign x to this cluster.

• Step 3: For each cluster Ci, calculate the new centroid
of Ci by following formula :

ci =
1

Ci

∑
x∈Ci

x (3)

• Step 4: Calculate the new value of ek (X;C), then the
difference ∆ = ek (X;C)

new − ek (X;C)
old. If ∆ is

smaller than r, return the contemporary assignment
and end the loop.

2) Initialization Method:

a) Method 1 (Forgy [14]): : Choose arbitrarily k
points from data set, this method gives us no guarantee about
how close the cost function will be to the global minimum.
Therefore, to increase the chance to get well-accepted result,
we repeat this initialization l times and pick out which gives
the best output.

b) Method 2 (K-means++): : This method guarantees
that:

E[ek] ∈ 8(2 + ln k)e

where e is the global minimum, hence allows us to control the
performance of heuristic algorithm.

Algorithm 1 K-means++
Choose c1 uniformly from data set: C ++ = {c1}
for i = 2 to k do

Choose ci = x ∈ X with the probability
p (x) = D2(x,C++)∑

D2(y,C++)

C ++← C ++ ∪ ci

end

B. Sorting Network

One of the commonly used operations in high speed data
processing is data sorting. A sorting network consists of
two types of items: comparators and wires. The wires are
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Fig. 1. Test-bed Architecture (DE5aNet board).

thought of as running from left to right, carrying values (one
per wire) that traverse the network all at the same time.
Each comparator connects two wires. When a pair of values,
traveling through a pair of wires, encounter a comparator, the
comparator swaps the values if and only if the top wire value
is greater than the bottom wire value. Sorting networks differ
from general comparison sorts in that they are not capable
of handling arbitrarily large inputs, and in that their sequence
of comparisons is set in advance, regardless of the outcome
of previous comparisons. This independence of comparison se-
quences is useful for parallel execution and for implementation
in hardware. Some well-known methods to construct a sorting
network can be listed such as Batcher odd-even merge sort
[15], bitonic sort [16], Shell sort [17] and the Pairwise sorting
network [18], whose depth efficiency is O(log2(n)). Basically,
the sequential sorting algorithm requires at least comparisons.
To boost the performance on treating massive volume of
data, some specified algorithms are chosen to be parallelized
depending on their characteristics (data dependency, device
architecture, methods of communication, network topology,
etc.). The most commonly used sorting algorithm is Bubble
sorting. For efficient and reduced operations implementation
of sorting, [15] proposed a technique of sorting using sorting
networks.

1) Bitonic Sort Algorithm: The bitonic sort [19] is a
divide and-conquer comparison sort usually implemented with
recursion. Keys are first ordered into bitonic sequences and are
then sorted using a bitonic merger. The number of comparators
required can be reduced by a factor of log2 (N) by combining
the perfect shuffle with bitonic sorting. This sort fits the SIMD
(single instruction multiple data) model because it is readily
implemented in hardware using a parallel sorting network.
Given sufficient hardware, this sort is capable of achieving
O
(
log2 (N)

)
performance. A sequential, recursive version of

the bitonic sort with running time O
(
N log2 (N)

)
is used

on the microprocessor. The FPGA implementation uses a
visualized, parallel sorting network. Both implementations sort
in-place and require the input key quantity to be a power of 2;
however, on the FPGA, we were able to use the same SIMD
controller to schedule keys for an eight input sorting network

Fig. 2. Bitonic Sorting Network Illustration .

and a four input sorting network simultaneously. This allowed
the use of all six memory banks. Bitonic sortings goal is to
sort a bitonic sequence (a sequence (an) is called bitonic if
and only if there exist an unique index i such that for all
integer m, if am; am+1; ...; am+i are monotonically increasing
(or decreasing), then am+i+1; ...; am+2i must be monotonically
decreasing (or increasing)), which is easy to be parallelized and
applied on hardware or software. For an arbitrary sequence, we
can sort the first half of sequence in increasing order and the
other in decreasing order, this transforms the sequence into a
bitonic sequence in order to apply bitonic sort. For each i from
1 to n = 2, match two elements xi and xi+n/2 into a pair and
swap them to form a pair in order (min; max). Consequently,
we obtain two bitonic sequences whose lengths are a half of
the given one (bitonic property is invariant by step 1) and
also every element in the first half is smaller than every the
second half. Apply recursively this procedure to each of two
sub sequences until the length of sequence is less than 2.

C. Correlation Algorithms

Correlation algorithms such as Pearson [20] and Spearman
[21] measure the dependence between variables. Popular appli-
cations may include calculating the relationship between age
and number of hours spent watching TV, or the relationship
between product sales and temperature. Assuming that com-
parisons and simple operations are both done in time O (1),
Pearson and Spearman correlations are done respectively in
time O (n) and O (n log (n)). The Pearson correlation coeffi-
cient is given by the formula (4), assuming that a and b are
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two zero-mean real valuad random variables.

ρ (a, b) =
E (a, b)

σa, σb
(4)

where E (a, b) is the cross-correlation between a and b, and
σ2
a = E

(
a2
)

and σ2
b = E

(
b2
)

are the variance of a and b
respectively. It is more convenient to work with the squared
pearson correlation coefficient given by (5)

ρ2 (a, b) =
E2 (a, b)

σ2
a, σ

2
b

(5)

The squared Pearson correlation coefficient give an insight
about the strength of the linear relationship between two
random variables. When ρ2 (a, b) = 0, then two random
variables a and b are uncorrelated. When the value of ρ2 (a, b)
is near to 1, then a and b are said to be correlated. The squared
Pearson correlation coefficient detects only linear dependencies
between the two variables a and b. Indeed, If a and b are
independent, then ρ2 (a, b) = 0, but the converse is not true.
The Pearson correlation coefficient ρp is defined according to
equation 6:

ρp =

∑N
i=1 ai, bi√∑N

i=1 a
2
i

∑N
i=1 b

2
i

(6)

The Spearman correlation coefficient ρs is calculated in the
same manner as ρp, except that ρs is calculated after both a
and b have been rank transformed to values between 1 and
N (Equation 7). When calculating ρs, a fractional ranking is
used, which means that the mean rank is assigned in case of
ties. For example, suppose that the two smallest numbers of a
are equal, then they will be both ranked as 1.5 (frac[1 + 2]2).
A mean centering is first performed (by subtracting N/2 + 1/2
from each of the two ranked vectors).

ρs =

∑N
i=1 ai,r, bi,r√∑N

i=1 a
2
i,r

∑N
i=1 b

2
i,r

(7)

V. HARDWARE SPECIFICATION

A. Field Programmable Gate Arrays

1) Arria 10 Architecture: As a dedicated architecture, We
used the Arria 10 FPGA as a target platform for our algorithm
implementation Fig. 3. Arria 10 is one of the latest chip
produced by IntelFPGA delivering the highest performance at
20 nm. Arria 10 FPGA is a low power embedded architecture
up to 40% lower power than previous FPGAs generation. It
allows up to 1500 GB/s floating-point operation with DSP
blocks. The system clock is 100 MHz. The chip also includes
a Dual-Core ARM operating at 1.5 GHz. Table III shows
the available resources in terms of logic elements, DSP and
memory blocks of the Arria 10 FPGA.

2) High Level Synthesis: The Arria 10 FPGA programming
is done using OpenCL based High Level synthesis [22]. This
is to achieve an efficient and fast parallel implementation of
the algorithm on FPGA. OpenCL (Open Computing Language)
is the first open, royalty-free, unified programming model for
accelerating algorithms on heterogeneous systems. Based on

Fig. 3. Arria 10 Architecture .

TABLE III. RESOURCES OF ARRIA 10

Resource
Arria 10 device

10AX115N2F45E1SG

Logic Elements (LE) (K) 1,150K

ALM 251,680

Register 1,006,720

Memory
32MB QDRII+ SRAM

16GB DDR4 SO-DIMM SDRAM

DSP Blocks 1,518

18 x 19 Multiplier 3,036

17.4 Gbps Transceiver 48

PCIe Hard IP Block 4

Embedded memory 67-Mbits

C (C99), it supports four kinds of processing units: CPU,
GPU, FPGA and DSP (digital signal processors). The real
asset of this language is to use different units at the same time,
processing them in parallel, and using each one of them for
what it is the best. However, because of the total differences
in processing algorithms between the different sorts of units,
an OpenCL code has to be optimized for each device. The
IntelFPGA SDK for OpenCL allows avoiding the traditional
hardware FPGA development, which is too complicated for the
use when it comes to high performance computing, in order to
achieve a much faster and higher level software development
flow. It includes multiple optimizations and can produce deep
reports of the compilation and the code optimization. The
IntelFPGA SDK for OpenCL requires the Quartus Prime (Pro
version for Arria 10 board), also known as Quartus II, to
function optimally. Fig. 4 shows the compilation process of
OpenCL code for FPGA.
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Fig. 4. The Flowchart of Compilation Process of the FPGA .

3) Quartus TCL Scripting: The Quartus II development
software provides the scripting environment, particularly Tcl
(tool command language) scripting. We use scripting support,
to achieve custom analysis, automation and reproducibility.
Custom analysis allows to build test procedures into the script
and change design processing based on the test results. Scripts
can automate design flows to perform on the computer and
easily archive and restore projects. Reproducibility ensures that
scripts use the same project setup and assignments for every
compilation.

B. General Purpose Graphical Processing Unit GPGPU

1) GPU Architecture: In our work, we used the Nvidia
GPU Quadro K2200 (Table IV). This GPU uses the first
generation of Maxwell architecture released by Nvidia in
February 2014 (the newest and second generation was released
in September 2014). Maxwell introduces an all-new design for
the Streaming Multiprocessor (SM) called SMM that dramat-
ically improves energy efficiency compared to its predecessor
Kepler. SMM uses a quadrant-based design with four 32-
core processing blocks each with a dedicated warp scheduler
capable of dispatching two instructions per clock. Each SMM
provides eight texture units, one polymorph engine (geometry
processing for graphics), and dedicated register file and shared
memory. Maxwell improves on Kepler by separating shared
memory from L1 cache, providing a dedicated 64KB shared
memory in each SMM (for Quadro K2200). It provides native
shared memory atomic operations for 32-bit integers and native
shared memory 32-bit and 64-bit compare-and-swap (CAS),
which can be used to implement other atomic functions.

2) Programming the GPGPU: CUDA is a parallel com-
puting platform and application programming interface (API)
model created by Nvidia. It allows software developers to use
a CUDA-enabled graphics processing unit (GPU) for general
purpose processing an approach known as GPGPU. The CUDA
platform is a software layer that gives direct access to the GPU
virtual instruction set and parallel computational elements.
The CUDA platform is designed to work with programming
languages such as C, C++ and Fortran. Quadro K2200 uses
the version CUDA 5.0. We are using Nsight Eclipse Edition
(CUDA SDK 6.0) for algorithm implementation. This is a full-
featured IDE powered by the Eclipse platform that provides
an all-in-one integrated environment to edit, build, debug and
profile CUDA-C applications.

VI. ALGORITHM IMPLEMENTATION AND PERFORMANCE
EVALUATION

A. FPGA Design and OpenCL Optimization

The conception of the design is a crucial step in the
development process. We dispose of four types of blocks
(Logic blocks, Memory blocks, Logic Register and Digital
Signal Processing Blocks). Each one is able to perform a
particular list of actions. Given these four sorts of blocks and
their amount on the board, the aim is to associate to each one
of them simple and statics instructions to do and to link them
in a network. For instance, if we want to compute the sum of
four 64-bytes integers i1, i2, i3 and i4, we chose to dedicate:

• One Logic Blocks programmed to do the summation
of i1 and i2, then send the data directly to the third
block.

• One Logic Blocks programmed to do the summation
of i3 and i4, then send the data directly to the third
block.

• One Logic block programmed to do the summation of
the two previous results

On this example, we see an important characteristic of FPGA:
the temporary variable of summation doesnt have to be stored,
so there is no need for write/read operations, reducing the total
amount of clock-cycles. If we want to be able to compute a
new set of data every clock-cycle, the path taken by the data
has to be the same regardless of the data themselves, even
though we increase the number of comparison or assignment.

OpenCL is a language developed in order to support
multi-platform computing. Considering the deep differences
between computing units (CPU,GPU), the same OpenCL code
is implemented highly differently on different platforms on a
hardware level. Therefore, even though an OpenCL code for
GPU will work on other platforms, it will only be optimized
for GPU, and will certainly be highly inefficient if run on
other computing units. It is the same for FPGAs: multiple
valid implementations are inefficient, and there are multiple
ways of coding that have to be promoted or avoided.

The first coding optimization specific to IntelFPGA
OpenCL is the command #pragma unroll that has to be put
in the OpenCL kernel file. Used before a loop, this command
is read by the compiler, that process what is called the
unrolling of the loop. On a hardware level, each iteration of
a nonunrolled loop is by default done by the same area of
the computing unit. The process of unrolling by a factor N
consists in replicating the hardware (N − 1) time in order
to be able to compute N iteration of the loop at the same
time. If it seems efficient to unroll the loops, it is important
to notice that the factor of the unroll has to be defined
during the synthesis step, and cant be changed during the
computation. Moreover, the hardware resources being limited,
before unrolling it is important to be sure that the concerned
loop results in a bottleneck of the overall computing process. It
is useless to unroll a loop more than the number of iterations,
and difficult to unroll it if the number of iterations is not easy to
determine. It is important to underline the differences between
the two kinds of parallelization that we have presented: the
loop unrolling is a hardware-parallelization, whereas the ability
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TABLE IV. SPECIFICATIONS FOR THE QUADRO K2200

Processing Power
(GFLOPS)

Memory Clock
(MHz)

Memory

Size (MB) Bandwidth
GB/s

Bus type Bus width
(bits)

Quadro
K2200

1280 (Single
precision)
40 (double
precision)

1250 (5000) 4096 80 GDDR5 128

of computing a new set of data every clock-cycle is a time-
parallelization. Their combination can theoretically lead to
drastic computing acceleration.
In order to simplify the unrolling process, it is important to
avoid nested loops as much as possible. A nested loop is a loop
called in another loop. The more loops inside a loop there are,
the harder it is to unroll them. Therefore, an OpenCL code
should promote one, maximum two loop levels with explicit
amount of iterations. For these reasons, the OpenCL kernel for
our algorithms are implemented with only two levels of loops
having an explicit amount of iterations.

Another optimization possible to perform is the balance
of reducing a set of data using an associative operation. For
instance, if you want to add a set of N integers, the usual loop
unrolled will use N−1 Logic Blocks. However, by doing a tree
summation, the number of blocks can be reduced to N/2. This
optimization can be managed by the compiler, even for more
complex operations. Moreover, if the overall computation tree
implies non-associative operations, the compiler can identify
parts of the computation tree that can be balanced and balance
them. Because of the difficulty in identifying such parts, the
compiler proposes this optimization as an option. It is to the
programmer to understand if this auto-balancing function is
relevant, or to balance manually by modifying the code when
the compiler cant extract the balancing. Many other constrains
and way of coding are to consider when producing OpenCL
code for FPGA, like the impossibility to use pointer to pointer
parameter in the kernel functions, or the simplicity of indexes
when arrays are called. In order to show the efficiency of
OpenCL kernel optimization, we have implemented two ver-
sion of Summary Statistics algorithm: Optimized (Algorithm
2 ) and unoptimized (Algorithm 3) kernels. This algorithm
calculate the column-wise min, max, mean, variance, count,
and number of non-zeros in a given dataset. (assuming each
simple is done in O(1), all these statistics share the same
complexity of O(n)).

Table V shows the estimated resource usage before kernel
optimization. The problem reported by the optimization report
is that too many kernels attempted to access the same variable
at the same time (hereby is the variable sum), but there is
only limited amount of access possible on the same variable
each clockcycle. Therefore, the blocks that try to access have
to wait, blocking the overall process and retarding it by N
clock-cycle. An efficient way to avoid this problem is to use a
shift-register with the size N, the maximum encountered late.
The amount of clock-cycle is revealed by the optimizer.

Table VI shows the estimated resource usage after kernel
optimization. The kernel optimization has improved the com-
putation speed. The processing time is divide by a factor N,
which is the number of clock-cycles that were lost because

TABLE V. ESTIMATED RESOURCE USAGE SUMMARY (UNOPTIMIZED
SUMMARY STATISTICS)

Resource usage

Logic utilization 16%

Dedicated Logic registers 8%

Memory blocks 28%

DSP blocks 4%

of blocking access. The IntelFPGA optimization report ensure
to identify the most important bottlenecks and processes that
slow down the computing and increase the number of clock-
cycles taken by an overall computation. These optimizations
strategy are adopted for the other algorithm in order to achieve
an efficient parallel implementation with less resources usages.

Algorithm 3 Unoptimized OpenCL kernel
kernel void summarystat ( global float *A,

unsigned int size, global float*rep, global
int*non zero)

min = A[0]; max = A[0]; sum = 0.0f; sqsum = 0.0f;
nonzero count = 0;

#pragma unroll
for (i = 1; i < size; i++) do

x = A[i];
sum + = x;
sqsum + = x ∗ x;
if x ̸= 0 then

nonzero count ++
end
if x < min then

min = x
end
if x > max then

max = min
end

end
rep[0] =max;
rep[1] =min;
rep[2] =sum/size;
rep[3] =sqsum/size - (sum/size)2;
∗non zero = nonzero count;

B. OpenCL Implementations of Bitonic Sort Algorithm

If we consider a regular optimal sorting algorithms like the
Quick sort, which has a O (n log (n)) complexity in term of
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Algorithm 2 Optimized OpenCL Kernel
kernel void summarystat_optimized ( global

float *restrict A, unsigned int size, global
float*restrict rep, global int*restrict non zero)
min temp = A[0]; max temp = A[0]; min rep = min temp;
max rep = max temp; sum = 0.0f ; sqsum = 0.0f ;
nonzero count = 0;

float shift reg x s[N + 1]; float shift reg sqx[N + 1];
float shift reg min[N + 1]; float shift reg max[N + 1];
int shift reg non zero[N + 1];
for (i = 0; i < N + 1; i++) do

shift reg x s[i]=0;
shift reg sqx[i]=0;
shift reg min[i]=min temp;
shift reg max[i]=max temp;
shift reg non zero[i]=0;

end
for (i = 0; i < size; i++) do

x= A [i] ; shift reg x s[N ]= shift reg x s[0] + x;
shift reg sqx[N ] = shift reg sqx[0] + x * x; if x <
shift reg min[0] then

shift reg min[N ]=x
end
else

shift reg min[N ] = shift reg min[0]
end
if x < shift reg max[0] then

shift reg max[N ]=shift reg max[0]
end
else

shift reg max[N ] = x
end
if x ̸= 0 then

shift reg non zero[N ] = shift reg non zero[0] + 1
end
#pragma unroll for (j = 0; j < size; j ++) do

shift reg x s[j]= shift reg x s[j + 1]
shift reg sqx[j]= shift reg sqx[j + 1]
shift reg min[j]= shift reg min[j + 1]
shift reg max[j]= shift reg max[j + 1]
shift reg non zero[j]= shift reg non zero[j + 1]

end
end
#pragma unroll for (j = 0; j < size; j ++) do

sum +=shift reg x s[j]; sqsum += shift reg sqx[j];
nonzero count += shift reg non zero[j]; if min rep >
shift reg min[j] then

min rep = shift reg min[j]
end
if max rep > shift reg max[j] then

max rep = shift reg max[j]
end

end
rep[0] = max rep; rep[1] = min rep; rep[2]= sum/size;
rep[3]=sqsum/size - (sum/size)2; *non zero = nonzero count;

TABLE VI. ESTIMATED RESOURCE USAGE SUMMARY (OPTIMIZED
SUMMARY STATISTICS).

Resource usage

Logic utilization 8%

Dedicated Logic registers 4%

Memory blocks 10%

DSP blocks 1%
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Fig. 5. Execution time of the Sort Algorithm for Many Input Sizes.

comparisons, it seems impossible to find a fixed organization of
blocks that applies the algorithm to any input data. Whereas
sorting networks, like Bitonic Sort present a complexity of
O
(
n log2 (n)

)
, seems highly optimized for FPGA, because

they use a fixed data path. For the Bitonic sort algorithms, we
configure the logic blocks to have two input and two output:
the first one returning the max of the two input and the second
one returning the minimum of these two. With these sorting
networks, each new list to sort is computed every p clock
cycles, p being the number of clock-cycle taken by logic block
to return the max and min of the two inputs. In order to
achieve a parallel implementation of Bitonic sort we divide
the dataset onto multiple threads (one thread occupies at least
one data). For each step of bitonic sort as we can notice in
Fig. 2, all of comparing operations are executed simultaneously
on available threads. Fig. 5 shows the performance evaluation
of sort implementation on the GPU and FPGA. We run the
GPU and FPGA implementation to sort a set of different
float ranging from 210 to 224. The obtained results shows
the parallel computing power of the FPGA. For even large
number of sorted float (224) the FPGA implementation is
always efficient compared to the GPU implementation which
need more then 1 second to process (224) floats.

C. OpenCL Implementations of K-means Algorithm

K-means has the difference of data independence from
Bitonic Sort. In fact, to find the nearest centroid from one
point, we can assign each points from data set onto available
threads and perform the calculation and comparison; on the
other hand, new centroids calculation needs data from the
membership matrix, this step can be parallelized by assigning
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Fig. 6. K-mean GPU Result of Clustering 125000 2D-points into 10 Clusters.

Fig. 7. K-mean FPGA Result of Clustering 125000 3D-points into 15
Clusters .

each cluster to a thread and carrying out the calculation sepa-
rately for each of them. However in this implementation, we let
the host device take the task sequentially. For K-mean imple-
mentation, the test data is generated by the Spark benchmark.
Firstly, we tested the algorithm on small dimensional data (2D
and 3D) in order to test the output. Then the algorithm is
tested on 10 and 100 dimension points sets. Finally, we tested
on high dimensional data (500D). The size of data ranged from
12500 to 125000 points for small dimensional sets and up to
31250 points on high dimensional sets (up to 300MB). Figures
Fig. 6 and Fig. 7 shows respectively the GPU and FPGA
results of the k-mean implementation. Each red point is the
visualization of a point in the given data set and each green
point is a centroid found by the heuristics. The obtained results
confirm the functional validation about clustering. Indeed, the
cost function (sum of square of the distance from each point to
the centroid of the cluster containing it) is shown to decrease
after each iteration.

Table VII shows the performance evaluation of k-mean
implementation on the GPU and FPGA. The running time to
cluster 125000 3D points is 380 ms for the GPU implementa-
tion and 33 ms for the FPGA implementation. For 31250 500D
points is 12 seconds on the GPU and 158 ms on the FPGA. The
occupancy achieved is 98.8 percent in the first measurement
and 49.5 percent (over the theoretical 50 percent) in the second.
This shows that the occupancy is well controlled. The GPU

TABLE VII. GPU AND FPGA K-MEAN EXECUTION TIME

Execution Times
Platform 125 000 (3D) 31250 (500D)
GPU 380 (ms) 12 (s)
FPGA 33 (ms) 158 (ms)

implementation is far from real time performances. Indeed, the
choice of block and grid size strongly affects the efficiency. For
example, if the block size is reduced from (256 x 1 x 1) to (64
x 1 x 1), the time to find the centroids for the 125000 3D point
set goes down from 380 ms to 250 ms. This can be explained
by the use of synchronization in each block. By contrast, if
the block size is increased from (61 x 1 x 1) to (1024 x 1
x 1) the running time on the data set of 31250 500D points
goes down significantly from 12 seconds to 1.9 seconds. This
can be explained by the large size of shared memory in each
block. In the GPU implementation, the low DRAM utilization
may come from the non-coalesced access to memory. Reducing
this can also result in the better performance. The FPGA
implementation is shown to outperform the GPU one. Only 158
ms is needed to cluster a very high dimensional data (500D).

D. OpenCL Implementations of Correlation Algorithms

The Pearson Correlation Algorithm was implemented using
two reductions to find the mean of both input vectors, followed
by the computation of the covariance of both entries and each
one of the standard deviations. The final result is given by
cov (X;Y ) / (σX ∗ σY ). To calculate the Spearman coefficient
we need to calculate the Pearson coefficient of the ranks. For
the computation of the ranks, we first sort both samples by
the values of the first one and calculate the ranks for the
first sample by using a simple kernel that for each position
position in the sample that has an element different from the
next one, goes back and counts all the occurrences of that
element and then finally fills all the position with that same
value with the mean of the ranks. This part of the code is not
very parallelizable and can run in O (n) if all the elements
in the initial sample are the same, opposed to O (1) with
all elements different from one another [23] . But since in
normal samples with float values this is unlikely to happen
the approach works well. Then we sort again the first, the
second and the ranks of the first by the values of the second
sample, calculate now the ranks of the second sample using
the same method and now that we got both ranks array, we
use the Pearson Correlation Coefficient algorithm in this data
to find the Spearman Correlation Coefficient. For measuring
the execution time of both correlation algorithms, we first
generated 5 input files for different sizes of samples, then
we ran each one of those input files and took the mean of
the execution times for each one of the 5 input files. Fig. 8,
Fig. 9 shows the performance evaluation respectively of the
Pearson and Spearman Correlation algorithm implementation
on the GPU and FPGA. We test both implementation using a
number of elements in sample ranging from 210 to 224. For
a high number of elements 224 the GPU process the pearson
correlation algorithm in 1 seconds and the Spearman algorithm
in 5.5 seconds. For the same number of elements, the FPGA
implementation process the pearson and spearman correlation
in 90 ms and 400 ms respectively. The processing time
of the correlation algorithms on the FPGA implementation
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has been decreased by a factor x12 compared to the GPU
implementation.
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Fig. 8. Execution Time of the Pearson Algorithm for Many Input Sizes .
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Fig. 9. Execution Time of the Spearman Algorithm for Many Input Sizes .

E. Synthetic Results

Our work adopted the high level synthesis for FPGA
implementation using OpenCL. Despite of the advantage of
high level programming, its use is still limited. The Intel
offline compiler takes a lot of time in order to generate the
hardware configuration files (aocx) (duration of compilation
hours for more complex function and if more optimization are
requested from the compiler). However, we can achieve higher
acceleration using OpenCL, which provides better memory
management. We can freely access the local, global and
constant memory in the OpenCL kernel. This allows us to
better manage the data transmission and data structure. In
addition, the FPGA is considered as the generation of inte-
grated circuit claimed higher performance and reliability, and
the emerging high level software tools make it easily accessible
to the community. The encouraging results we obtained on the
FPGA in term of acceleration performance, demonstrates that
a dedicated architecture can be used to prototype a micro-
server for big data that operates under real-time constraints.

As a future work, we intend to achieve a full embedded
implementation for Big Data algorithms on FPGA using the
integrated ARM processor of the Arria 10 SoC.

VII. CONCLUSION

In this work, we have implemented and optimized three
algorithms: Bitonic Sorting network, K-means, Spearman and
Pearson correlation. The purpose behind this implementation is
to prototype a micro-server for processing big data algorithms
on both GPU and FPGA and compare their performance.
We have implemented and quantitatively evaluated the exe-
cution times of some of the most important algorithms for
big data. We present performance results on a heterogeneous
architectures: high-end CPU-GPU and a dedicated CPU-FPGA
architecture. The choice of using dedicated architecture was
made principally because the big data algorithms can be
massively parallelized. This property is exploited by using a
dedicated FPGA-based architecture as a target platform for
an efficient embedded micro-server. The performance of the
optimized algorithms on the FPGA show a promising prospect
of utilizing them in solving real-world problems.
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Abstract—Cyber-attacks on IT domain infrastructure directly 
affect the security of businesses’ operational processes, 
potentially leading to system failure. Some industries have a high 
risk than others due to the sensitivity of their data, including the 
transportation industry, which has recently moved from 
traditional data management to digitalization. This study aims to 
identify the main cyber threats in the transportation sector by 
analyzing related works and highlighting the main 
countermeasures used to respond to such threats as well as 
enhance overall cybersecurity. This paper presents a 
comprehensive cybersecurity risk assessment for the 
transportation companies, identifying the most common attacks 
and proposing methods to minimize risk as much as possible. A 
risk assessment analysis was prepared by industry experts that 
included previous cyberattack scenarios. The results of our paper 
identified the most critical attacks on the transportation 
company’s booking system and recommended suitable 
countermeasures to minimize the risk of those attacks. 

Keywords—Cyber-attacks; cyber-security; risk assessment; 
countermeasures 

I. INTRODUCTION 

A. Background 
Cyber-security attacks are considered one of the hot topics 

in the field of information security and can result in huge losses 
to organizations if not carefully handled. Cybersecurity attacks 
usually result from several factors related to threats, human 
errors or insufficient knowledge [1]. Cybersecurity relates to 
technologies, processes, practices, and information assets, 
aiming to protect against any damage or unauthorized access 
caused by cyberattacks [2]. Cyberattacks on information 
systems, in particular, directly affect the operational processes 
that support businesses, potentially leading to corporate 
paralysis. Some industries are at more risk than others due to 
their highly sensitive data, one of which is the transportation 
industry, which has recently moved from traditional data 
management to digitalization. This transition has raised 
concerns about cybersecurity and necessitated proper risk 
assessments due to their importance in protecting critical 
infrastructure; for instance, cyberattacks on aircraft, which are 
considered essential transportation, can impact safety-of-flight 
systems and/or the systems supporting the airlines’ business 
[3]. Cyber threats often take advantage of the increased 
complexity of infrastructure systems, placing critical 
industries’ security at risk [4]. A physical cyber threat not only 
harms the integrity of the IPs but may also disrupt production 
processes and cause serious damage to various systems [5]. To 

understand cyberattacks, it is important to dig deeply and 
identify their main causes. Spreading awareness and proper 
knowledge about cyberattacks and providing sufficient training 
can reduce the damage they cause. This is often difficult to 
accomplish because cybersecurity behaviors do not necessarily 
come naturally, and people need support and encouragement to 
develop and adopt them [1]. As technology becomes 
increasingly present in daily life, cybercrime, and cybersecurity 
tools and techniques require innovative solutions at all 
organizational levels [4]. 

Transportation systems, in particular, offer major services 
that can be put at risk by an absence of real awareness, and 
neglecting the proper assessment of vulnerabilities can lead to 
major damage [6]. Cyberattacks on transportation technologies 
are usually unexpected and require considerable effort to 
classify the threats, identify impacted assets, develop proper 
countermeasures, and engage IT teams throughout the process. 
However, transportation systems vary in their ability to handle 
threats and in the ways in which organizations prioritize their 
assets when a risk is identified. This paper discusses how risks 
to booking systems in the transportation industry are assessed 
at times of risk and presents a comprehensive cybersecurity 
risk assessment of information systems in a transportation 
company to identify the most common threats and recommend 
methods for minimizing risks as much as possible. A risk 
assessment report was prepared by industry experts that 
included previous cyberattack scenarios. This paper aims to 
answer the following questions: 

What are the common types of cyberattacks on 
transportation systems? 

What are the main techniques used to identify 
vulnerabilities in transportation systems? 

What are the main risks and countermeasures used to 
mitigate these risks?  

B. Motivation 
Understanding the nature of cyberattacks and their main 

causes can enhance the overall cybersecurity of an 
organization. A cyber threat may disrupt production processes 
and cause serious damage to various systems [5]. Identifying 
the root cause of such problems can help organizations solve 
them at a deep level and avoid future attacks rather than relying 
on temporary prevention solutions. Information systems 
generally contain critical data that businesses place a high 
priority on protecting. Some industries, such as the 
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transportation industry, hold more sensitive data than others; 
hence, their risks from cyberattacks are huge and can directly 
impact operational processes. It is therefore vital for them to 
identify the main causes of cyberattacks and the main practices 
they should adopt to protect sensitive data from exposure. 
Cybersecurity for transportation systems has been affected by 
the dynamic nature of the technology used within the industry. 
Cybersecurity guidelines have been developed for 
transportation systems, especially in the past few years, to 
ensure cybersecurity and raise awareness of its importance [6]. 

C. Cybersecurity 
The main reasons for cybersecurity failures are human error 

and insufficient knowledge [1]. According to [2], cybersecurity 
is central to all technologies, standards, and procedures 
developed to protect infrastructure elements against serious 
cyberattacks. Some cyberattacks cause major harm to system 
users, sometimes unintentionally [7]. In other words, 
cybersecurity protects property rights in an infrastructure 
context if an attack occurs. Furthermore, cybersecurity is 
concerned with related issues such as access, extraction, 
manipulation, or modification of property [8], protecting 
property against the harm that can be caused by an attack [7] 
To maintain a secure environment, effective cybersecurity 
behaviors must be identified and promoted to raise awareness 
among users from different backgrounds. Both human and 
technological aspects of information systems need to be clearly 
identified to maintain a strong cybersecurity environment [1]. 

1) Cybersecurity in information systems: Today’s 
technology allows for easy, rapid communication across 
different systems, particularly in domains such as teleworking 
and m-commerce, which have grown rapidly [9]. Moreover, 
information and communication technology (ICT) 
applications have increased dramatically and cyberattacks 
have spread easily across such applications [10]. The more 
sensitive the data is, the greater attention needs to be paid. 
Sensitive data can be vital for businesses because they use it to 
make critical decisions; major problems can result from 
cyberattacks that place data at risk of exposure. Protecting 
infrastructure is a major priority for preventing unauthorized 
access that can lead to data misuse or corruption. Both 
individuals and organizations can suffer hugely from data 
exposure [11]. 

Recently, cyberattacks have increased due to advances in 
the technologies used in most information systems. 
Consequently, most organizations need to invest in 
cybersecurity and employee training to raise awareness of the 
importance of securing systems and their sensitive information 
[12]. One approach to protecting information systems was 
suggested by [13], which suggested that integrating 
information systems across organizational environments can 
improve cybersecurity. The researchers suggested and tested 
three hypotheses to investigate whether integration is positively 
related to cybersecurity countermeasures (see Table I). 

Although [14] suggested considering all ICS features, the 
researchers proposed a targeted multilevel Bayesian network 
for identifying attacks, the functional level of attacks, and 

incident models. This dynamic cybersecurity risk assessment 
approach can help assess the risks caused by unknown attacks 
(see Fig. 1). 

Study [10] evaluated power supply reliability using 
Stackelberg Security Game (SSG) strategies to assign defense 
resources to various cyber-threat targets. This paper discussed 
how to benefit from the intrusion tolerance capability of 
SCADA systems that provide buffer periods before the failure 
of substations. The overall goal was to improve network 
strength in the face of cyber threat events. Different cyber 
threat scenarios were tested to assess intrusion tolerance 
capabilities, and the authors designed an insurance premium 
principle to provide incentives for enhancing intrusion 
tolerance capability. 

Study [5] conducted a literature review to identify the 
impact of cyberattacks on total productive maintenance in 
smart manufacturing systems. Cyberattacks can directly affect 
manufacturing equipment and, hence, the services provided, 
including maintenance services. This paper highlighted major 
physical cyberattacks and proposed countermeasures to reduce 
the negative impact of such attacks. The authors identified 
different challenges in enhancing equipment effectiveness in 
light of current cybersecurity threats in the manufacturing 
industry. 

TABLE I. HYPOTHESES AND EVIDENCE SUMMARY [12] 

Hypotheses Findings  Evidence  

H1. The greater the 
integration of IS, the greater 
the investment in 
countermeasures.  

Supported  
IS integration causes fewer weak 
points, reducing the possible 
impact of breaks.  

H2. H1 will be more 
powerful when considering 
external IS integration rather 
than internal IS integration. 

Supported 
Weak points in external IS 
integration involve greater risk 
exposure because of greater 
uncertainty. 

H3. Organizations tend to 
use self-protective controls 
more often in highly volatile 
environments than in less 
volatile environments. 

Supported 

Although the impact may not be 
strong, volatile environments 
can impact the three aspects of 
vulnerability. This means that 
the addressing of weak points 
must highlight these aspects.  

 
Fig. 1. Architecture of the Dynamic ICS Cybersecurity Approach. 
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According to study [15], attack graphs are essential for 
identifying the variables involved in an attack and reducing 
their impact on networks. This research introduced a 
cyberattack path method that used restrictions and an in-depth 
search to successfully produce attack graphs according to the 
interests of users. The researchers used real data from a 
maritime supply chain to ensure the validity of the proposed 
method. 

In [16], the author identified the effects of cyberattacks on 
general systems. As cyberattacks continue to develop, it is 
becoming more difficult to identify the nature of the attacks; 
therefore, there is a great need for smart risk assessment. This 
research proposed the use of a fuzzy inference (FIS) model to 
produce risk assessment outputs, which relied on four risk 
factors—vulnerability, threat, likelihood, and impact—to 
identify risks targeting a system entity and suggest possible 
solutions for them. A summary of related work is provided in 
Table II. 

2) Cybersecurity threats in the transportation industry: 
The transportation industry needs to distinguish between 
operations systems and business systems to provide the right 
protection for each [6] Over the years, the industry has shifted 
from traditional business to e-business, and this shift has 
expanded technologies and their features [2]. According to 
[11], 80 % of assets in transportation infrastructure are being 
digitalized. In recent years, many attacks have been made on 
transportation, which has increased the need for cybersecurity 
protection guidelines [6], and some factors are critical for 
ensuring the effectiveness of overall cybersecurity, such as 
PCS systems, knowledge about cyber threats, and 
communication between private corporations and public 
agencies [17]. In the air transportation domain, cybersecurity 
tends to focus greatly on protecting the operational and 
technical aspects of businesses; hence, fast adaption to a 
rapidly changing risk environment is vital, and the framework 
of technical and operational systems should be redesigned 
based on continuous risk analysis and simulations [18]. The 
rapidly changing nature of the transportation industry makes it 
important to focus on cybersecurity to protect valuable assets 
and protect the business from harmful threats. 

Study [18] was conducted to address the increase in 
cyberattacks, the impact of which could critically affect civil 

aviation functions. The huge increase in technologies and 
integrated connectivity tools can expose air traffic management 
(ATM) to major risk, despite its high value as an asset. This 
study evaluated cybersecurity difficulties in ATM to develop a 
threat model that included likely risks. It also included an 
overall framework that required full collaboration between 
entities to identify threats and protect systems from attacks. 

Study [19] asserted that the port industry is experiencing a 
transformation in connectivity between ports, where most 
functions are being digitalized. This necessitates focusing on 
cybersecurity to protect major infrastructure against advanced 
attacks and maximize the use of new technologies with 
minimum risk of affecting valuable business assets. 

Study [11] highlighted the importance of data-driven 
functions that many business aspects depend on, such as 
operations, maintenance, planning, and decision-making. To 
ensure the smooth operation of all functions relating to 
railways, data should be strongly secured against cyberattacks 
and unauthorized access to avoid major losses. This paper 
identified possible challenges, impacts, threats, vulnerabilities, 
and methods for managing risks and protecting railway 
infrastructure data, particularly in an e-maintenance context. 

Study [6] used a case study to raise awareness of the 
cybersecurity attacks that affect the transportation field. It 
developed an attack–fault tree for the mentioned case study as 
proof of concept for integrated risk analysis. The overall 
purpose was to help companies understand that no attacks 
targeting critical technological systems should be ignored, and 
potential risks should be analyzed. 

The author in [3] proposed a new system for gathering, 
managing, and reporting aircraft failures. The motivation 
behind this paper was the great expansion in connectivity and 
communication infrastructure that is affecting aircraft. The 
increase in mobile computing device use among individuals 
has allowed for external connectivity increments as well as 
providing internet access for passengers, involving a greater 
risk of aircraft cyberattacks that can affect other critical 
systems supporting the business. The proposed system can help 
identify such attacks, hence reducing their impact. A summary 
of related work in the transportation domain is provided in 
Table III. 

TABLE II. SUMMARY OF RELATED WORK 

Study  

A Cybersecurity 
Insurance Model for 
Power System 
Reliability 
Considering 
Optimal Defense 
Resource Allocation 
[10] 

Multimodal-Based 
Incident Prediction 
and 
Risk Assessment in 
Dynamic 
Cybersecurity 
Protection for 
Industrial Control 
Systems [14] 

Cybersecurity Concerns 
for Total Productive 
Maintenance in Smart 
Manufacturing Systems 
[5] 

Improving Risk 
Assessment Models of 
Cyber 
Security Using a Fuzzy 
Logic Inference System 
[16] 

Cyberattack Path 
Discovery in a 
Dynamic Supply 
Chain Maritime Risk 
Management System 
[15] 

Domain Cyber physical 
systems (CPSs)  

Industrial control 
systems (ICSs). Manufacturing systems General system 

Dynamic supply chain 
maritime risk 
management system 

System  Modern power grids 
Simplified chemical 
reactor control 
system 

Total productive 
maintenance (TPM) Various system entities  Maritime supply chain  
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Purpose  

To benefit from the 
intrusion tolerance 
capability of SCADA 
systems that provide 
buffer periods before 
the failure of 
substations. The 
overall goal was to 
improve network 
strength and counter 
cyber threats. 

To develop a 
dynamic risk 

assessment approach 
that could identify 

risks due to unknown 
threats and enhance 
the accuracy of risk 

assessment 
processes.  

To illustrate the impact of 
cyberattacks on total 
productive maintenance in 
smart manufacturing 
systems and to discuss 
countermeasures to reduce 
the negative impact of an 
attack. 

To use a fuzzy inference 
(FIS) model to produce risk 
assessment outputs, which 
relied on four risk factors—
vulnerability, threat, 
likelihood, and impact—to 
identify risks targeting a 
system entity and suggest 
possible solutions for such 
threats. 

To introduce a 
cyberattack path 
method that used 
restrictions and an in 
depth search to 
successfully produce 
attack graphs according 
to the interests of users 
using real data from a 
maritime supply chain 
to ensure the validity of 
the proposed method. 

Possible Threats  

• a denial-of-
service (DoS) 
attack 

• bypassing the 
VPN to gain 
access to the 
servers 

• changes in 
voltage and 
standard 
measurements  

• malicious 
attacks 

• spoof attacks  
• breaches of an 

intrusion 
detection 
system (IDS) 

• intellectual properties 
threats, including theft 
and data modification 

• cyberphysical threats 
that disrupt production 
processes  

• a Stuxnet worm 
infection 

• malicious void attacks  

• website attacks  
• malware 
• hacking 
• denial of service 

(DoS) 
• name hijackings 
• dissemination of 

viruses. 
• phishing and spam e-

mails  

Attack paths within a 
network:  
• DoS attacks 
• distributed denial 

of service 
(DDoS) attacks 

Risk assessment 
enhancement 
(previous 
approaches) 

 Component 
burnout and 
exhaustion of 
processing 
power.  

 Simulating and 
forecasting real-
time load to 
ensure system 
frequency 
during an 
attack.  

 IDS to observe 
network and 
system 
activities. 

 An anomaly 
detection 
system (ADS) 
to gather data 
from a system 
and compare 
them with 
normal values 
(reports 
produced in 
cases of 
deviation).. 

 Use of overall 
equipment 
effectiveness (OEE), 
which is considered a 
major KPI for 
measuring the 
effectiveness of TPM 
in a system. The OEE 
of a system is 
calculated using the 
input of three 
components: 
- breakdowns 

(availability) 
- small stops 

(performance) 
- defects (quality)  

 Each component can 
be impacted by a 
cyberattack.  

 OEE = availability * 
performance * quality 

 To deal with the 
uncertainty factor 
when gathering data, 
the fuzzy set theory 
can help in making 
decisions about 
various alternatives. 
Despite its ability to 
deal with fuzziness, 
only a few studies 
have used fuzzy set 
theory to handle risk 
uncertainty, although 
it is highly 
recommended for 
improving the use of 
this theory for critical 
risk assessment. 

 Existing models 
without human 
intervention. 

 MulVal network 
security analyzer 
to target bugs 
within network 
configurations. 

 TVA tool for 
topological 
network-based 
analysis. 

 A graph model 
based on a 
specific language 
to simulate attack 
scenarios using 
various methods. 

 An intrusion 
detection system 
to generate 
graphs for 
attacks.  

 NuSMV model 
for allocating 
vulnerabilities 
and producing 
attack graphs.  

Proposed 
Contribution/ 
Recommendation  

A Stackelberg 
Security game model 
to allocate defense 
resources, unknown 
to the attacker. 
Encouraging 
investment in defense 
resource coverage to 
improve the 
intrusion tolerance 
capability of SCADA 
systems and protect 
them against failure. 

The proposed 
solution is capable of 
measuring 
cybersecurity risks of 
ICSs in a 
A short-term 
multimodal-based 
cybersecurity risk 
assessment approach 
with the ability to 
produce 
cybersecurity risk 
values by calculating 
the probabilities of 
risks and quantifying 
the impacts of 
different possible 
incidents caused by 
cyberattacks. 

Acquiring an agile 
maintenance system and 
considering both mean time 
between failures (MTBF) 
and mean time to repair 
(MTTR), relying on a short 
repair time. A proposed plan 
for system recovery, 
enabling repairs to be 
performed as quickly as 
possible.  

The proposed solution 
senses a weak item and 
moves it to a risk 
assessment model, which 
then determines the items 
for the spatial computation 
methods and passes them to 
the next model for 
approval. Approval 
suggests the end of the 
process. However, if an 
item is not approved, it will 
be moved to other models 
for vulnerability estimation 
using fuzzy theory. 
Information will be 
displayed to interested 
parties, enabling them to 
decide mitigating actions. 
The process starts again, 
relying on human judgment 
to decrease uncertainty. 

•. The proposed 
method identifies 
specific paths in a 
certain network to 
enhance risk 
assessment. These 
paths are unique, such 
as: 
o attacker 

capability  
o attacker location  
o propagation 

length  
o maximum length  
o entry points  
o target points 
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TABLE III. SUMMARY OF RELATED WORK IN THE TRANSPORTATION DOMAIN 

Study  

Aviation Cybersecurity 
and Cyber-Resilience: 
Assessing Risk in Air 
Traffic Management [18] 

Cybersecurity in Ports 
and the Maritime 
Industry: Reasons for 
Raising Awareness on 
This Issue [19] 

Cybersecurity for 
eMaintenance in Railway 
Infrastructure: Risks and 
Consequences [11] 

Cybersecurity and 
its Integration with 
Safety for 
Transport Systems: 
Not a Formal 
Fulfillment but an 
Actual 
Commitment [6] 

A System for Real-
time Monitoring of 
Cybersecurity 
Events on Aircraft 
[3] 
  

Domain Air transportation Port industry  Railway industry  Railway industry  Air transportation  

System  ATM Port 4.0 E-maintenance in railway 
infrastructure 

Subsystem for 
railway vehicles 
(wheel slide 
protection [WSP]) 

Aircraft  

Purpose  To analyze potential 
targets and risks. 

To maximize the benefits 
of using full technology 

while ensuring that major 
infrastructure elements 

are well protected against 
cyberattacks. 

To identify possible 
difficulties, impacts, and risks 

of data security for railway 
infrastructure, and to highlight 

methodologies for attaining 
and securing data against 

possible breaches.  

To enhance 
awareness of 

possible weaknesses 
that impact transport 

systems. Also, to 
install spotting lights 

on the embedded 
devices used by 

those systems and 
prevent major 

attacks that can 
target them if not 
well protected.  

To track and monitor 
incidents/failures and 
protect aircraft and 
related systems from 
cyberattacks. 

Possible Threats  

• passive observers 
• activists and 

lobbyists 
• insiders 
• cyber crime 
• cyber terrorism  
• hostile nation-states  

• organized criminal 
rings  

• drug traffickers 
• terrorists 
• hackers 
• industrial spies and 

competitors 
• disgruntled staff 

and insiders, enemy 
states, and foreign 
intelligence  

• data theft 
• database breaches 
• targeting of application 

servers 
• stealing of authentication 

details from system 
administrators  

• data integrity being 
affected by modification 
actions 

• DDoS 
• directed denial of service 

attacks  
• physical annihilation 

attacks 

• physical 
attacks: 
installing 
malicious 
devices 

• side-channel 
attacks to 
obtain 
encryption 
keys 

• logical attacks: 
malicious code 
injections  

• delayed aircraft 
flight operations 

• compromised 
safety of flight 
systems 

• high recovery 
costs affecting 
business  

• theft of 
passengers’ 
personal data. 

• malware 
deployed on 
multiple targets.  

Current Security 
Measures  

• physical security 
• (e.g., access control) 
• personnel security  
• (e.g., security 

clearances) 
• information security 
• (e.g., software 

updates and patches)  
• communication 

security 
• (e.g., network 

segregation) 
• intelligence support 
• (e.g., security alert 

level declarations)  
• security information 

exchanges  
• (e.g., incident 

identification and 
notification) 

• operational 
continuity 

• (e.g., emergency 
responses) 

• Increase awareness 
among port 
ecosystem parties 
by: 

• publishing 
standards to address 
cybersecurity issues 

• issuing shipping 
company guidelines 
and 
recommendations  

• requesting the 
inclusion of 
cybersecurity in 
facility security 
assessments to 
address any 
vulnerabilities 

• publishing a Guide 
on Port 
Cybersecurity  

• General examples:  
• inventory of 

devices/software 
• malware defenses 
• application software 

security 
• wireless device control 
• data recovery capability 
• security skill assessments 

and training 
• protection of network 

ports and services  
• boundary defense 
• security audit logs 
• account monitoring and 

control 
• data loss prevention 
• incident response 

capability 
• penetration 

• Current 
strategy of risk 
assessment is 
based on single 
threats and 
compliance to 
specific 
practices, 
leading to 
neglect of the 
effects of 
combined 
hazardous 
events. 

• Current systems 
include logging 
and monitoring 
of failures as 
maintenance 
data. This 
approach does 
not allow 
prompt tracking 
of security 
attacks on 
aircraft 
networks, which 
can allow 
successful 
attacks with no 
detectable trace.  

Proposed 
Contribution/ 
Recommendation  

This study proposed an 
interactive and model-
based cyber risk analysis 

Policymakers should 
work closely with 

industry to ensure full 

• Enhancing 
confidentiality: 

ensuring data privacy (i.e., 

An integrated safety 
and cybersecurity 
analysis of all 

All apps should send 
security event failure 
logs for security 
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that could produce non-
stop cyber flexibility in the 
air transportation domain. 

protection of multiple 
port systems because 

they have a major impact 
on the global economy. 

Also, they should 
continuously review 
current policies and 

regulations and adopt 
new industrial 

technologies. Moreover, 
they should invest in 

alert systems to detect 
cyber incidents.  

targeted data accessed/viewed 
only by authorized 
individuals).  
• Enhancing integrity: 

1. Supporting data 
authenticity by using 
digital signatures or 
other trusted 
identifiers. 

2. Avoiding data errors 
when 
transferring/storing 
data and making sure 
that data are original.  

• Enhancing availability: 
ensuring that data access 
is granted to authorized 
parties. 

related control 
systems could 
reduce the impact of 
major threats, as 
suggested by this 
study. 

monitoring and 
assessment and:  
1. comprise similar 
applications 
2. capture security 
event failure logs 
from applications and 
services on aircraft 
3. manage the logs 
for essential security 
event failures 
4. alert crew for fast 
recovery and 
communication with 
ground system in case 
of major failures 
6. maintain the logs 

for future 
maintenance usage. 

II. CASE STUDY: RISK ASSESSMENT 

A. Scenario 
Daily DDoS attacks against company systems are a great 

concern for IT managers; however, the previous severe DDoS 
attack, which was repeated twice, resulted in approximately 
four hours of total downtime, was extremely intense, and 
aimed to fully disrupt the company’s booking services, which 
could have had a significant financial impact. IT leaders 
directed the cybersecurity team to immediately conduct a risk 
assessment of these cyberattacks and provide feedback for 
decision-making. A risk analysis report was prepared using 
various cybersecurity risk management methodologies to 
overcome the above-mentioned issues, and the general scenario 
related to “the risk associated with cyberattacks against the 
availability of the booking system.” [22-26]. 

B. Risk Assessment 
The company follows a combined approach to risk 

assessment, which is managed by the Cybersecurity 
Department and the IT Governance, Risk, & Audit (GRA) 
Department. Their goal is to ensure the management of 
information technology and security risks [27-32]. 

1) Asset identification: To identify the assets related to the 
system, system functions were first had identified 
[32-38]. The scope of the risk assessment was the 
company’s booking system, represented by an 
application that provides reservation and ticketing 
services to various transport sectors through the 
company’s digital channels (see Table IV). List of 
the most common risks and their corresponding 
controls targeting booking systems is shown in 
Table V. 

2) Threat and vulnerability identification: Table VI 
contains the most common threat types targeting web-based 
systems and their threat communities. Due to the high level of 
data sensitivity, vulnerabilities were derived from study [20], 
which highlighted the most common vulnerabilities of Web-
based systems but did not necessarily reflect the actual 
company’s data [39-40]. 

Vulnerabilities can be divided into two classes. The first 
class includes vulnerabilities that affect a host or only a service 
running on it: 

• host crash. 

• performance fault. 

• host infection. 

The second class includes vulnerabilities that affect only a 
single service: 

• inaccessible service. 

• corrupted service. 

3) Techniques to identify vulnerabilities: Companies use 
various techniques to identify vulnerabilities in their systems, 
and this paper identifies the set of techniques used by 
transportation companies; for instance, the network security 
team scans the system a number of times daily, and firewalls 
and scanners are in place to detect spikes in incoming traffic. 
Additionally, a DDoS protection service is in place to protect 
the system. The IT Security team conducts regular exercises to 
identify vulnerabilities using various technologies, including 
system vulnerability scans, penetration testing, Web 
application assessments, and network mapping. Furthermore, 
the IT team conducts special system scans for indicators of 
compromise upon requests from the NCA. The company also 
has monitoring, incident response, and forensics teams 
working closely with security business partners to cover 
various areas, such as system logs and audit reports. 

C. Minimizing Risks 
The chosen risk was based on the two previous high-DDoS 

incidents that affected the transportation company’s system. 
Management direction played a critical role in selecting what 
type of risk to manage (see Table VII). 

1) Threat community profile: Each threat was known to 
have its own community profile and could have different 
initiating factors or triggers. Below are common factors 
relating to cybersecurity attacks (particularly regarding DDoS; 
see Table VIII). 
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TABLE IV. ASSET IDENTIFICATION AND CORRESPONDING VALUES 

System functions  System elements  Related department  Number of 
employees 

Assets  Value 

1. booking of tickets 
for trips, cars, trains, 
hotels, etc. 

2. lounge access 
3. requests for trip 

upgrades 
4. loyalty programs 
5. online payments 
6. online check-ins 
7. service refunds 
8. real-time trip 

information and 
schedules 

A. Input: 
1. trip schedule 
2. locations 
3. customer information 

B. Processing: 
1. booking of trips 
2. payment 
3. checking in 

C. Output: 
1. scheduled trips 
2. booking reservations 
3. ticket passes 
4. marketing campaigns 

D. Interface: 
1. website 
2. mobile application 

1. Business: 
marketing and 
ticketing 
services 

2. IT: digital 
products and 
services 

3. Others: vendor 
and IT business 
partners 

20 employees  

• servers 
• firewalls 
• databases 
• micro services 
• application 

gateway 
• VPN gateway 
• API gateway 

Information: 
customers’ data, 
such as national 
IDs and credit-
cards, are 
considered the 
most valuable 
asset in this 
system. 
Internal HW/SW: 
support that helps with 
various functions of the 
system. 
Vendor Services: security 
services that protect 
against availability 
attacks). 

TABLE V. A LIST OF THE MOST COMMON RISKS AND THEIR CORRESPONDING CONTROLS TARGETING BOOKING SYSTEMS 

Risk Counter Measures 

Suspected phishing domain similar to the company website. • block the domain. 
• request to take down the domain 

A copy of a company application. • request to remove the app 

Employee login credentials on the dark Web. 
• check the accounts 
• reset passwords 
• enable MFA 

Company internal environment exposed. • hide the internal environment 
• restrict access to authorized personnel only 

Malware detected internally. • remove the malware 

User logon from a risky IP address. • check with the user 
• block the IP 

Activity from a Tor IP address. • check with the user 
• block the IP 

Files shared with unauthorized domain. • check with the user 
• block the domain 

TABLE VI. COMMON THREATS TARGETING WEB-BASED SYSTEMS AND THEIR COMMUNITIES 

Type  Threat Community (source) Asset at Risk Effect 
DDoS Cyber criminals Booking system  Availability 
SQL injection Cyber criminals Booking system  Confidentiality 
SQL injection Cyber criminals Booking system  Integrity 
Cross site scripting Cyber criminals Booking system  Confidentiality 
Cross site scripting Cyber criminals Booking system  Integrity  
SQL injection Script kiddies Booking system  Confidentiality 
SQL injection Script kiddies Booking system  Integrity 
Privilege escalation Privileged insiders and employees Booking system  Confidentiality 
Privilege escalation Privileged insiders and employees Booking system  Availability 
Privilege escalation Privileged insiders and employees Booking system  Integrity 
Bad bots  Cyber criminals Booking system  Confidentiality 
Illegal resource access Cyber criminals Booking system  Confidentiality 
Phishing  Social engineer  Booking system  Confidentiality 
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TABLE VII. THE SELECTED RISK 

Asset at Risk Threat Community Type Effect 
Booking system Cyber criminals DDoS Availability 

TABLE VIII. DDOS COMMUNITY PROFILE 

Factor Value 

Motive Financial disruption. 

Primary intent Illegal activities to maximize profit. 

Sponsorship Non-state or illegal gangs. 
Preferred general target 
characteristics Easy financial gains via remote means. 

Preferred targets Financial services and retail 
organizations. 

Capability Professional, skilled, and well-funded 
hackers. 

Personal risk tolerance Relatively high, without being exposed. 

Concern for collateral damage Prefer to keep their identities hidden. 

D. Likelihood Estimation 
Threat event frequency (TEF) was used to estimate the 

likelihood of a threat, indicating the probable frequency within 
a given timeframe that a threat would result in loss (see 
Table IX). 

TABLE IX. THREAT EVENT FREQUENCY (TEF) FOR A DDOS ATTACK 

TCom Threat Type TEF Min TEF ML TEF Max 

Cyber 
criminals DDoS 

365 (per 
year) 
1 (daily) 

1,825 (per 
year) 
5 (daily) 

10,220 (per 
year) 
28 (daily) 

TCom: Threat community (source) 
TEF Min: Minimum threat event frequency (attack frequency)  

TEF ML: Most likely threat event frequency (attack frequency)  
TEF Max: Maximum threat event frequency (attack frequency) 

Similarly, loss-even frequency (LEF) was calculated to 
indicate the probable frequency within a given timeframe of a 
loss being expected to occur (see Table X). 

TABLE X. LOSS EVENT FREQUENCY (LEF) FOR A DDOS ATTACK 

TCom Threat Type LEF Min LEF ML LEF Max 
Cyber 

criminals DDoS 1 per year 2 (per year) 4 (per year) 

1) Likelihood scale for the identified risk: According to 
the previously identified incident, the likelihood of a DDoS 
attack being successful was 2 (as per the previous incident). 
Table XI was used to derive the loss event frequency 
(likelihood) and total risk category to be input into the risk 
matrix. 

2) Impact identification: The table below shows the total 
impacts due to loss of availability. Impact types varied 
between lost revenue, the cost of hiring an incident response 
team, and the cost of investigating the crime (i.e., forensics 
cost; see Table XII). 

Table XIII shows the availability impact scale used by the 
company to identify the severity of an impact for the risk 
matrix. 

TABLE XI. LIKELIHOOD SCALE FOR DDOS RISK 

Score Rating X Description 

4 Very high (VH)  More than 5 likelihood of 
occurrence 

3 High (H)  4–5 likelihood of occurrence 

2 Medium (M) X 2–3 likelihood of occurrence 

1 Very low to unlikely 
(L)  0–1 likelihood of occurrence 

TABLE XII. TOTAL IMPACT 

Impact Type 
Min. 
(1–2 h 
downtime) 

Most Likely 
(3–5 h 
downtime) 

Max. 
(10 h 
downtime) 

Lost revenue 1,050,000 2,625,000 5,250,000 
Incident response 
team (internal) 5,000 7,800 10,000 

Forensics 
(external) 50,000 56,250 60,000 

Total 1,105,000 
2,689,050 
(rounded) 
2,700,000 

5,320,000 

TABLE XIII. AVAILABILITY IMPACT SCALE 

Risk Rating Impact 

Low 

• no significant effect on operations and services 
• asset can be replaced within an acceptable time 

frame 
• insignificant interruption costs 

Medium 
• no significant effect on operations and services 
• asset can be replaced within a medium time frame 
• low interruption costs 

High 
• effect on individual operations and services 
• critical assets cannot be replaced by manual methods 
• high interruption costs 

Very High 
• significantly affects multiple operations and services 
• critical assets cannot be replaced by manual methods 
• very high interruption costs 

According to the scenario provided by the company’s IT 
team, the DDoS attack was repeated twice, resulting in an 
approximate downtime of four hours (see Table XIV). 

3) Risk matrix: The following risk matrix includes two 
factors: impact and likelihood. Both factors have a rating scale 
of 1–4, as shown in the previous scaling tables. The IT team 
identified the likelihood of the risk occurring as stated in the 
scenario (i.e., twice a year; medium rating = 2), and the teams 
also measured the loss impact of four hours of total system 
downtime (very high rating = 4). The risk level was then 
calculated as the likelihood of risk occurrence * impact of a 
loss, resulting in a risk level of eight (see Table XV). 

The company’s main risk objective was to protect the 
organization’s information and technology assets by 
maintaining confidentiality, integrity, and availability of 
service effectively with minimum cost and without affecting 
business operations. The strategy for responding to risks 
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depended on the individual risk situation and was based on risk 
assessments and recommendations from decision-makers. As 
shown in Table XV, the risk level was relatively high and 
needed to be managed; hence, the transportation company 
decided to mitigate the risk by applying appropriate 
countermeasures. A list of countermeasures suggested by IT 
experts was prepared by the transportation company’s IT team 
(see Fig. 2). 

a) Internal controls 
Procedures: enhance the DDoS Response Plan with: 

• a systems checklist including all assets to ensure 
advanced threat identification and assessment. 

• notifications and escalation procedures for quick 
recovery. 

Training: 

• train special teams to extensively monitor traffic and 
look for abnormalities, including unexplained traffic 
spikes and visits from suspect IP addresses and 
geolocations. 

• create additional response teams to minimize the impact 
of attacks. 

TABLE XIV. IMPACT SCALE FOR A DDOS ATTACK 

Score Rating X Description 

4 Very high X More than 3 h downtime 

3 High  1–3 h downtime 

2 Medium  30 min–1 h downtime 

1 Low  Less than 30 min downtime 

TABLE XV. DDOS RISK MATRIX 

Li
ke

lih
oo

d 4 

3 

2 

1 

4 8 12 16 

3 6 9 12 

2 4 6 8 

1 2 4 5 

 
Fig. 2. List of Suggested Countermeasures. 

Infrastructure: 

• create redundant network (FW/IPS) resources so that, if 
one server is attacked, the others can handle extra 
network traffic. 

b) External controls 
Software: 

• purchase threat intelligence software to monitor social 
media and the dark Web for threats, suspicious 
conversations, and boasts that may hint at an incoming 
attack. 

Outsourcing: 

• use third-party DDoS testing (i.e., pen testing) to 
simulate attacks against IT infrastructure so that the 
company can be prepared for any real threats. 

• Use DDoS-as-a-service to provide improved flexibility 
for environments that combine in-house and third-party 
resources, or cloud and dedicated server hosting. 

• outsource DDoS prevention to cloud-based service 
providers operated by software engineers whose job 
consists of monitoring the Web for the latest DDoS 
tactics. For decision-makers to choose between 
countermeasures for mitigating DDoS attacks, IT 
experts used the following scale to evaluate the 
effectiveness of each control. 

Each control had a corresponding estimated cost and 
effectiveness rating (see Table XVI and XVII). The following 
criteria were used to choose the appropriate controls: 

• If the control will reduce the risk more than needed, a 
less expensive alternative should be used. 

• If the control will cost more than the risk reduction 
provided, an alternative should be used. 

• If the control does not sufficiently reduce the risk, either 
more or different controls should be used. 

• If the control provides sufficient risk reduction and is 
the most cost-effective option, use it. 

TABLE XVI. CONTROL EFFECTIVENESS SCALE 

Risk Rating Impact 

Ineffective 

• poor control design 
• significant control gaps 
• does not treat root causes 
• does not operate effectively 

Partially effective 
• satisfies control design needs 
• partially treats the root causes of the risk  
• not very effective 

Substantially effective 
• designed correctly 
• treats most of the root causes of the risk 
• requires improvements to operate effectively 

Fully effective 
• well designed 
• addresses and treats all root causes 
• effective and reliable at all times 

  

Controls  

Internal 
controls  

Procedures 

Training  

Infrastructure 

External 
controls  

Software 

Outsourcing 
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TABLE XVII. ESTIMATED COST FOR EACH CONTROL 

# Control Estimated 
Cost Effectiveness 

1 Enhance the DDoS response plan 10,000 Ineffective 

2 Train special teams 30,000 Partially 
effective 

3 Create additional response teams 45,000 Partially 
effective 

4 Use third-party DDoS testing 75,000 Substantially 
effective 

5 Purchase threat intelligence software 100,000 Substantially 
effective 

6 Create redundant network resources 200,000 Substantially 
effective 

7 DDoS-as-a-service provision 350,000 Fully 
effective 

8 Outsource DDoS prevention to a cloud-
based service 500,000 Fully 

effective 

c) Suggested controls for implementation: A cost–
benefit analysis was conducted to identify the most 
appropriate controls and provide the greatest benefit to the 
company given the available resources. Two selected controls 
were recommended for implementation based on a cost–
benefit analysis performed to justify why decision-makers 
should implement them (see Table XVIII). 

TABLE XVIII. SUGGESTED CONTROLS FOR IMPLEMENTATION 

# Control Estimated 
Cost Effectiveness 

3 Create additional response teams 45,000 Partially effective 

6 Create redundant network resources 200,000 Substantially 
effective 

Total Cost 245,000 Substantially 
effective 

E. Cost–Benefit Analysis 
The selected controls minimized the likelihood of a DDoS 

risk occurring twice to 0 or 1 (very low rating = 1), while the 
impact of DDoS was reduced from a total downtime of three 
hours to a medium impact (30 min–1 h), with a score of 2 (see 
Tables XIX and XX). 

TABLE XIX. LIKELIHOOD OF A RISK AFTER IMPLEMENTING SELECTED 
COUNTERMEASURES 

Score Rating X Description 

4 Very high (VH)  More than 5 

3 High (H)  4–5 likelihood of occurrence 

2 Medium (M)  2–3 likelihood of occurrence 

1 Very low to unlikely 
(L) X 0–1 likelihood of occurrence 

TABLE XX. IMPACT OF THE RISK AFTER IMPLEMENTING THE SELECTED 
COUNTERMEASURES 

Score Rating X Description 

4 Very high  More than 3 h downtime 

3 High  1-3 h downtime 

2 Medium X 30 min–1 h downtime 

1 Low  Less than 30 min downtime 

As shown in the risk level matrix (see Table XXI), the new 
risk level was calculated as the likelihood of risk occurrence * 
impact of a loss, resulting in a residual risk level of two. 

TABLE XXI. RESIDUAL RISK AFTER IMPLEMENTING CONTROLS 

Li
ke

lih
oo

d 

4 8 12 16 

3 6 9 12 

2 4 6 8 

1 2 4 5 

 1 2 3 4 

III. CONCLUSION 
As shown in the case study scenario, the risk assessment 

identified the most critical attacks on the transportation 
company’s booking system and provided suitable 
countermeasures to minimize the risk of attacks. The risk level 
decreased from eight to two, indicating the effectiveness of the 
selected countermeasures. Risk assessment was extremely 
useful for assessing potential risks and suggesting useful 
controls. Moreover, the two identified DDoS attacks were 
mitigated by implementing suitable controls, and 
recommendations were made to analyze and monitor incidents 
and increase the company’s preparedness for another wave of 
DDoS or other attacks. 
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Abstract—In the next 5 to 10 years, digital Artificial 

Intelligence with Machine Circuit Learning Algorithms (MCLA) 

will become the mainstream in complex automated robots. Its 

power concerns, ethical perspectives, including the issues of 

digital sensing, actuation, mobility, efficient process-

computation, and wireless communication will require advanced 

neuromorphic process variable controls. Existing home 

automated robots lack memristic associative memory. This work 

presents Cyber-Physical Home Automation System (CPHAS) 

using Memristive Reconfigurable Algorithmic State Machine 

(MRASM) chart. A process control architecture that supports 

Concurrent Wireless Data Streams and Power-Transfer 

(CWDSPT) is developed. Unlike legacy systems with power-

splitting (PS) and time-switching (TS) controls, the MRASM-

ROBOT explores granular wireless signal controls through 

unmodulated high-power continuous wave (CW). This transmits 

infinite process variables using Orthogonal Space-Time Block 

Code (OSTBC) for interference reduction. The CWDSPT 

transmitter and receiver circuit design for signal processing are 

implemented with complexity noise-error reduction during 

telemetry data decoding. Received signals are error-buffered 

while gathering control variables' status. Transceiver Memristive 

neuromorphic circuits are introduced for computational 

acceleration in the design. Hardware circuit design is tested for 

system reliability considering the derived schematic models for 

all process variables. Under small range space diversity, the 

system demonstrated significant memory stabilization at the 

synchronous iteration of the synaptic circuitry. 

Keywords—Cloud computing; cyber-physical systems; complex 

robot; computational science; IoT; machine learning 

I. INTRODUCTION 

A. Background 

Memristive Reconfigurable Algorithmic State Machine 
Robot (MRASM-ROBOT) is a novel intelligent automation 
approach that provides support for the control of converged 
appliances using localized space diversity. The concept is very 
useful for providing security to both localized and remote 
homeowners. It exploits associative memory which has a 
structured memory unit for storing identified data both at the 
edge and cloud control levels respectively. The system uses 
access by data content (content addressable memory), and 
address by memory location (associative memory). 

Memristive neuromorphic circuits can be constructed with 
associative memory for infinite process variables such as 

temperature, smoke, flames, gases, humidity, and water, among 
others. Modern-day hardware modules can easily be 
implemented using Memristive reconfigurable memory 
systems. This is found in neuromorphic robots and other 
complex systems [1]. The application areas are very huge, 
thereby creating demands for location-independent automation 
processes. Smart Internet of Things (IoT) is often used in this 
regard due to space diversity considerations. In such cases, IoT 
RF technology (such as ATMEL Smart-SAM25 module) with 
the CWDSPT technique can be adapted to provide effective 
monitoring and control of both on-premises and remote 
processes. With heightened security challenges as well as 
domestic havoc at homes and offices, such an automated 
security system becomes very handy [1], [2]. 

Existing home automation approaches fail to account for 
space diversity sensitivity. Also, process variable coordination 
in various application contexts is unpredictable. In most legacy 
systems, their efficiency often involves a high cost, especially 
when using remote network services. There is a need for an 
automated security system that is optimized for high efficiency 
in controlling home appliances at short-range communication. 
Smart Energy Audit Systems (SEACS) have been proposed 
which largely depends on IoTs via near field communication 
(NFC) [2]. Hand-gesture-based control Robots have been 
implemented for real-time interactive control systems targeted 
at household appliances [3]. Home automation systems for 
anomaly classification using unsupervised probabilistic 
associations for sensing and event tracing in smart homes are 
trending [4], [5], and [6]. 

Recently, researchers are making efforts to drive biological 
neural networks and map with memristive neuromorphic 
models to customize AI-based Robots [7], [8], [9]. Similarly, 
memristive neuromorphic models have been applied in most 
computing acceleration designs [10], [11], [12]. In classical 
literature such as social psychology, the capacity to learn and 
recall the relationship-map existing among unconnected 
variables is referred to as associative memory [13]. This could 
be declarative in its structure or episodical [14] in its 
application contexts. 

Various attributes of complex radio frequency (RF) robots 
such as real-time withdrawal reflex, classical eyeblink, etc., can 
occur via a complex learning process in associative memory. In 
this case, a conditioned reflex can be established between 
conditioned stimulus (CS) and system state-response. 
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Low range RF memristive neuromorphic circuits can be 
leveraged as a Pavlov associative memory (PAM) or a 
withdrawal reflex [15], [16]. Max-input-feedback adaptive-
learning rule has been applied to train the neuromorphic circuit 
while adapting it to PAM [17]. Some designs explore 
microcontrollers, and signal conditioners such as A/D 
converter to synthesize memristor features in a robot. In this 
case, the memristor can be used as a synaptic/ neuromorphic 
circuit, to model PAM [18]. Though finite state machine is not 
new, however, it can be employed to assist an unsupervised k-
means logic intelligence while monitoring and detecting 
abnormal conditions. 

B. Advantages of Memristive Control Design Technique 

 Offers bifurcation analysis involving two or more 
parameters and predict the linear stability boundaries. 

 Similar to biological synapses, dendrites, and neurons, 
the memristive technique with neuromorphic computing 
offers another layer to AI at a physical level. 

 The memristive method offers insights into non-linear 
systems by extending the capabilities of resistors, 
Capacitors, and Inductors. 

 The Memristive approach provides optimal control in 
circuit diversity. 

Existing works on memristive systems focused on high-
density filters or FPGAs volatile memory, crossbar latches, 
neural networks, modeling of neural synapses, nonlinear 
oscillators, and filters. Very little work has been done field of 
Memristive reconfigurable state machine and space diversity 
control signaling. 

C. Research Contributions 

This work presents a novel control strategy for process 
variable transceiver modules in smart homes designs. The 
system allows for the optimization of errorless information 
decoding. The other contributions in this research include: 

 Derive a standardized remote-controlled automation 
architecture adapted for process aggregation dynamics. 

 To evaluate the IoT-gateway transmission and receiver 
behavior for a low bit error rate under the influence of 
Multipath Rayleigh Channel Space Vector (MRCSV) 
and White Gaussian noise (AWGN). 

 To show the impact of space diversity on received 
signal using optimal OSTBC-combiner block (CB). 

 To demonstrate MRASM-ROBOT use case scenario for 
bit error response at scale. 

The rest of the paper is organized as follows. Section II 
presents related works. Section III presents the methodology. 
Section IV presents the smart automation engine (SAE). 
Section V presents the feedback scheduling algorithm, Section 
VI focused on space diversity control. Section VII discussed 
the experimental results, while Section VIII concludes the 
work. 

II. RELATED WORK 

Mostly, there are challenges regarding the coordination of 
control states and the collection of telemetry data for smart 
home analytics. The absence of MRASM-CWDSPT affects the 
accuracy of data communication on the home server. This 
leads to under-utilization and lower efficiency. In this section, 
closely related literatures on two important elements were 
studied namely: CWDSPT Space diversity and 
automated/smart homes without neuromorphic circuits. 

A. CWDSPT Space Diversity 

Concurrent Wireless Data Streams and Power-Transfer is 
an emerging area with great prospects especially with 5G 
rollout in Africa. In most works, spatial diversity (SD) is 
introduced in transmissions systems to mitigate the effect of 
multipath fading [19]. In lengthy links over extremely 
reflective surfaces like water bodies where a non-diversity link 
can’t deliver high availability, SD is needed. It is used in 
multiple antennas that have similar characteristics involving 
real physical separation from each other. There have been 
several works on space diversity, but the work in [20] used a 
concave-convex procedure (CCCP) scheme to maximize the 
minimum rate of IoT nodes' private streams. This was done via 
the allocation of transmit power and adjustment of power-
splitting ratios at the IoT edge nodes. 

A similar work [21], discussed spatially modulated space-
time block code (HRSM-STBC) developed for two active 
antennas. To optimize space diversity schemes, extensive 
discussions on wireless power transfer (WPT) capabilities were 
presented in [22]. The work [23] investigated a wireless power 
transfer (DWPT) tool for developing wireless power transfer 
(WPT) systems and its related parameters. In [24], the authors 
proposed a radial-flux rotational wireless power transfer (RF-
R-WPT) system with a rotor state identification function for 
devices mounted on a rotating shaft. In [25], the authors 
focused on the systematic review of metamaterials and meta 
surfaces for wireless power transfer (WPT) and wireless 
energy harvesting (WEH) [26]. 

In [27], the authors leveraged Wireless power transfer 
(WPT) systems due to their security, convenience, and 
flexibility to propose a control strategy referred to as periodic 
energy control (PEC) in WPT. So far, current literature on 
wireless information power transfer and space diversity has not 
been explored in Cyber-physical home automation. Its 
applications in MRASM-ROBOT will be very novel and useful 
too. 

B. Neuromorphic State Machine (NSM) 

The authors [28], developed an inverter-based memristive 
neuromorphic RF switch on the microstrip line with good 
performance up to 5GHz. Their design explored conductive 
bridging random access memory (CBRAM) scheme in which 
the switch uses metal-insulator-metal (MIM) structure, 
Copper/Nafion/Au majorly. In [29], the authors focused on 
inverter-based memristor crossbar neural networks. The work 
[30] investigated the impacts associated with the computing 
accuracy of analog memristive circuits for neuromorphic 
applications. In [31], the security application of memristive 
crossbar physical unclonable function was investigated for 
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resource optimization. The work [32] investigated 
neuromorphic computational system models using the spine 
technique. This is used to improve system lifetime in mapping 
machine learning workloads. The work in [33] focused on the 
optimization of Memristive Crossbar Arrays. In [34], the 
authors investigated memristance variations capture synaptic 
weight variations. The authors [35], [36] proposed the Pavlov 
associative memory process otherwise known as multi-
functional memristive Pavlov associative memory circuit. The 
work [37] proposed a weight optimization scheme that 
combines quantization and Bayesian inference for memristor-
based neuromorphic computing system (NCS). 

In cases of Mixed-signal analog/digital neuromorphic 
circuits, there has been the characterization of such circuits 
using ultra-low power consumption, real-time processing 
abilities, and low-latency response times [38]. In this case, 
neuromorphic processors are used as the neuromorphic agent. 
The work [39] discussed a new neuro-inspired, hardware-
friendly readout stage for the liquid state machine (LSM) using 
neuromorphic VLSI implementation. The work [40] discussed 
a neuromorphic computational scheme known as the prefrontal 
cortex (PFC). The work is equally looked at as mixed-signal 
analog/digital neuromorphic implementation. Authors [41] 
highlighted that memristive circuits can trigger the associative 
memory processes while retaining the design parameters. 

There are other types of memristive circuits without any 
clear synaptic and neuron circuits. Hence, with a modified 
memristive circuit, the memristive neuromorphic models can 
be employed to enhance computational efficiency in 
deployment contexts. 

Considering the memristive neuromorphic circuits used for 
computation acceleration, the work [42], [43], [44], showed 
that the synaptic circuit is required to represent process 
variable weights in binary form. The works equally highlighted 
that various synaptic circuits can be designed to utilize 
neuromorphic circuits. At the implementation level, Field 
programmable gate arrays (FPGAs) have been used to provide 
neuromorphic reconfigurable characteristics while enabling 
flexible schematic designs for various applications [44], [45], 
[46], [47]. Interestingly, various control circuit topologies 
designated for process variables in existing designs lack the 
functionality of MRASM states. Also, the design of memristive 
neuromorphic circuits must replicate the process of learning, 
with high retention for conditional state-based signals. 

Therefore, the gap in NSM is that low-end cyber-physical 
applications cannot fit into the design complexity due the 
memory stabilization issues. However, the use of associative 
memory can help in the design of Cyberphyscal robots that 
learns and remembers the relationship between unrelated 
things. Such reconfigurable NSM can be useful in the design of 
intelligent RF systems. 

C. Summary of Related Works (Automated Home) 

The use of NSM to drive space diversity intelligent systems 
is novel. In this section, the summary current related efforts on 
automated/smart home without NSM. In [48], the authors 
proposed Open-source home automation systems which lacked 
a detailed implementation framework. In the work [49], the 

authors proposed home energy management systems (HEMS). 
The design supports end-users by allowing for demand-side 
management and automation. In [50], the authors developed a 
secured but lightweight three-factor driven privacy-preserving 
authentication model specifically for IoT-enabled smart home 
environments. The authors [51], presented a scheme that 
automates home appliances in three modes viz: local, web, and 
app-based automation. These were achieved with a low-cost 
microcontroller, a web page with support for remote 
applications. The work [52] presented an improved robots 
index model used to optimize the robust level of home energy 
local network (HELN) while considering its numerous 
household appliances. In [53], a novel proximity service model 
for smart home automation is proposed. Their work uses 
wireless networks and native Internet connectivity. The work 
[54] discussed an asynchronous electrooculography (EOG)-
based human-machine interface (HMI) for smart home 
environmental control. The work [55] focused on a machine-
learning-based approach to assessing activity quality in smart 
homes based on automation assessment. The work [56] 
highlighted an efficient implementation approach using IoT for 
real-time monitoring of routine activities in homes. 

So far, the future of ubiquitous home networks will rely on 
sensors to aggregate various environmental data variables [57]. 
This work has similar baseline design attributes with robotic 
smart homes based on stabilized feedback Episodic memory 
(SF-EM) [58], stewards robot smart homes [59], humanoid 
defense smart homes [60], Indoor autonomous robots [61], and 
Smart home activities IoT [62]. These similarities are 
highlighted below [63], [64], [65]: 

 Process automation through task allocation. 

 Lightweight process variable control. 

 Layered integrations with NSM. 

The identified gaps/limitations are found below: 

 Absence of space diversity characterization under 
multipath fading channels. 

 Absence of NSM for hardware analytics. 

 Though most systems have complex design topologies. 

 Absence of CPS process variable control using the 
associative-memory based on the reconfigurable 
memristive neuromorphic scheme. 

 The absence of multipath fading channel optimization 
for memory stabilization is novel. 

D. Summary of Contributions 

The generalized smart home systems are anticipated to 
provide custom-based services, especially to home users 
thereby reducing human efforts. Unfortunately, the legacy 
computational knowledge-driven algorithms for learning and 
reasoning do not completely orchestrate unpredictable changes 
in these homes. In this work, the service provisioning demand 
seeks to handle: i.) remote learning and reasoning process 
control algorithms, and ii) Edge layer integration of smart 
endpoints. To fix these issues, the contributions of this work 
are as follows. 
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1) Develop an associative-memory-induced reconfigurable 

memristive neuromorphic for memory stabilization. 

2) Introduce a logical feedback mechanism for behavioral 

learning from the state machine. 

3) Complete a set of space diversity optimization for 

memory service guarantee from multipath fading errors. 

III. METHODOLOGY 

The physical design topology of the smart automation 
engine (SAE) is shown in Fig. 1. This depicts the design 
symmetry of MRASM-ROBOT enabled with machine learning 
automation and CWDSPT. The implementation of the smart 
automation/security system is based component layered 
approach and its subsystems were implemented as a stand-
alone system for ease of reconfiguration. The optimally 
controlled process variables modeled are temperature states, 
room lighting, overhead tank, as well as house security. 

The design can protect the occupants from life-threatening 
hazards. This is achieved by getting inputs from sensors placed 
at different locations throughout the house/deployment 
environment. Application program interfaces (API) are used 
for remote communications. 

The inputs are then fed into the Arduino MKR1000 Wi-Fi 
process controller (PCon) through which these different aspects 
of the house are controlled. Essentially, communication 
happens in a short-range transmission distance of 100 at 
100mW. This class 1 range uses the RF ISM bands 
(2.402GHz-2.48GHz). 

The objective function (OF) is the infinite process 
maximization with constraint variables such as link capacity, 
channel effects, resource availability, and cost function. These 
are responsible for the smart automation engine (SAE). This 
further incorporates static real feedback looping for dynamic 
stability, having an optimal algorithm with low-bit error 
signaling. These functionalities are implemented to monitor 
and control devices that drain energy while securely protecting 
the home facility. As shown in Fig. 1, there are two major parts 
viz.  

 Automation module. This controls the lights, inductive 
load, and cooling systems (HVACs) in and around the 
house thereby saving energy. Also, it has the following 
sub-systems namely – the process controller, level 
converter, GSM modem, smart green power supply 
unit, the input interface (sensor subcircuit), control 
system, and the output Interface such as APIs. 

 Associative-memory-induced scheme i.e., memristive 
reconfigurable state machine attributes. 

A brief explanation of the resilient transmitter, RF-wireless 
communication channel (i.e., transmitter/receiver) for the 
proposed MRASM-CWDSPT is presented via the component 
modeling technique. Also, the details proposed CWDSPT, (i.e., 
DC-biased orthogonal frequency-division multiplexing (DC-
biased OFDM) in the IoT controller is equally presented 
below. 

Let’s define the following process variables as follows: 

𝑨𝑷𝑰𝒈𝒎 = 𝐴𝑃𝐼 𝑔𝑎𝑡𝑒𝑤𝑎𝑦 

𝑺𝑮𝒈𝑽𝜶 = 𝑠𝑚𝑎𝑜𝑘𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑒𝑟𝐴𝑃𝐼 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 

𝑾𝑻𝑪𝒎𝜷 = 𝑤𝑎𝑡𝑒𝑟 𝑠𝑖𝑔𝑛𝑎𝑙 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑒𝑟𝐴𝑃𝐼 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 

𝑻𝑴𝑪𝒎𝜷 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟 𝐴𝑃𝐼 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 

𝑳𝑮𝒂𝒔𝝁 = 𝐿𝑖𝑔ℎ𝑡 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑠𝑖𝑔𝑎𝑛𝑙 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟 𝐴𝑃𝐼 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 

The sink controller functions include Smoke, water, 
temperature, and light intensity. 

A. Memristive Reconfigurable Neuromorphic Circuit Model 

In this section, the component modeling technique was 
introduced to build the MRASM-Robotic subsystem. This 
involves process variable synaptic modeling. First, a neuron 
circuit refers to the schematic baseline unit used to implement a 
functional neuromorphic system for MRASM-Robotic. It 
connects more than one synaptic subcircuit interface module 
depicted in Fig. 1. 

 

Fig. 1. MRASM-ROBOT Process Model for Memory Stabilization. 
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Second, there are three major parts in the neuron circuit: 
1) MRASM-Robotic selection circuitry; 2) MRASM-Robotic 
synaptic circuitry, and 3) MRASM-Robotic neuron circuitry. 

In the design implementation, the MRASM-Robotic neuron 
circuitry has two input voltage levels/signals, MVanalog and 
MVdigital. The former depicts the analog signal estimated at 
1–5 V. The latter refers to the binary digital signal where the 
voltages of logic 1 and logic 0 are represented as 5 and 0 V 
respectively. Voltage thresholds of pMOS transistors and 
nMOS transistors in MRASM-Robot are fixed at −0.6 V and 
0.6 V, respectively. T1 and T2 pMOS are used for the selection 
circuitry. 

Now, let’s define the computational core of the MRASM-
Robot which orchestrates both the input and output sub-
systems in Fig. 1. The process variables (smoke, water, 
temperature, light signals) modeled in the design include the 
overhead tank water level sensor module (WmPv in Fig. 2a), a 
Smoke detection module (SmPv in Fig. 2b), temperature control 
system (TmPv in Fig. 2c), and motion-controlled lighting (LgPv 
in Fig. 2d.). 

Using digital comparators shown in Fig. 2a-d, the work 
estimated appropriate voltages at the output of the comparator. 
The water resistance was determined experimentally by using a 
neural network digital ohmmeter (NNDM). A resistance of 
approximately between 100 kΩ and 120 kΩ was obtained 
using various samples of water. The resistance of 100 kΩ was 
taken to be the water resistance using voltage divider models 
while accounting for tolerance consideration. 

A tamper-proof was introduced to monitor open circuit 
situations or when the sensor goes bad. This is included since if 
the sensor goes bad without being detected, lives and 
properties may be lost. The system consists of an additional 
length of wire connected along with the smoke sensor. This 
drives the transistor to saturation and diode D1 then conducts. 
When there is a tamper or if the sensor goes bad, this condition 
is sensed by the processing unit. From Fig. 2c, ideally, the 
input of an Op-amp has almost infinite resistance. This then 
forces the Vcc to be dropped across R30 and R31. Since the 
output of LM35 is between 0 V to 1V (10 mV/ºC to be 
precise). To allow power drop across R31, the value was 
arbitrarily chosen as 1MΩ. This is well shown in Fig. 2c. 

Furthermore, the use of empirical data from machine 
learning computations is currently investigated in Fig. 1. This 
is to show the extent of metrics performance between the 
Memristic control strategy and the traditional models using 
quantified datasets. Also, The adjusting/changing memristor 
states are done by changing the resistance value over time 
during switching of control state variables. 

B. Motion Controlled Lighting 

For the LDR section, various experimental trials were 
carried out. It was noticed that in a dark environment, the LDR 
will have a resistance of 10kΩ, thus allowing 2.5 V to drop 
across LDR as shown in Fig. 2d. That means that the voltage 
drop across R49 = 2.5 V. The essence of this sensing 
arrangement is to create a path across which blockage will 
obstruct the transmitted rays and the receiving phototransistor, 
resulting in an open circuit. Anybody entering or leaving the 

room as a result of crossing this path creates such a situation 
and will be detected. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2. (a) MRASM Overhead Tank Sensor, (b). MRASM Smoke Detection 

Module, (c): MRASM Temperature Sensor, (d). MRASM Motion-controlled 

Light. 
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C. Pass-worded Locking System 

Push switches are used like keypads for security controls. A 
switch is used with a resistor as shown in Fig. 3. The value of 
the resistor selected is 10 kΩ resistor. When the switch is 'open' 
the 10 kΩ resistor connects the microcontroller input pin down 
to 0 V, which gives an off (logic level 0) 0 V signal to the 
microcontroller input pin. When the switch is activated, the 
input pin is connected to the positive battery supply (V+). This 
provides an on (logic level 1) signal to the PCon. It is a 4x4 
matrix keypad requiring eight Input/Output ports for 
interfacing. Rows are connected to peripheral Input/Output 
(PIO) pins configured as an output. Columns are connected to 
PIO pins configured as input with interrupts. In this 
configuration, four pull-up resistors must be added to apply a 
high level on the corresponding input pins. The corresponding 
hexadecimal value of the pressed key is sent on four LEDs. 

 

Fig. 3. MRASM-ROBOT Keypad Interface. 

IV. SMART AUTOMATION ENGINE 

In this Section, MRASM-ROBOT was improved with 
feedback scheduling at the controller level. PIDs algorithm was 
added for dynamic stability and process controls. The IoT 
space diversity model for reliable data stream/message delivery 
is developed. This uses a two-way transceiver communication 
for memory stabilization. Static real-time scheduling for the 
automation processes in MRASM-ROBOT was introduced. 
Also, the design optimization algorithm and implementation 
emulations, among others were achieved via proofs-of-concept. 
These components comprise the smart automation engine for 
MRASM-ROBOT. 

A. Design Description 

 Considering the block diagram of the smart automation 
engine (SAE) in Fig. 1, three layers were identified viz. 
core, access/automation layer, and aggregation layers. 
Recall that the process controller is the major 
component in the core speed redundancy layer, while 
automation devices in the access layer are 
interconnected through the ports of the process 
controller. The MRASM-Robot automation shown in 
Fig. 4 has the model specifications briefly discussed. 
There are six process variables in the access layer. 
These include Water Level Signal (Pv1_WLS), 
Temperature Control Signal (Pv2_TCS), Smoke 
Signal(Pv3_SKS), Motion Detection Signal(Pv4_MDS), = 
Keypad Signal (Pv5_KPS). These are all interconnected 
as in Fig 4. In programming script, Pv1, Pv2, Pv3, Pv4, 
Pv5 denotes Water Level Signal (WLS), Temperature 
Control Signal (TCS), Smoke Signal (SKS), Motion 

Detection Signal (MDS), and Keypad Signal (KPS) 
among others. These are all connected to the Process 
Controller (PCon). 

 The process controller uses the optimization algorithm 
in the aggregation layer to recursively monitor and 
control the devices without a drop in their stability. 

 The MRASM-ROBOT output interface is modeled to 
report recurrent processes on the system display 
dashboard or sink. Commands instruction is given to 
dashboard then execute any predefined task such as 
initialization, reset, setting the cursor position, 
controlling the display, etc. The data register stores the 
data to be displayed on the dashboard. The data is the 
ASCII value of the character to be displayed on the 
dashboard. 

B. Smart Automation MRASM Chart 

In the MRAM automation system, the derived chart was 
designed which controls the process variables shown in Fig. 4 
using wireless signaling (i.e. CWDSPT). The MRASM chart 
design is essentially is a finite state machine design scheme 
used to represent diagrams of process logic regulation in the 
PCon. The MRASM technique comprises these steps: 

1) Create pseudocode for the desired operation of 

MRASM on the controller. 

2) Translate the pseudocode into an MRASM chart. 

3) Derive the datapath from the MRASM chart. 

4) Create a detailed MRASM chart based on the Datapath. 

5) Create the control logic from the MRASM chart. 

The outcome of the above steps resulted in Fig. 5 showing 
the PCon MRASM logic box for the smart automation system. 
Fig. 5 shows the PCon MRASM logic box for the smart 
automation system. Fig. 6 shows the design flowchart. 

For the model, let the process variables be represented in 
the MRASM chart State Transition Table presented in Table I 
with various variables defined below: 

Pv1_WLS = Water Level Signal; Pv2_TCS = Temperature 

Control Signal; Pv3_SKS = Smoke Signal; Pv4_MDS = Motion 

Detection Signal; Pv5_KPS = Keypad Signal 

PSN = Present State Name; PSC = Present State Code; NSN = 

Next State Name; NSC = Next State Code. 

 

Fig. 4. MRASM-ROBOT Input Interfaces for Pv1, Pv2, Pv3, Pv4, Pv5, &Pvn. 

http://en.wikipedia.org/wiki/Pseudocode
http://en.wikipedia.org/wiki/Pseudocode
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TABLE I. MEMRISTIVE RECONFIGURABLE STATE MACHINE TRANSITION 

LINK 

PATH 

Input    Qualifiers 

WLS TCS SKS MDS  KPS 

PSN 

DCBA 
PSC 

NSN 

DCBA 
NSC 

Output 

RL1 RL2 BUZ RL3 RL4 

L1 0 - - - - ST0 0000 ST0 0000      

L2 1 - - - - STO 0000 ST1 0001 1     

L3 1 - - - - ST1 0001 ST1 0001      

L4 0 - - - - ST1 0001 ST2 0011 0     

L5 - 0 - - - ST2 0011 ST2 0011      

L6 - 1 - - - ST2 0011 ST3 0010  1    

L7 - 1 - - - ST3 0010 ST3 0010      

L8 - 0 - - - ST3 0010 ST4 0110  0    

L9 - - 0 - - ST4 0110 ST4 0110      

L10 - - 1 - - ST4 0110 ST5 0111   1   

L11 - - 1 - - ST5 0111 ST5 0111      

L12 - - 0 - - ST5 0111 ST6 0101   0   

L13 - - - 0 - ST6 0101 ST6 0101      

L14 - - - 1 - ST6 0101 ST7 0100    1  

L15 - - - 1 - ST7 0100 ST7 0100      

L16 - - - 0 - ST7 0100 ST8 1100    0  

L17 - - - - 0 ST8 1100 ST8 1100      

L18 - - - - 1 ST8 1100 ST9 1101     1 

L19 - - - - 1 ST9 1101 ST9 1101      

L20 - - - - 0 ST9 1101 ST0 0000     0 

 

Fig. 5. MRASM Process Controller Block. 

C. MRASM Design Description 

As depicted in Table I, the design chart for MRASM smart 
automation security control was further characterized using 
schematics capture C++ scripting. Test case values are derived 
from optimal system response conditions. The input interface 
to the PCon is made up of the input qualifiers. The qualifiers 
are the comparator output from the different sensor modules at 
the access layer. As shown in Fig. 6, these include the water 
level signal (Pv1_WLS), smoke signal (Pv3_SKS), temperature 
control signal (Pv2_TCS), the motion detection signal 
(Pv4_MDS), and the keypad signal (Pv5_KPS). Whenever any of 
the qualifiers changes its state, either from logic 1 to logic 0 or 
from logic 0 to logic 1; there is an event at the output interface. 
For instance, in link path L1 to L4, when the input qualifier, 
water level signal (WLS) changes its state from logic 0 to logic 
1 (L1-L2), Relay1 (the relay that turns on the pumping 

machine) is energized and the water pump turns on. As long as 
it stays on in 1, the water pump will keep on pumping water. 
But once it changes its state from 1 to 0 (L3-L4), Relay1 is de-
energized and the water pump turns off. 

The link path L5 to L8 depicts what happens in the 
temperature channel and how the microcontroller reacts to it. 
When the temperature exceeds the preset value or goes below 
the preset value, the signal from the temperature module 
changes from logic 0 to logic1 (L5-L6), Relay 2 is energized 
and the air conditioner turns on. On the other hand, when the 
signal goes from 1 to 0 (L7-L8), the relay is de-energized and 
the air conditioner turns off. The L9-L12 depicts what happens 
in the smoke channel how the microcontroller reacts to it and 
what happens at the output interface. When there is a smoke 
occurrence, the signal from the smoke channel (one of the 
input qualifiers), changes from logic 0 to 1 L9-L10, the Buzzer 
is energized and turned on. For as long as the signal remains in 
logic 1, the buzzer will be sounding, but when a signal goes 
from logic 1 to 0 (L11-L12), the buzzer is de-energized and 
therefore stops sounding. 

The link path L13-L16 depicts what happens in the motion-
controlled light module and how the microcontroller reacts to 
it. When motion is detected and there is insufficient light, the 
signal from this module changes from logic 0 to 1, L13-L14, 
the relay known as RL3 is energized and the light turns on. As 
long as the person is in the room, the light will be on. But once 
the person leaves, that is, when the person is no longer sensed, 
the signal changes from logic 1 to 0, L15-L16 RL3 is de-
energized and the light turns off. 
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Fig. 6. MRASM Design Chart for Smart Automation and Security Design 

System. 

The link path L17-L20 depicts what happens when the 
keypad is pressed. When pressed and the input code is correct, 
L17-L18, the signal from here changes from logic 0 to 1, the 
relay known as RL4 is energized and the door opens. Once the 
door is shut, the signal changes from logic 1 to 0, L19-L20. 
With the MRASM Chart and the corresponding, STT table, the 
system, home automation, and security system were developed 

in the prototype design. The keypad signal (Pv5_KPS) goes into 
the PCon through port 3 pins 1 to 8 of the controller chip. The 
motion detection signal (Pv4_MDS) goes into the PCon through 
port 3 pins 12, 13, 14. The water level signal (Pv1_WLS) goes 
into the PCon through port 3 pins 15 and 16. The temperature 
control signal (Pv2_TCS),) goes into the PCon through pins 17. 
While the smoke signal (Pv3_SKS) goes in through pins 22 and 
23. Fig. 7 shows the neuromorphic/schematic implementation 
described above. 

 

Fig. 7. MRASM-ROBOT Unified Schematics. 

V. FEEDBACK SCHEDULING ALGORITHM 

A. Dynamic Stability Control 

Dynamic stability was introduced using digital real-time 
scheduler architecture in Fig. 8. This is implemented in 
Algorithm I, and II. The scheduler links the internal feedback 
control loop structures synchronously. Also, it sets the error 
margin for the scheduler, observes the error deviation state, and 
dynamically adjusts the infinite process variables for stable 
optimization. Algorithm II shows the temperature optimization 
algorithm. The AC, lights, pumps, and other processes are 
continuously monitored for efficient power management. At 
each instance, a control API communication is triggered for 
remote transmission. 

 

Fig. 8. MRASM-BOT Scheduler Architecture. 
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Internally, the deadline, estimated execution time, actual 
execution time, and baseline tasks are processed once the 
performance reference is set via initialization procedures. The 
MRASM-BOT captures the infinite process variables in the 
system and feeds samples to the controller. The controller 
makes comparisons between the performance reference and the 
controlled variables to ascertain immediate errors, and compute 
any error differential. The QoS actuator smartly adjusts the 
computed utilization at each sample scenario. The algorithm I 
demonstrate the optimization controls. 

Algorithm I. Scheduling_Optimization  

 Input: Set PID Gains (x, y, z) // gain service 

provisioning 

  Set feedback static scheduling 

 Output:  Keypad, Smoke, Temperature, Room_light 

Set Pcon ON( ) // Set controller_Monitor Active 

 recycle every monitorCallPeriod minutes 

Initialize LCD_pv1 

Initialize Modem_pv2 

Initialize keypad_pv3 

Initialize smoke sensor_pv4 

Initialize Temperature_pv5  

Initialize Room light_pv6 

Initialize Water_pv7 

  Do forever 

  if (keypad_pv2) then 

   Process (keypad) Predictor (history of Response Time) 

  Elseif (smoke sensor)-Aware then 

   Process (Smoke_parameterStatusPredictor  

(history of parameterStatus) 

  end if 

  // CPS Planner 

Else if (Temperature) then  

Process Temperature 

Else if (Room light) then 

Process Room light  

Else if (water) then 

Process (water level) 

End 

Keypad: Check for code  

  If code parameter status is correct then 

   decisionGrant_Access 

  Elseif parameterStatus allow “3” time check  

   decisionDeny Access after #3 

  If code parameterStatus is incorrect then 

   Decision Deny Access  

Send message  

Sound an alarm 

Display error (LCD) 

End 

Smoke Sensor: Check for smoke  

If (smoke sensed) then 

Sound an alarm 

Display message (LCD) 

End 

Temperature: Check Temperature  

If (temperature) too high then 

Switch on “AC” 

Else switch off “AC” 

End 

Room Light: Check entrance  

If (entrance) then  

Check room light intensity  

If room dark then 

Switch on light 

Increment count 

Else switch off light  

Else if exit then  

Check if count is “zero” 

If not zero then 

Decrement count 

Switch off light  

End 

Water level: Check water level  

If level is minimum then 

Switch on pump 

Check for maximum level  

If level is maximum then 

Display tank full  

Switch off pump 

  Elseif decision is Power_off then 

   Excess_PConDon’t_care_state; 

  end if 

 end return 

In the neuromorphic automation model, once the message 
is sent, the message is received by SMSC (SMS controller). 
This then reaches an appropriate device/interface. Recall that 
the process controller (PCon) interface for SMS in Algorithm I 
provides a path for transmitting control signals in full-duplex 
mode. 

A simple algorithm for IoT-SMS communication in the 
smart automation model is given in Algorithm II. 

Algorithm II. IoT SMS Event Stream 

 Input: Set PID Gains ( x, y, z) // gain service provisioning 

  Set feedback static scheduling 

 Output:  Keypad, Smoke, Temperature, Roomlight, etc 

Set Pcon ON( ) // Set controller_Monitor Active 

  Do forever 

Begin ( ) 

Step 1: Start 

Step 2: Process Controller Event initialization 

Step 3: Get Hardware Software 

Step 4: Poll SMS from AT Command for the Event 

Step 5: If abnormal condition at access layer sensor node, then go 

to step6 else, go to step1 

Step 6: Send SMS to mobile phone < Notify end-user > 

Step 7: Decode && Receive SMS based on Low BER 

Step 7: Check SMS pattern 

Step 8: Check Control device for own status 

Step 9: Take Corrective Action 

Step 10: Go to step1 

  Endif 

End 

 end return 

B. Reconfigurable Associative-Memory 

Recall from Table I, the memristive neuromorphic scenario 
is derived completely for all the machine states. The neuron 
circuitries with associative-memory-based reconfigurable 
neuromorphic (AMBRN) structure are implemented. In this 
case, learning and forgetting with associative memory 
dynamically reconfigures the circuit schematics. For this 
MRASM design, the design structure and its use-case are 
shown in Fig. 9. 
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Fig. 9. Neuromorphic System Structure. 

In Fig. 9, the AMBRN system has the following entities: 
1) Machine learning subsystem block for speeding up process 
controls; 2) associative memory mimicking subsystem; 
3) synaptic circuit block, 4) control circuits. The technique of 
mimicking the associative learning and the remembrance 
processes between conditioned and unconditioned process 
variable signals achieves the activation function. The 
remembrance process allows the control circuits to activate or 
deactivate links to the synaptic circuits. These synaptic circuits 
implement ML optimization in the robot, though this is 
currently under investigation. It realizes the associative 
memory network for dynamic responses. 

VI. SPACE DIVERSITY CONTROL MODEL 

A. IoT RF Modulation Construction 

In this research, an investigation into the design properties 
of IoT RF transceiver was carried out in [66] leading to the 
model for computing error performance by measurements in 
Fig. 10. The model accounts for: 

 Receiver sensitivity with different error measures (BER, 
Error SNR). 

 Modulator frequency and phase error. 

 Timing error deviation of the IoT RF transceiver. 

Considering Fig. 10, the MRASM digital modulation 
process encodes data stream information from the sensed 
sources and makes it suitable for transmission. The modulation 
technique transports available data stream message/signal via 
radio channel. Best transmission quality on an optimal radio 
spectrum is leveraged. 

Let’s now, consider the SMS message from the robot as: 

𝜓(𝑡) = 𝛽 cos(𝑤𝑡 + 𝜃) → 𝐶ℎ𝑎𝑛𝑛𝑒𝑙            (1) 

Where ψ(t) =  data streams, β cos(wt + θ)  is the 
modulation. It is key to note that modulation is achieved via 
amplitude (A = β) variation, phase θ, high-frequency carrier 
(wt) per the amplitude of the data streams signal. Also, 
Complexity Minimum Shift Keying (CMSK) is used for IoT 
RF optimization. The reason is that it offers a uniform 
envelope, optimal spectral efficiency, excellent bit error rate. 

 

Fig. 10. MRASM IoT Modulation. 

In context, the mathematical model for the modulated 
function 𝑋(𝑡) is shown in (2). 

𝑥(𝑡) = 𝐶𝑜𝑠(2𝜋𝑓𝑐 + 𝜙(𝑡))             (2) 

𝜙(𝑡) = 2𝜋ℎ ∫ ∑ 𝑎𝑠𝑠(𝜏 − 𝑘𝑇)𝑑𝜏
−∞
𝑘=−∞

−∞

−∞
           (3) 

B. IoT GSMK Modulator 

In the RF diversity design for MRASM-ROBOT in Fig. 10, 
complex IoT GSMK modulator/demodulator was used which 
has a Gaussian frequency shaping filter and key parameters 
from orthogonal space-time block code (OSTBC) transmission 
[66], sideband modulation [67], continuous phase modulation 
[68], GFSK Receiver [69], GMSK Pulse [70]. The scheme 
offers a continuous phase modulation (CPM) signal and has a 
modulation index h =1/2. This means that the continuous phase 
shift function 𝜃(t) will have the complex baseband structure 
shown in (4). 

𝜏𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 (𝑡) = 𝛽𝑒𝑥𝑝 ∑ 𝑥𝑛𝜙(𝑡 − 𝑛𝑇) + 𝜙0
1
𝑛            (4) 

Where T is bit period, 𝛽  is amplitude, Xn =  ±  is the 
structural binary symbols, 𝜙0 is the random initial phase and 
𝜙(t) is the phase shift function. 

The unmodulated continuous-wave technique employed is 
robust and is not affected by signal fading and interference. Its 
spectral efficiency is optimal with slower/smoother phase 
changes. From Fig. 9, the IoT modulation signal is obtained 
through modulation and infusion of two quadrature carriers 
having frequency Fc. Phase changes are smoothed with a filter 
whose Gaussian impulse response is given by (5): 

𝑔(𝑡) =
1

2𝑇
 𝑄 2 (𝜋𝐵 

𝑡−
𝑇

2

√𝑙𝑛2
) − 𝑄 (2𝜋𝐵

𝑡+
𝑇

2

√𝑙𝑛2
)           (5) 

Where Q(t) is the Q-function given by (6): 

𝑄(𝑡) = ∫
1

2𝜋

∞

𝑡
exp (−

𝑟2

2
) 𝑑𝑟            (6) 

and the phase shift function Q(t) in (1) is given by (7): 

𝜙(𝑡) = ∫ 𝑔(𝑡)𝑑𝑡
𝑡

−∞
             (7) 

In all, the IoT bandwidth and interference resistance 
parameters are controlled within space diversity by 
combination. The IoT modulation interface is shown in 
Fig. 11a. The source Bernoulli input is fed into the IoT RF 
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transmitter comprising convolutional encoding, data framing, 
interleaving, data burst, and cyclic redundancy checks (CRC). 
Also, its differential encoder with GMSK modulator is 
optimized for resilient transmission of process variables. The 
RF channel is constructed using additional white Gaussian 
noise (AWGN) and the Multipath Rayleigh fading. These were 
introduced for BER testing. 

Similarly, the receiver the demodulation is derived from a 
decoder that has an isolated matched-filter, cyclic redundancy 
check, decoder, GMSK demodulation, differential-decoder, 
and reshape-optimizer. The receiver interface terminates with a 
BER/Error estimator sink. 

In this work, BER is processed additive mapping, i.e., 
including source generated data with the demodulator output. 
Using GMSK modulation and demodulation processes in 
Fig. 11a leads to a stable but sensitive system. Form Fig. 10, 
the base BER is 0.03846 (i.e. less than 1). Hence, the system 
space diversity achieves absolute reliability as a transceiver 
unit. 

In the MRASM-ROBOT, complex multiple-input multiple-
output (MIMO) deployment especially in Rayleigh fading, can 
be determined. 

Let’s consider a complex IoT MIMO scenario with 
Ns.Transmit antenna and Nd receive antennas, where NsNd  ∈
𝑍+ , Nd  >  𝑁𝑠 , and Nd  𝑎𝑛𝑑 𝑁𝑠  use huge values. The OSTB 
transmission for complex constellations in Nd*𝑁𝑠  MIMO 
system is derived from [66]. The MRASM-ROBOT channel 
matrix H∈CNd*Ns can be computed from (8). 

Y=HC+W               (8) 

where 𝐶 is the is code matrix, transmitted from transmitter and 

W is additive white Gaussian noise (AWGN) noise matrix. 

By transforming (8) such that IoT OSTBC receiver 
combiner interface is shown in Fig. 11(b). The orthogonal code 
matrices 𝐶, decoder design are derived from [66]. The results 
for OSTBC are discussed later in Section VII. 

Again, let’s consider a single-IoT RF diversity design for 
which the signal received in (8) is the sum of the expected data 
stream signal and noise (𝑊 = 𝑛) given by: 

𝑋 =  ℎ𝑢(𝑡)  +  𝑛              (9) 

Where C = u(t) denotes IoT transmitted power signal. H = 
h denotes channel matrix with signal power. n the noise. The 
signal power sent out over a period, Ts, at nth element is given 
by (10). 

𝑃 =
1

𝑇𝑠
∫ |ℎ𝑛(𝑡)|

2|𝑢(𝑡)|2𝑑𝑡 = |ℎ𝑛(𝑡)|
2 1

𝑇𝑠
∫ |𝑢(𝑡)|2𝑑𝑡 =
𝑇𝑠
0

𝑇𝑠
0

|ℎ𝑛|
2,                (10) 

Assuming slow fading due to small distance < 50m, the 
term |hn(t)|

2 will be kept constant for a period with an integral 
unit power E. 

By letting E{|𝑛𝑛(𝑡)|
2} = 𝜎2, the instantaneous SNR at the 

n-th element (𝛾𝑛) is given by (11). 

𝛾𝑛 =
|ℎ𝑛|
2

𝜎2
             (11) 

The instantaneous SNR under channel matrix hn is 
estimated such that noise power is obtained over a relatively 
short period T. 

Given that Rayleigh fading is still possible over short-

range, hence, ℎ𝑛 = [ℎ𝑛]𝑒
𝑗∠ℎ𝑛  , where  ∠ℎ𝑛  is constant in 

(0, 2𝜋). [ℎ𝑛] still has Rayleigh pdf, such that |ℎ𝑛|
2  and (𝛾𝑛) 

has an exponential pdf given by (12). 

[ℎ𝑛] ~ 
2[ℎ𝑛] 

𝑃0
𝑒−|ℎ𝑛|

2 𝑃0⁄            (12) 

𝛾𝑛 ~ 
1

𝛤
𝑒−𝛾𝑛 𝛤⁄              (13) 

𝛤 = 𝐸{𝛾𝑛} =
𝐸{|ℎ𝑛|

2}

𝜎2
=
𝑃0

𝜎2
           (14) 

Therefore, the instantaneous SNR at individual RF 
elements is exponentially distributed and r denotes the average 
SNR at each IoT element. This is also the SNR of a single 
element IoT RF antenna, i.e., the SNR with zero arrays. Hence, 
r is now the baseline for IoT RF SNR enhancement Fig. 11(b). 

 
(a) 

 
(b) 

Fig. 11. (a) IoT Modulation Interface Model., (b). IoT OSTBC Receiver 

Combiner. 
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VII. EXPERIMENTAL RESULTS 

A. MRASM-ROBOT Transmitter-Receiver Analysis 

In this section, the experimental results to verify the 
proposed MRASM for the neuron control variables using space 
diversity theorems are presented. A brief discussion on the 
performance of the IoT CWDSPT scheme is highlighted. As a 
first step, C++ scripts was used to implement the control logic 
while MATLAB tool generated the plots. The implementation 
of the final version of the MRASM-ROBOT is currently 
undergoing packaging as a commercial off-the-shelf derivative. 

For the IoT module, the receiver circuit is mapped at the 
carrier frequency FC = 2.4GHz. These schematics depict both 
embedded transmitter and receiver circuitry of the IoT module 
respectively. In Fig. 12a, the MRASM-ROBOT depicts the 
smart home automation and security system in an off-mode 
scenario. In Fig. 12b, the MRASM-ROBOT depicts the smart 
home automation and security system in the ON mode 
scenario. 

B. OSTBC Optimization Response 

Recall in Section VI, the IoT GSMK Modulator was 
introduced. For process variables, the CWDSPT are affected 
by Multipath fading effects especially IoT RF interface that 
works with channel interference and AWGN. This paper 
introduced an enhanced layer 2 protocol called OSTBC. It is 
based on orthogonal frequency division multiplexing (OFDM) 
to suppress and enhance traffic frame delivery in the MRASM 
design. The OSTBC strategy in the receiver diversity block 
regulates efficient throughput by suppressing channel effects 
and recovering the transmitted signals. 

Fig. 12 shows the error low pass filtering effect for noise 
reduction at receiving node while Fig. 13 shows the declining 
probability bit error rate (BER) under channel noise effect. 
These plots show the optimal capacity of the IoT CWDSPT 
scheme. This is because signal transmission and reception from 
other modules are achieved seamlessly. 

The implication is that the MRASM-Robot supports 
process variable manipulation while reducing both the RF 
interference level (MRCSV) and (AWGN) for optimal 
performance. 

 

Fig. 12. MRASM-ROBOT Error Deviation with IoT Nodes. 

Based on data generated, the relationship model using the 
modulation technique for BER is depicted in Table II. BER 
graph was obtained considering the AWGN channel and 
multipath fading. The GSMK modulation technique in the 
AWGN channel has good performance as shown in Fig. 12. 
When the robot was placed in the Multipath Rayleigh channel. 
an increasing value of Doppler shift (Hz) is shown to be 
acceptable. The implication is that the system will perform 
poorly as the coverage distance of the robot RF terminal is 
increased. Moreover, the system performs average well since 
the BER is quite low for such short-range communication 
distance. The results for BER vs. SNR are summarized in 
Table III. 

TABLE II. SIMULATION SPECIFICATION [71] 

Simulation Parameters Specifications 

Scenario Macro-Cell, 7-Nodes B’s (21Sector) 

Bs-2-Bs Distance 2800m (Large), 100m & 10m 

Cell Radius 933m 

Propagation Model OSTBC Space diversity 

Channel Profile Multipath fading +AWGN 

Modulation OFDM bank 

Channel bandwidth 3.5MHz 

OFDM Symbols per burst 2 

Cyclic Prefix Factor (G) 1/8 

Receiver Type OFDM Receiver 

Max.Doppler Shift (Hz) 0.5 

Gain vector (db) [0 -5-10] 

Initial Seed 61 

Channel SNR 20 

Number of Simulations 100 

Traffic Model Infinite Buffer 

 

Fig. 13. Response Plot of MRASM-ROBOT under Channel Effects. 
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TABLE III. ERROR VALIDATION RESULTS 

SNR/Eb/E0 Number of Errors Bit Error Rate (BER) 

0 15615 7.81E-02 

1 11334 5.67E-02 

2 7520 3.76E-02 

3 4481 2.24E-02 

4 2489 1.44E-02 

 

Fig. 14. MRASM-ROBOT BER before Diversity with IoT Nodes. 

 

Fig. 15. MRASM-ROBOT BER after Diversity with IoT Nodes. 

MRASM-ROBOT MIMO module is investigated for 
spatial diversity analysis since the robot communicates from a 
source to a sink always. The additive noise is varied with SNR. 
Space diversity analysis was carried out in Fig. 14 depicting 
ER before diversity and Fig. 1 denoting BER after diversity. 
Fig. 15 increases the reliability of the MRASM-ROBOT 
MIMO module. A second MRASM-ROBOT MIMO module 
(i.e., the IoT diversity antenna) below the first (i.e., the primary 
antenna) at each location of the MRASM-ROBOT having 
MIMO module will increase reliable connectivity. 

Fig. 16, 17, 18, 19, and 20 shows that with the space 
diversity, the model will scale gracefully while offering better 
performance than the multipath fading schemes. 

Under concurrent wireless data streams and power transfer, 
various space diversity simulation runs were executed and 
obtained polar graphs with different scenarios of CWDSPT 
(optimized and un-optimized). The analysis considered 
multipath channel fading effects in IoT RF interfaces. In the 
receiver diversity, with the channel interruptions, the plot no 

OSTBC combiner is shown in Fig. 18 and 20. This leads to 
multipath fading channel issues and there is no memory 
stabilization since the OSTBC combiner block is absent. 
Fig. 19 and 21 depict highly optimized memory stabilization 
for the MRASM-ROBOT process variables. The optimization 
scenarios reflect the parametric sensitivities highlighted in 
Table III. 

 

Fig. 16. Polar Plot of Received Signal without OSTBC Combiner Block 

(Case-2). 

 

Fig. 17. Polar Plot of Received Signal with OSTBC Combiner Block, Case-2. 

 

Fig. 18. Received Signal without Combiner Block, (Space Diversity 

Combiner Case -4). 
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Fig. 19. Polar Plot of the Received Signal with Most Optimal. OSTBC 

Combiner Block (Case-4). 

C. CyberPhyscal Home Automation Demonstration 

Fig. 22 shows the MRASM-ROBOT demonstration (use 
case) for home automation and security control using the 
MK1000 controller. The different input interfaces for the 
access layer can be distinctly seen in Fig. 22. For the input/ 
output Interface, the motion-controlled light is shown inside 
the simulated house. On sensing entrance, LDR inside the 
house checks for the ambient light. If it is not enough, the light 
comes on. Also, the counter is incremented, and the LCDs the 
number of persons inside the house. The purpose of the counter 
is to know when the room is no longer occupied so that the 
light will be turned off. Also, the Smoke occurrence scenario is 
captured while the simulated air conditioner is shown inside 
the system. In this case, the preset temperature is 22ºC. Once 
the temperature reaches 22ºC, the controller displays a high 
temperature and the air conditioner comes on. The temperature 
of the room is maintained at 22ºC which can run in concurrent 
IoT Fog designs in complex environments [71], [72]. 

In Fig. 22, the output of the various neuron circuit linking 
the 1,….n+1 input synaptic circuits is demonstrated on the 
virtual terminal. For a neuron circuitry having n input signal 
states, this will yield n+1 synaptic output circuits 
corresponding to the input signal states. The various light 
conditions are monitored and controlled by the synaptic 
circuits. At the production settings, the smart home security 
module is implemented with a secured message digest 5 
(MD5) password lock. If the input password is wrong on three 
trials, the controller will sound an alarm and the IoT module 
will send the message “security threat” to a dedicated number. 
In terms of the control system, the main control houses the RF 
triggered control system. It acts as a link between the input 
interface, control algorithm, and output interfaces. To verify, 
the design, different test plans were used and each sub-unit was 
tested before testing the entire system for validations. A 
temperature of 220C was injected into the system while the 
module output changes from zero to 1. 

So far, the proposed MRASM-ROBOT uses Cyber-
physical attributes such as diversity to propagate the process 
variables. Considering the low range coverage distance in 
Table IV, the proposed system offers relatively better BER, 
SNR, and high reconfigurability compared with existing works 
that leveraged OSTBC and HRSM-STBC. This is very 

significant in IoT-powered neuromorphic robots. The 
CWDSPT signaling can then fix the complexity error reduction 
for telemetry data decoding. 

 

Fig. 20. MRASM-ROBOT (OFF Mode Scenario). 

 

Fig. 21. MRASM-ROBOT (ON Mode Scenario). 

 

Fig. 22. MRASM-ROBOT Neuron Circuit Control. 
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TABLE IV. DIVERSITY COMPARISON 

Schemes BER SNR Reconfigurability 

HRSM-STBC [21] 10-5 5.7dB High 

OSTBC [66] 10-10 15dB Moderate 

MRASM-ROBOT 9-2 4dB Very High 

VIII. CONCLUSION 

This paper has presented MRASM-ROBOT as a smart 
home automation system for both security challenged and 
process-driven environments. The reconfigurable memristive 
control strategy was used in the synaptic schematics. Dynamic 
stability with an error-free feedback control loop was realized 
for design architecture. The CWDSPT was introduced and 
tested with the OSTBC-CB space diversity scheme. For the 
process variables, control signals are transmitted with 
unmodulated high-power continuous wave (CW) for 
interference minimization. The design offered lower bit error 
rates leading to minimal error deviation for short distances. 

The integration of IoT transmitter and receiver circuit for 
the device-to-device communication was implemented 
considering space diversity link reliability. Hence, CWDSPT 
signaling was optimized for telemetry data decoding within the 
deployment domain. The work showed the optimization polar 
plots with the OSTBC-CB for memory stabilization. 

Future work will focus on the use of FPGA, 
containerization, machine learning, and cloud provisioning to 
address massive scalability concerns under RF antenna 
diversity. Also, process variable automation such as light 
systems, air conditioners, overhead tanks, security doors, 
among others, will be managed with containers. 
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