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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—This paper proposes a method for hand motion 

estimation using super-resolution of multipoint surface 

electromyogram for prosthetic hands.  In general, obtaining more 

EMGs (ElectroMyoGraphy) improves the accuracy of hand 

motion estimation, but it is costly and hard to use. Therefore, this 

method improves the accuracy of hand motion estimation by 

estimating a large number of EMG signals from a small number 

of EMG signals using super-resolution. This super-resolution is 

achieved by learning the relationship between few and many 

myoelectric signals using a deep neural network. Then, hand 

motions are estimated from the high-resolution signal using a deep 

neural network. Experiments using actual EMG signals show that 

the proposed method improves the accuracy of hand motion 

estimation. 

Keywords—Hand motion estimation; super-resolution; deep 

neural network; prosthetic hand; electromyography 

I. INTRODUCTION 

Today, many people utilize prosthetic hands in their daily 
lives due to accidents or congenital disabilities. Myoelectric 
prostheses record the electrical signals on the skin surface when 
muscles are moved, and the prosthetic hand moves based on 
these signals. This allows for intuitive movement with few 
restrictions on posture. 

As described above, myoelectric prostheses are highly 
useful, but they have some problems. The prosthetic hand can 
be manipulated by the wearer's intention, though it is difficult 
for the wearer to perform all of the activities of daily living. To 
enable more complex hand motions, the accuracy of 
electromyographic analysis requires improvement. For this 
purpose, multipoint surface electromyography is useful [1], [2]. 
Multipoint surface electromyography is a measurement method 
of muscle movement using a grid of electrodes on the skin 
surface. This allows us to measure more detailed temporal and 
spatial myoelectric information. 

Jiangcheng et al. placed 128 electrode channels on the upper 
arm and classified 27 gestures with 95.3% accuracy [3]. Weijie 
et al. also showed that a larger number of sensors results in a 
higher percentage of correct gestures [4]. However, increasing 
the number of electrodes makes mounting more difficult and 
electrode costs higher. The number of electrodes needs to be 
reduced to make it easier to use the prosthetic hand. 

In order to operate a prosthetic hand with fewer electrodes, 
we propose a method to improve prosthetic hand motion by 
increasing myoelectric data with super-resolution technology. 
The objective of this study is to accurately estimate hand 
motion from fewer EMG signals. This method estimates multi-
point surface electromyograms from fewer electrodes and 
operates the prosthetic hand more accurately based on them. 
For this estimation, a convolutional neural network, which is 
widely used in image recognition, is used for super-resolution 
of electromyograms and estimation of hand motions. Super-
resolution is a technique to obtain a high-resolution output 
signal from a low-resolution input signal. This method uses 
deep learning to learn the relationship between low-resolution 
and high-resolution signals to create a higher resolution. 

II. RELATED WORKS 

Since many people use prosthetic hands in their daily lives, 
many studies have tried to create better prosthetic hands [5]- 
[9]. A myoelectric prosthetic hand uses the electrical signals 
generated on the surface of the skin during muscle movement 
to operate a robotic hand. Myoelectric prosthetics are more 
useful than other prosthetics, but there are some problems. 
Myoelectric prosthetics allow some movements, but complex 
movements are difficult. To enable complex movements, it is 
necessary to measure many myoelectric signals and estimate 
movements from these signals. 

Hudgins et al. use the multilayer perceptron to identify four 
forearm movements from myoelectric signals [1]. Ali et al. used 
a convolutional neural network to identify 10 hand motions 
from myoelectric signals acquired at 8000 Hz using six-channel 
electrodes and 0.15 seconds of myoelectric signals as input [2]. 
This paper shows that with the appropriate hyper parameters 
and network structure, it is possible to estimate with more than 
80% accuracy for all movements. However, the accuracy needs 
to be further improved for actual use of the prosthetic hand. 

Jiangcheng et al. placed 128 electrode channels on the upper 
arm and classified 27 gestures with 95.3% accuracy [3]. Weijie 
et al. also showed that the correctness rate of a gesture increases 
with the number of sensors [4]. Thus, increasing the number of 
sensors can improve the accuracy of hand motion estimation. 
However, increasing the number of sensors makes wearing a 
prosthetic hand more difficult and increases the cost of the 
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prosthetic hand. For this reason, a method that enables accurate 
hand motion estimation with fewer sensors is needed. 

Therefore, this paper proposes a method that enables 
accurate hand estimation from fewer sensors. For accurate hand 
motion estimation, this method uses super-resolution to 
increase the number of inputs without increasing the number of 
sensors. This method can be as effective as using many sensors, 
because super-resolution can generate more input signals from 
fewer inputs. 

III. HAND MOTION ESTIMATION USING SUPER-RESOLUTION 

A. Overview 

Fig. 1 shows an overview of the proposed method. The 
inputs are multiple myoelectric signals. These signals are input 
to a deep neural network for super-resolution, and higher 
resolution signals are output. This neural network enables 
super-resolution by learning the relationship between signals at 
fewer points and those at more points. The super-resolved 
signals are then input to a deep neural network for hand motion 
estimation, and the estimation results are output. The estimated 
result is a class of hand motions. 

 

Fig. 1. Overview of the Proposed Method. 

B. Super-Resolution for Multiple Myoelectric Signals 

Super-resolution has been actively studied in the field of 
image processing [10]-[15]. Super-resolution in image 
processing generates a high-resolution image from a low-
resolution image. In this study, this technique is used to obtain 
high-resolution myoelectric signals. Here, super-resolution 
uses the deep neural network shown in Fig. 2. Input is four-
channel 512-sample EMG, output is 16-channel 512-sample 
EMG. The abbreviations in Fig. 2 mean the following. 

• Conv:  convolution layer 

•  PRelU: an activation function called parametric 
rectified linear unit [16]. 

• BN:  batch normalization. 

• Skip connection: a connection between two layers that 
passes information between them without 
transformation. Both skipped and un-skipped 
informations are available. 

• Pixel Shuffler: It rearranges each pixel in the input 
feature map to output a high-resolution feature map 
[17]. 

• Residual block: a skip-connected block that learns a 
residual function by reference to the inputs of the layer, 
rather than learning a function that is unreferenced. 

This neural network is based on SR ResNet [11]. SR ResNet 
keeps the height and width of the inputs the same size in the 
middle layer. In contrast, this method compresses the height by 
a quarter in the middle layer by convolution processing on the 
input. This is because both the height and width of the input are 
enlarged when using the Pixel Shuffler. By compressing the 
input data in advance so that the restored height is the same as 
the input data, it is possible to achieve more accurate super-
resolution than with convolution or pooling processing. In Fig. 
2, the output channel rows are replaced. This process is to make 
it easier to recover the original waveforms by super-resolution 
processing. The channel sequence is restored before input to the 
hand motion estimation network. 

C. Hand Motion Estimation 

Hand motion estimation uses deep neural networks. Fig. 3 
shows a deep neural network for the hand motion classification. 
The input is a 16-channel 512-sample EMG, and the output is a 
label indicating the gesture. The abbreviations in Fig. 3 are the 
same as those used in Fig. 2. Max pool means a max pooling 
layer. Dropout is a method of preventing overfitting by 
inactivating a certain percentage of nodes while training a 
neural network [18]. The flatten layer converts the feature map 
into a one-dimensional vector. The softmax function transforms 
multiple output values into a sum of 1.0. 

The proposed method assumes that hand motions are 
estimated every 0.25 seconds. A network of electromyograms 
with four input channels and 512 samples is also created for 
validation. Côté-Allard et al. [19] performed channel-by-
channel convolution for hand motion estimation using multi-
channel EMG. This method transforms 16 input channels with 
512 sample inputs into 128 channels with a height of 64 and a 
width of 128 and applies convolution processing. This allows 
learning of numerical value changes over various times and 
channels by convolutional processing to achieve high accuracy. 
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Fig. 2. Deep Neural Network for Super-Resolution. 

 

Fig. 3. Deep Neural Network for Hand Motion Estimation.

IV. EXPERIMENTS 

This section describes evaluation experiments using actual 
data to evaluate the effectiveness of the proposed method. 

A. Dataset 

The dataset in this study was acquired using the following 
devices. Fig. 4 shows the actual device used for this experiment. 
This device connects a myoelectric amplifier to a 
microcontroller board and sends its output to a PC. The 
electrode is a wet disposable ECG electrode (MSGLT-04). The 
electrodes were placed as shown in Fig. 5, taking into 

consideration the hand motions and the muscle arrangement.  
The reference electrode was placed at the elbow. The device 
was used to obtain myoelectric signals at 16 locations. This 
study uses the gestures in Fig. 6, as in the study by Côté-Allard 
et al. [19]. Each gesture is performed from a state of relaxation, 
and the device acquires EMG for 10 seconds during the gesture. 
The training data is the first nine seconds of data, and the 
remaining one second of data is used as the test data. To 
compensate for the small amount of data, the method of 
Lingfeng et al [20] was used. This produced 197131 training 
data and 16907 test data. 
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Fig. 4. EMG Measurement Device. 

 

Fig. 5. Electrode Setting. 

 

Fig. 6. Gesture Class. 

B. Experiment of Super-Resolution 

Here, the effect of super-resolution of myoelectric signals is 
verified using actual data. In this experiment, 4-channel 512-
sample, EMG is the input, and the corresponding 16-channel 
512-sample EMG is the supervised data. The mean squared 
error (MSE) was used as the loss function. The MSE is 
expressed in Equation (1). 

 𝑀𝑆𝐸 =
1

𝑁
∑ (𝑦 − 𝑡)2𝑁

𝑖=1               (1) 

N is the number of samples, and y and t are the output and 
supervised data, respectively. PSNR, which is also used in 
general image super-resolution, is used as a measure of the 
difference between the output and supervised data. PSNR is 
expressed by Equation (2). The smaller the difference between 
the output and supervised data, the larger the PSNR. Thus, the 
larger the PSNR, the better the output. 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 (
1

𝑀𝑆𝐸
)             (2) 

Using actual data, an effect of super-resolution of 
myoelectric signals was evaluated in an experiment. 
Experimental results of super-resolution learning on test data 
are shown in Fig. 7. Fig. 7 shows the variation of PSNR with 
the number of epochs. As with deep learning in general, PSNR 
increases as the epoch increases. This indicates that the 
accuracy of super-resolution improved without overfitting. 

C. Experiment of Hand Motion Estimation 

Here we examine the effectiveness of hand motion 
estimation using super-resolution. In this experiment, a 4-
channel input, a 16-channel input, and a 4-channel input 
increased to 16 channels by super-resolution are compared. Fig. 
8 compares the experimental results for each of these inputs. As 
noted in previous studies, 16 channels performed better than 4 
channels on all evaluation items. This means that the accuracy 
of hand motion estimation is improved when the number of 
input EMG signals is large. The proposed method using super-
resolution achieved better results than the 4-channel method in 
all evaluation items. This is because the proposed method 
increases the number of inputs from 4 channels to 16 channels. 
However, the proposed method was not able to reach 16 
channels in all indicators. It is a reasonable result because the 
proposed method increases the number of channels to 16 with 
super-resolution, but it is only an estimated value. 

 

Fig. 7. PSNR for Number of Epochs. 
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Fig. 8. Results of Hand Motion Estimation. 

Based on the above experimental results, the proposed 
method is able to increase the accuracy of hand motion 
estimation even though the input is the same as the 4-channel 
method. This means that the knowledge acquired by the 
learning of super-resolution increased the accuracy of the 
estimation. Previous methods have increased accuracy by 
increasing the number of sensor inputs, however, the proposed 
method shows that accuracy can be increased without 
increasing the number of sensors. 

Fig. 9 to 11 show the confusion matrices of the 4-channel, 
16-channel, and proposed methods, respectively. Fig. 10 shows 
that the 4-channel input had more misclassifications than the 
other methods. For example, more of the correct label 8's were 
estimated as label 9, and more of the correct label 10's were 
estimated as label 9. The proposed method was able to classify 
many samples more accurately, although not as accurately as 
the 16-channel method. Labels 8, 9, and 10 are particularly 
misclassified, because these motions are close muscular 
motions. 

 The time required for hand motion estimation and super-
resolution for 16907 EMGs, the test data, was 750 and 398 
seconds, respectively. The time per EMG was (750 + 398) / 

16907 ≈ 0.0680 seconds. Since the proposed method is 

designed to estimate hand motions every 0.25 seconds, the 
estimation speed is considered fast enough for practical use. 

 

Fig. 9. Confusion Matrix of 4 Channel Input. 

 

Fig. 10. Confusion Matrix of 16 Channel Input. 

 

Fig. 11. Confusion Matrix of the Proposed Method. 

V. CONCLUSION 

In this paper, we proposed a method for estimating hand 
motions using super-resolution of multi-point surface 
electromyograms. The method uses a super-resolution network 
to obtain the relationship between EMGs with a small number 
of electrodes and those with a larger number of electrodes and 
estimates unknown high-resolution EMGs from new low-
resolution EMGs. By inputting the estimated high-resolution 
EMG to the hand motion estimation network, hand motion 
estimation can be performed with fewer electrodes without loss 
of accuracy. 

Hand motion estimation using super-resolution of multi-
point surface EMG showed higher performance than hand 
motion estimation using four channels. This shows that super-
resolution of electromyograms is available. This method may 
be used to reduce the number of electrodes in other EMG 
techniques as well. The accuracy was lower for gestures with 
the same moving muscles compared to other gestures. In this 
paper, the accuracy of super-resolution was evaluated using 
PSNR, which is used in super-resolution of general images. 
However, there was no relationship between the PSNR value 
and the results of hand motion estimation using 
electromyogram after super-resolution. 

A future work is to reduce the number of samples per unit 
time of the input in super-resolution. Because this method 
focused on reducing the number of electrodes, the number of 
samples per unit time of the input was the same as that of the 
output. If the number of samples per unit time can be reduced, 
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the devices used for EMG acquisition such as microcontroller 
and amplifier would become less expensive. 
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Abstract—The pervasiveness of IoT devices has brought us 

convenience as well as the risks of security vulnerabilities. 

However, traditional device vulnerability detection methods 

cannot efficiently detect command injection vulnerabilities due to 

heavy execution overheads or false positives and false negatives. 

Therefore, we propose a novel dynamic detection solution, 

IoTCID. First, it generates constrained models by parsing the 

front-end files of the IoT device, and a static binary analysis is 

performed towards the back-end programs to locate the interface 

processing function. Then, it utilizes a fuzzing method based on 

the feedback from Distance Function, which selects high-quality 

samples through various scheduling strategies. Finally, with the 

help of the probe code, it compares the parameter of potential risk 

functions with samples to confirm the command injection 

vulnerabilities. We implement a prototype of IoTCID and evaluate 

it on real-world IoT devices from three vendors and confirm six 

vulnerabilities. It shows that IoTCID are effective in discovering 

command injection vulnerabilities in IoT devices. 

Keywords—Firmware vulnerability mining; command injection; 

dynamic detection 

I. INTRODUCTION 

With the development of the Internet and information 
technologies, IoT devices are extensively used in our life [1], 
and attacks against IoT devices have been emerged in recent 
years [2]. The reason is that web interfaces are usually exposed 
to users to manage the devices, which contain exploitable 
vulnerabilities. 

There are some unique features of the threats caused by 
vulnerabilities in IoT devices compared to which in PCs or in 
servers. For example, most existing security mechanism or 
antivirus products are not available in IoT devices due to the 
limit of cost and power of IoT devices, which makes it easier to 
perform further exploits towards certain vulnerabilities [3]. 
Moreover, one vulnerability may have huge influence on 
thousands of devices, for the devices from the same vendor 
usually have similar firmware [4]. 

Command Injection Vulnerability is one of the most 
effective and commonest vulnerabilities in IoT devices [14]. 
Attackers can exploit the target IoT devices through this 
vulnerability by injecting additional commands into the 
program. Moreover, the system commands provided by 
attackers are usually executed with the highest authority in IoT 
devices. 

However, due to the complexity and the specificity of the 
IoT devices, existing tools cannot effectively detect Command 

Injection Vulnerability. For example, Dynamic analysis tools, 
like fuzzing [5, 7, 9], requires valid communication formats to 
generate fuzzing samples and can only reach a small portion of 
all the provided interfaces while static analysis tools, like 
KARONTE [11] and SaTC [12], cannot efficiently generate 
interaction paradigms between the front-end files and back-end 
programs, leading to a lot of false positives which requires 
further manual check. 

Therefore, to ensure the safety and reliability of IoT 
devices, it is urgent to develop security analysis technology 
towards IoT devices. In this paper, focusing on Command 
Injection Vulnerability, we propose a novel dynamic detection 
technology, IoTCID, to effectively detect command injection 
vulnerabilities in IoT devices. 

Inspired by SaTC 12], in order to generate samples in valid 
communication formats and to cover interfaces as many as we 
can, IoTCID first performs a logic analysis to the front-end files 
which interact with the back-end programs to generate 
constrained models. It utilizes a novel scheduling strategies 
based on Distance Function to improve the efficiency of 
command injection vulnerability detection. We design and 
implement a prototype of IoTCID and evaluate its efficacy 
through a set of experiments based on real-world IoT devices 
and confirm six command injection vulnerabilities. It shows 
that IoTCID is effective in discovering command injection 
vulnerabilities in IoT devices. 

In summary, our major contributions are as follows: 

1) We present a dynamic detection technique towards 

Command Injection Vulnerabilities based on the logic analysis 

to front-end files and intelligent feedbacks from the back-end 

programs. 

2) We design and implement a constrained model 

generation technique based on the logic analysis to front-end 

files, providing a valid format for the generation of fuzzing 

samples. 

3) We design and implement scheduling strategies based on 

Distance Function feedback to concentrate resources on the 

fuzzing samples that may cover risk functions in back-end 

programs. 

The rest of the paper is organized as follows. We first 
summarize related work in recent years in Section II. We then 
present an overview of IoTCID, and give a detailed description 
on design and implementation of each component of IoTCID in 
Section III. We demonstrate the efficacy of IoTCID through a 
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set of experiments and present a vulnerability detection case in 
Section IV. At last, Section V concludes this paper and show 
the future work of IoTCID. 

II. RELATED WORK 

In recent security research on IoT devices, fuzzing is the 
most discussed technique. The general process of fuzzing is to 
detect the state of the testing program and guide the generation 
of fuzzing samples with provided feedbacks. 

Chen J et al. propose and implement a generation-based 
firmware fuzzing method, IoTFuzzer[5], which detects 
vulnerabilities related to memory in IoT devices by analyzing 
the corresponding Android application. In view of the 
shortcomings of IoTFuzzer, DIANE[6] proposed a new method 
for generating fuzzing samples, which is based on the target 
fuzzing points in the APP that are located before data 
conversion and after input validation. However, both IoTFuzzer 
and DIANE conduct black-box fuzzing directly on real devices, 
limited to providing guidance and feedbacks based on the 
testing samples. 

Zhang Y et al. propose SRFuzzer[7], which mutates the 
collected network traffic and detects the state of the fuzzing 
process according to the response-based monitor, routing-based 
monitor, and signal-based monitor. However, it would be 
difficult for SRFuzzer to cover the corresponding interface 
functions without the network traffic in advance. 

FirmFuzz[8] runs the target firmware through simulation 
and collects payloads of different vulnerabilities for fuzzing 
tests. Zheng Y et al. propose FIRM-AFL[9] to enhance process 
simulation to fuzz the IoT firmware. However, these methods 
are all subject to valid inputs. 

Although command injection is a common and powerful 
threat, related detection is less discussed in IoT security 
research. 

Commix[10] is a tool that can automatically detect and 
exploit command injection vulnerability towards web 
applications. It sends a data packet attached with a command 
injection attack vector, and compares the response of the web 
application with the expected result to determine whether there 
is a command injection vulnerability. However, Commix needs 
to collect network traffic in advance, and it makes determine 
according to the response of the target. When the network delay 
cannot be guaranteed, there will be a certain false positive, 
which cannot intuitively reflect the location of the command 
injection vulnerability. 

KARONTE[11], a static analysis framework for embedded 
firmware, which can detect vulnerabilities caused by its 
communication by modeling and tracking the interactions 
between binary programs. However, KARONTE cannot 
effectively detect command injection vulnerabilities because it 
does not track the data flow from input entry points to system-
like functions. Aiming at the shortcomings of KARONTE, 
Chen L et al. propose a novel static taint technique, SaTC[12], 

to effectively detect security vulnerabilities in web services 
provided by embedded devices. It mainly locates the 
communication process between front-end files and back-end 
programs based on the strings used in the front-end web 
interface, and applies targeted data flow analysis to accurately 
detect possible vulnerabilities. However, SaTC uses a 
clustering algorithm to extract the strings interacting between 
front-end files and back-end programs, and cannot generate an 
effective input model for the web interface. Besides, it requires 
additional manual analysis to comfirm the result and eliminate 
false positives. 

In a word, it remains problems in the use of the above 
detection technologies towards IoT devices. For example, the 
fuzzing detection technology mainly focuses on memory 
corruption vulnerabilities, and are subject to the input of valid 
format while static analysis tools may have low detection 
efficiency due to excessive analysis. Therefore, aiming at the 
command injection vulnerability of IoT devices, based on the 
logic analysis to front-end files and intelligent feedbacks, we 
propose a dynamic detection model IoTCID, which makes up 
for the shortcomings of the current command injection 
detection technology for IoT devices and improves the 
efficiency and accuracy of command injection vulnerability 
detection. 

III. METHODOLOGY 

Generally, IoT devices provide user management 
interfaces, which are mainly composed of front-end files and 
back-end programs. Front-end files include HTML, Javascript 
while back-end programs are generally executable binary files. 
IoTCID is proposed based on the workflow of the front-end 
files and back-end programs, as Fig. 1 provides the overview of 
IoTCID. It first generates constrained models by parsing the 
front-end files of the IoT device, and then performs binary static 
analysis on the back-end programs to locate the interface 
processing function. Then, IoTCID selects high-quality fuzzing 
samples according to various scheduling strategies based on the 
feedback from Distance Function. The selected samples are 
given more mutation time slices and priorities, which makes 
concentration on the interface process functions that may exist 
command injection vulnerabilities. Finally, IoTCID confirms 
the command injection vulnerabilities combined with the 
fuzzing samples and the parameters of risk functions detected 
by the probe code. 

A. Constrained Model Generation 

We propose a technology of constrained model generation 
based on the logic analysis to front-end files. Through syntax 
analysis, it generates a corresponding abstract syntax tree 
according to the front-end file, and extracts the variable 
reference chains of the abstract syntax tree as well as the 
variables during the interaction process between the front-end 
files and the back-end programs. The generated models are used 
as the format of the fuzzing samples, mainly including the URL, 
the request type, and the request keywords. 
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Fig. 1. Structure of IoTCID. 

Algorithm 1 shows the analysis process of the function call 
and variable reference chain of the front-end files, where 
funcNode is the result of syntax analysis and varName is the 
parameter of the funcNode. During the analysis, there are two 
types of function parameters: one of which is directly passed in 
text value while the other is indirectly passed in variable name. 
For the direct one, IoTCID uses the regular expression to match 
and obtain the text value of the parameter. For the indirect one, 
the text value can be extracted through a recursive method in 
related function scope. 

Algorithm 1: Analysis of Parameters during Interaction 

Input: funcNode && varNames 

Output: Constrained models 

1. function GET_VALUE(funcNode, varName) 

2.     param ← [] 

3.     if varName.type == “Literal” then 

4.         param.append(ANALYSIS( 

funcNode.expression, varName)); 

5.         return param 

6.     else 

7.         funcNode = FIND_PARENT(funcNode); 

8.         if funcNode == ‘’ then 

9.             return [] 

10.       end if 

11.       GET_VALUE (funcNode, varName); 

12.    end if 

13. end function 

B. Static Instrumentation 

IoTCID obtains the information that may trigger the 
command injection vulnerability function in the back-end 
programs through binary static analysis, and sets the probe code 
to obtain the performing state of the fuzzing samples. We 
implement a static analysis technique for back-end binary 
programs. It obtains information about risk functions such as 

execve and system which may trigger command injection 
vulnerabilities. Therefore, we can record the performing paths 
of fuzzing samples based on binary static instrumentation 
technology and control flow analysis of the back-end programs. 

1) Acquisition of risk function: The purpose of acquiring the 

potential dangerous function is to locate the interface in the 

back-end programs, which processes the requests from the front-

end files according to the URL extracted in Part A, Section III, 

and construct its control. flow graph. We further obtain the 

necessary data by analyzing the header of back-end binary 

programs, the entry point and relevant segments. Finally, we use 

Capstone [13] to disassemble the code to obtain the information 

of the target function and related code blocks as well as building 

a control flow graph. 

2) Generation of probe code: The probe code collects the 

performing state of fuzzing samples during the execution 

process and provides feedbacks to the monitor system. Based on 

the control flow graph of the risk functions, we set the probe 

code to provide information feedback of the basic blocks, 

including the address information and the parameters of the risk 

functions. The trampoline mechanism is used during the 

generation of probe code to make association between the set 

point and the risk functions, and provides the necessary 

environment preparation for the normal execution of the original 

program. 

C. Fuzzing Technology 

We apply distance function to the fuzzing technology to 
select high-quality fuzzing samples according to various 
scheduling strategies. While IoTCID is sending fuzzing 
samples to the back-end program for detecting command 
injected vulnerability, it selects high-quality one and gives them 
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more mutation time and priorities based on the result of 
measuring the feedbacks of fuzzing samples by distance 
function, which concentrates resources on the fuzzing samples 
that may cover risk functions in back-end programs, improving 
the efficiency of command injection vulnerability detection. 
Finally, combined with the parameters of risk functions and 
fuzzing samples, IoTCID makes checks on whether there is a 
suspicious point of command injection vulnerability. 
Obviously, the distance function and the scheduling strategies 
are the cores of the fuzzing technology. 

1) Distance function: The weight of basic blocks, the edge 

vector of basic blocks and the distance of samples are three 

components of the distance function. The weight of basic blocks 

and the edge vector of basic blocks are calculated in the process 

of binary static analysis while the distance of samples 

calculation is calculated in the fuzzing process. Table I lists the 

variables and their meanings of the distance function. 

We define the count of successors of Basic Block B which 
contain the risk functions as the weight of basic block B, as 
Equation (1) shows. 

𝑊𝑒𝑖𝑔ℎ𝑡𝐵 = {
Sum(𝐵, 𝐹𝑢𝑛𝑐) ,  𝐹𝑢𝑛𝑐 ∉ 𝐵 

𝑊𝑀𝑎𝑥         ,  𝐹𝑢𝑛𝑐 ∈ 𝐵
           (1) 

In Equation (1), 𝑊𝑒𝑖𝑔ℎ𝑡𝐵 is the weight of Basic Block B 
while Sum() is a function that calculates the count of 
successors of basic block b which contain risk functions. 
Moreover, if the risk function is in basic block B, 𝑊𝑒𝑖𝑔ℎ𝑡𝐵 is 
recorded as 𝑊𝑀𝑎𝑥. After calculating the weight of related basic 
blocks, we infer the edge from Basic Block A to Basic Block B 
while Basic Block A is the predecessor of Basic Block B. 

|𝐸𝑑𝑔𝑒𝑎,𝑏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  | = 𝑊𝑒𝑖𝑔h𝑡𝑏             (2) 

During the process of fuzzing, combined with the probe 
code we set before, IoTCID obtains the execution path of the 
fuzzing sample and calculates the function distance according 
to the control flow graph to evaluate the fuzzing sample with 
𝑆𝑐𝑜𝑟𝑒𝑡𝑒𝑠𝑡. 

𝑆𝑐𝑜𝑟𝑒𝑡𝑒𝑠𝑡 =
∑|𝐸𝑑𝑔𝑒𝑎,𝑏⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  |

𝐶𝑜𝑢𝑛𝑡𝑡𝑒𝑠𝑡
             (3) 

2) Scheduling strategy: Therefore, towards one specific 

interface, we implement our scheduling strategy according to the 

distance function. It can be inferred that a fuzzing sample with 

higher 𝑆𝑐𝑜𝑟𝑒𝑡𝑒𝑠𝑡 is more likely to trigger the risk functions, so 

that the mutation resources should be concentrated on these 

high-quality fuzzing samples, improving the efficiency of 

command injection vulnerability detection. 

Moreover, the following situations should be paid more 
attention on the basis of experience and practical situations. 
Details are shown in the control flow graph in Fig. 2. 

Case 1. Supposed there is a risk function called in the basic 
block Target. The execution path of one fuzzing sample shows 
like Start->Basic Block 5->Basic Block 5->…Target-> End, 
where there is a loop in the path. Since the fuzzing sample can 
eventually traverse the basic block Target, we should avoid 

double counting when calculating 𝐶𝑜𝑢𝑛𝑡𝑡𝑒𝑠𝑡 and ∑|𝐸𝑑𝑔𝑒𝑎,𝑏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  |. 

TABLE I. VARIABLES AND MEANINGS IN DISTANCE FUNCTION 

Symbol Name Meaning 

𝑊𝑒𝑖𝑔ℎ𝑡𝐵 
The weight of a 

basic block 

The importance of Basic Block B in 

the control flow 

𝐸𝑑𝑔𝑒𝑎,𝑏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

The edge vector of 

basic blocks 

The edge vector from Basic Block A 

to Basic Block B while Basic Block A 

is the predecessor of Baisc Block B. 

𝐶𝑜𝑢𝑛𝑡𝑡𝑒𝑠𝑡 The count of edges 

The count of edges traversed by the 

sample before triggering the target 

basic block 

𝑆𝑐𝑜𝑟𝑒𝑡𝑒𝑠𝑡 
The score of a 

sample 

The count of valid edges traversed by 

the sample 

 

Fig. 2. The Control Flow Graph. 

Case 2. Another case is that there are two fuzzing samples 
respectively travel through basic block 3 and basic block, and 
both eventually reach the basic block Target. We will find the 
scores of the two fuzzing samples are the same based on the 
above theory. However, we find there is a string concatenation 
functions such as sprintf and strcat, and the fuzzing sample 
which reaches basic block 4 should be given a higher priority 
under this circumstance. The reason is that the cause of 
command injection vulnerabilities generally originate from the 
back-end program that concatenates the user's input into a string 
which further directly works as a parameter of the risk function 
[14]. 

Considering the above situations, we propose Algorithm 2 
to evaluate the quality of fuzzing samples where sampleInfo is 
the fuzzing samples and funcGraph is the control flow graph of 
function. It first traverses the basic blocks of the interfaces in 
the back-end program in deep first search (DFS), gathering 
necessary information, and then calculates 𝑆𝑐𝑜𝑟𝑒𝑡𝑒𝑠𝑡 of fuzzing 
samples based on their feedbacks. 
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Algorithm 2: Accessment of Fuzzing Samples 

Input: sampleInfo && funcGraph 

Output: Scores of Fuzzing Samples 

1. function ACCESSMENT(sampleInfo, funcGraph) 

2.      infoGraph ← DFSTraverse(funcGraph) 

3.      totalEdges← makeEdges( 

sampleInfo.executionBlocks) 

4.      edgeCount ← 0 

5.      edgeTotal ← 0 

6.      for edge in totalEdges do 

7.          if infoGraph.edge.|Edge⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗| != 0 and 

                sampleInfo.edge.flag != 1 then 

8.             edgeTotal += infoGraph.edge.|Edge⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗|; 
9.             edgeCount += 1; 

10.           sampleInfo.edge.flag = 1; 

11.         end if 

12.     end for 

13.     if edgeTotal >= MAX and 

               IMPORTANT_BLOCKS( 

sampleInfo.executionBlocks) then 

14.         SET_PRIORITY(sampleInfo) 

15.     end if 

16.     Score ← CALCULATE( 

sampleInfo, edgeTotal, edgeCount) 

17.     return Score 

18. end function 

Finally, according to 𝑆𝑐𝑜𝑟𝑒𝑡𝑒𝑠𝑡 of fuzzing samples, we 
select high-quality fuzzing samples, given higher priority and 
more mutation time. We further select the samples which have 
reached the basic block Target and confirm whether there is a 
command injection vulnerability by comparing its data to the 
parameter of risk function. 

IV. RESULTS AND DISCUSSION 

The prototype system of IoTCID consists of three 
subsystems including the constrained model generation 
subsystem, the binary static analysis subsystem, and the fuzzing 
subsystem. The constrained model generation subsystem 
implemented based on the standard HTML parsing library 
BeautifulSoap [15] and the standard Javascript parsing library 
Esprima [16] uses Algorithm 1 to extract the variables during 
the interaction between front-end files and back-end programs 
and generate the constrained models of fuzzing samples. The 
binary static analysis subsystem implemented based on 
Capstone [13] first obtains the disassembly code of back-end 
programs, and then establishes the control flow graph as well 
as sets the probe code using the trampoline mechanism. On the 
basis of the above two subsystems, the fuzzing subsystem 
initializes the fuzzing samples by LibFuzzer [17], and performs 
fuzzing test according to our scheduling strategies. 

A. Preparation 

We evaluate IoTCID on real-world IoT devices from three 
vendors, including six routers on two architectures, which are 
commonly used in our daily life. The target firmware can be 
obtained from the official website or extracted from the device 
based on binwalk [18]. 

In this paper, we design two experiments to prove the 
efficiency of IoTCID, one of which is the assessment of front-
end files analysis while the other is the assessment of fuzzing 
test. Besides, we compared our tool with SaTC, the state-of-the-
art static bug-hunter for IoT devices, which locates the strings 

between front-end files and back-end programs based on the 
interaction and applies data flow analysis to detect 
vulnerabilities. We perform our experiments on Ubuntu 
18.04LTS 64-bit operating system, with Intel Core i5-6300HQ 
@ 2.30GHz and 16.0 GB RAM. 

B. Result and Discussion 

Table II lists the result of the instrumentation information 
of target IoT devices, where T1 represents the average response 
time of IoT devices under normal working state while T2 
represents the average response time after the static 
instrumentation. We get the final result after performing 
multiple tests to reduce the impact of fluctuations caused by the 
test environment. It shows that the setting of the probe codes 
only increases the response time by about 25%, which is an 
acceptable expense for the next fuzzing test. 

Table III lists the analysis result of front-end files towards 
our target IoT devices. Among them, tURL means the total 
number of URL interfaces that have data interaction between 
the front-end files and the back-end programs. eURL means the 
total number of URL interfaces extracted from the front-end file 
by the tools. gMod means the total number of the generated 
constrained models. g% means the accuracy rate of the 
generated constrained models. 

According to Table III, it can be seen according to vURL. 
We define TP rate (True Positive rate) and FP rate (False 
Positive rate) for further explanation.The TP rate means the 
ratio of the correct results to the actual total, which can be 
inferred by vURL/tURL while the FP rate means the ratio of the 
incorrect results to the actual total, which can be inferred by 
(eURL-vURL)/tURL. 

As shown in the left side of Fig. 3, it can be found that, 
except for the X12 series, the TP rates of IoTCID and SaTC are 
achieving an appreciable rate, which means that both IoTCID 
and SaTC have correctly extracted most of the URL interfaces 
provided by the target IoT devices and IoTCID does a better 
job. 

However, the FP rates are various as shown in the right side 
of Fig. 3. Besides a few identification errors, the main reason of 
the difference is that IoTCID extracts URLs in the front-end 
files by analyzing the calling procedures which have data 
interaction with the back-end programs, while SaTC extracts 
URLs through regular expressions and clustering algorithms 
directly, which causes a higher FP rate. For instance, certain 
URL interfaces that only provide the status of devices should 
not be presumed to be risks and will not by extracted by 
IoTCID. 

TABLE II. RESULT OF STATIC INSTRUMENTATION 

Vendor Device Series T1(ms) T2(ms) 

Tenda 
AC9 3.87 4.66 

AX12 3.47 4.28 

D-Link 
D605L 3.94 4.64 

D816 3.81 4.68 

L-Blink 
X12 4.32 5.53 

X22 4.38 5.49 
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TABLE III. ANALYSIS RESULT OF FRONT-END FILES 

Vendor Series tURL 
IoTCID SaTC 

eURL vURL gMod g% eURL vURL 

Tenda 
AC9 106 94 88 100 87.00 123 86 

AX12   98 102 72 108 87.04 130 71 

D-Link 
D605L 64 58 53 60 95.00 60 52 

D816 66 57 47 60 91.67 50 40 

L-Blink 
X12 114 117 101 127 74.80 25 16 

X22 114 117 101 127 74.80 25 16 

 

Fig. 3. TP Rates and FP Rates Comparison. 

Moreover, IoTCID generates constrained models related to 
the extracted URLs based on the abstract syntax tree, and has a 
high accuracy rate in g%. In this experiment, it shows that 
IoTCID has a better performance in the analysis of the 
interactions between the front-end files and the back-end 
programs providing a foundation for the following command 
injection vulnerability detection. 

As Table IV shows, the IoTCID completes all the command 
injection vulnerability detections towards the target IoT devices 
and confirms six command injection vulnerabilities, while 
SaTC only completes a few of them. The reason is that the 
implementation of SaTC is developed based on angr [19], 
which is limited in supporting MIPS architecture programs, and 
prone to cause crash during data flow analysis while IoTCID is 
designed based on the generation of the constrained models, 
and confirms whether there is a command injection 
vulnerability by comparing the fuzzing samples to the 
feedbacks of the probe code, representing a high degree of 
support for the detection of multi-architecture programs. 
Moreover, SaTC only raises alerts after completing the 
detection and requires further manual analysis to confirm 
whether the alert is reliable and the command injection 
vulnerability is controllable, existing certain false positives and 
costing additional manual analysis time. However, the 
detection result of IoTCID is based on the feedbacks of the 
executing program sent by the probe code, so it requires no 
more manual analysis and the accuracy of the results is 
guaranteed. 

From the above experiments, compared with the existing 
command injection vulnerability detection tool SaTC towards 
IoT devices, IoTCID can effectively extract the constrained 

models based on the analysis of the interaction between the 
front-end files and the back-end programs, and improve the 
accuracy and efficiency of detecting the command injection 
vulnerabilities through various scheduling strategies. 

C. Case Analysis 

Taking CVE-2018-14558 as an example, when a user 
manages an external device, the related front-end file will 
generate a request (Line 5 in status_usb.js, up side of Fig. 4) 
combined with the device name and send it to the back-end 
programs for parsing. The back-end program processes the 
request through the function "formsetUsbUnload", and 
generates a string containing the device name as the parameter 
of the system call. (Line 5 and 6 in httpd, low side of Fig. 4). 
Because the function "formsetUsbUnload" does not verify the 
validity of the parameter "deviceName", there exists a typical 
command injection vulnerability in the function 
"doSystemCmd", which can be exploited by attackers to 
execute arbitrary commands. 

TABLE IV. RESULT OF VULNERABILITY DETECTION 

Vendor Series IDs 
Time（min） 

IoTCID SaTC 

Tenda 
AC9 CVE-2018-14558 4:40h - 

AC* CNNVD-202109-1174 4:26h 3:52h 

D-Link 

D605L CVE-2018-20057 3:55h - 

D816 
CVE-2021-39510 

CVE-2018-17066 
3:31h - 

L-BLink X* CNNVD-202011-1320 3:10h 3:40h 
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Fig. 4. Interaction between the Front-end Files and the Back-end Programs. 

First, IoTCID generates a constrained model by analyzing 
the interactions between the front-end files and the back-end 
program, as shown in Fig. 5. 

 

Fig. 5. A Constrained Model. 

 

Fig. 6. Probe Code Set. 

Then, IoTCID sets up the probe code that records the 
execution path of the fuzzing samples in the located interface 
functions and provides with feedbacks by performing binary 
static analysis on the back-end program, as shown in Fig. 6. 

Finally, IoTCID confirms whether there is a command 
injection vulnerability in the back-end program by comparing 
the fuzzing samples and the parameters of the risk function, 
which are provided by the probe code we set before. 

V. CONCLUSION 

In this paper, we propose and implement a state-of-the-art 
dynamic detection tool towards command injection 
vulnerabilities in IoT devices, IoTCID, which generates 
constrained models based on the logic analysis to front-end 
files, and selects high-quality fuzzing samples by various 
scheduling strategies based on the Distance Function. IoTCID 
has successfully detected seven command injection 
vulnerabilities in six real-world IoT devices, two of which are 
previously unknown vulnerabilities and assigned IDs by 

CNNVD-202109-1174、CNNVD-202011-1320 after being 

confirmed by CNNVD. 

However, there still remains shortcomings in our tool, such 
as the limit of the constrained model generation when facing 
with complex variable references in front-end files and the limit 
of the throughput of IoTCID for the experiments are currently 
performing on the devices. Therefore, our future work is as 
follows: 

1) Optimization is needed to improve the capability of the 

constrained model generation in complex variable references in 

the front-end file. 

2) Optimization is needed to improve the throughput of 

IoTCID by building a simulation framework environment. 
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Abstract—Brain-Computer Interface (BCI) can recognise the 

thoughts of a human through various electrophysiological 

signals. Electrodes (sensors) placed on the scalp are used to 

detect these signals, or by using electrodes implanted inside the 

brain. Usually, BCI can detect brain activity through different 

neuroimage methods, but the most preferred is 

Electroencephalography (EEG) because it is a non-invasive and 

non-critical method. BCI systems applications are very helpful in 

restoring functionalities to people suffering from disabilities due 

to different reasons. In this study, a novel brain-to-text BCI 

system is presented to predict the word that the subject is 

thinking. This brain-to-text can assist mute people or those who 

cannot communicate with others due to different diseases to 

restore some of their abilities to interact with the surrounding 

environment and express themselves. In addition, brain-to-text 

may be used in different control or entertainment applications. 

EMOTIV™ Insight headset has been used to collect EEG signals 

from the subject’s brain. Feature extraction of EEG signals for 

BCI systems is very important to classification performance. 

Statistical-based feature extraction has been used in this system 

to extract valuable features to be used for classification. The 

datasets are sentences involving some commonly used words in 

English and Romanian languages. The results of the English 

language elucidated that K-Nearest neighbour (KNN) has a 

prediction accuracy of 86.7%, 86.1% for Support Vector 

Machine (SVM), and 79.2% for Linear discriminant analysis 

(LDA), while the Romanian language has a prediction accuracy 

of 96.1%, 97.1%, and 94.8% for SVM, LDA, and KNN 

respectively. This system is a step forward in developing 

advanced brain-to-text BCI prediction systems. 

Keywords—Brain-to-text; Brain-Computer Interface (BCI); 

Electroencephalography (EEG); Natural Language Processing 

(NLP); English language; Romanian language 

I. INTRODUCTION 

Communication between humans and machines is a 
desired concept for a long time. It was the aim of the Brain-
Computer Interface (BCI). BCI can convert phonemes, binary 
responses, letters, and even words from brain activity [1]. 
BCIs can help people who have lost their ability to speak or 
move to restore communication with different body organs. 
Recently, the main coverage of BCI research is focused on 
restoring motor skills like, grasping, pointing, typing with a 
computer cursor [2], or choosing from a list of options. Other 

systems may use “steady-state evoked potentials” or “Event-
Related Potentials (ERPs)” to spell text out [3]. A BCI system 
is a collection of hardware devices and software that uses 
various techniques to record the brain’s activity [4]. The data 
collected through experiments in laboratory conditions give 
the necessary information about the computation of neural in 
human beings. The response of neurons may differ between 
experimental and behaving in natural conditions. Thus, 
developing powerful decoding algorithms that can deal with 
the difficulties of naturalistic behaviour is important in 
developing real-life applications of BCIs [5]. 

Two approaches to language neural decoding have been 
used in this field: invasive decoding, based on invasive brain 
recording methods like Electrocorticography (ECoG); and 
non-invasive decoding which depends on neuroimaging 
technologies like EEG. Language decoding from EEG brain 
activity is significant in developing commonly applicable BCI 
systems. This technology can help people who are unable to 
communicate or do daily activities because of severe 
neuromuscular diseases or disorders. It also offers a great 
opportunity for neuroscientists to study brain mechanisms or 
activity [6]. 

Many years ago, researchers have predicted whether 
humans and machines can communicate depending on natural 
speech-related brain activity. In recent years, scientific 
research has proposed that it is possible to recognise speech 
from the brain’s neural signals like acoustic features or one of 
some separate words. Expressed words can be decoded from 
spoken speech through brain waves ECoG recordings [5], 
EEG recordings, etc. 

Feature extraction and classification are important 
procedures in each BCI model [7]. Features are extracted from 
a signal obtained from electrodes. Features are distinguished 
in frequency, time, and spatial domain. Some features of EEG 
may have great elective power to observe different patterns of 
EEG. To design and implement a well-trained model, some 
features with high discriminating ability are required [8]. 

The performance of the BCI system is mainly relying on 
the vector’s size of the feature, which is acquired from 
multiple channels. In the classification of the mental tasks, the 
training samples' availability of features is minimal. Usually, 
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feature selection is used to improve the classification of 
mental tasks by eliminating unrelated and unnecessary 
features [9]. 

The paper describes a proposed brain-to-text system that is 
a simple, easy-to-implement, and cost-effective BCI system 
that aims to help mute or disabled people to communicate with 
others and electronic devices. The system may also be used 
for controlling purposes. The system can recognise English 
and Romanian languages; therefore, it is targeted individuals 
who can understand these languages. Considering this issue, 
the next sections practically describe how the brain thoughts 
can be translated into words starting from the literature 
review, the method and the techniques used in the study, and 
the results. 

This paper is organised as follows: Section II of this study 
presents the literature review including background theory and 
related works. Section III presents the method of the research 
in detail. Section IV presents results and discussion, and 
Section V presents the conclusion and future work. 

II. LITERATURE REVIEW 

A. Background Theory 

The brain of humans contains billions of connected 
neurons. The activity of neurons is varying according to 
different thoughts, where every thought generates a unique 
electric brain signal [10]. Brain signals can be detected using 
different invasive and non-invasive techniques [11]. Non-
invasive techniques especially EEG, are widely used in BCI 
systems due to their ease of use and non-risk since it does not 
require a surgical invasion [12]. EEG has related to some 
challenges like low spatial resolution compared to invasive 
techniques, but it has a good temporal resolution, and may not 
detect a good signal due to the folding of the cortex or scalp-
to-cortex distance [13]. The techniques of signal processing 
are required to remove the artefacts and noise from the raw 
EEG signals. This is performed by applying digital filters [4]. 
In recent years, these challenges have been highly reduced due 
to the development of hardware and smart software related to 
BCI research. The EEG signals of brain activity are detected 
using electrodes that measure the changes in voltage on the 
scalp [11]. 

EEG contains important data that will convert into useful 
information regarding responses to brain stimuli. The type of 
emotion and the accuracy level of the signal can be identified 
from the pattern of the brain waveforms. The processing of 
these signals can allow the control of external devices like the 
computer cursor, robotic arm, or wheelchairs. It also lets 
disabled people who have lost their ability to move or talk 
restore such abilities or express their emotions and thoughts. 
The signals of the brain can be analysed through three 
different steps: 

• Signal Acquisition. 

• Signal processing. 

• Controlling. 

Pre-processing step is important to convert the raw data 
into a useful and efficient format [14]. The obtained signal is 

processed to eliminate the artefacts, noise, etc. which could 
improve the resulting signal. The next step is to extract 
features from the signal, where the feature is a special measure 
from a part of a signal. In feature extraction, the most 
important features required for classification will be extracted. 

Feature extraction of EEG signals is one of the important 
aspects related to the system of BCI due to its important task 
of obtaining the correct performance of the classification stage 
[15] because of the complex processes inside the brain [8]. 
EEG signals are non-stationary, while their spectrum varies 
with time. These signals need different feature extraction 
techniques [15]. 

In brain signals decoding, signal processing comprises two 
important steps: feature extraction and feature classification 
[16]. The process of EEG feature extraction involving 
generate discriminative data features from channels that can 
increase the variance difference among classes [17]. The huge 
number of input data increases the execution time and 
complexity of the system. Obtaining informative features will 
enhance and increase the accuracy of the classification [7]. 

The algorithms of feature extraction must handle the signal 
source, which is usually complex and noisy, and detect 
interesting features [8].  These algorithms are used to detect 
the features that are strongly connected with the intent of the 
subject. The optimal feature set is transferred directly to the 
classification algorithm that associates the feature with a task 
to be accomplished [17]. The success of the BCI system’s 
classification is associated with the accuracy, efficiency, and 
proper selection of feature extraction, thus, improving the 
accuracy and efficiency of the system [18]. Feature extraction 
depends on temporal-spatial analysis and/or time-frequency. 
Some of the techniques used are wavelet transform, 
autoregressive (AR) models, Fourier transforms (FT), and 
statistical properties of the signal [8]. 

The next step is to translate the extracted features into 
commands to control an external device or to do different 
mental tasks [8]. 

The final stage is the classification process which may be 
solved by adaptive algorithms, linear analysis, non-linear 
analysis, neural networks, fuzzy techniques, etc. [10]. 
Classification algorithms used in this work are “K-Nearest 
Neighbour (KNN), Support Vector Machine (SVM), and 
Linear Discriminant Analyser (LDA)”. 

B. Related Works 

The following related works introduce several solutions to 
the issue of BCI brain-to-text which introduced some forms of 
a utility function that deals with text aspects. 

Shuxian Zou et al. [6] have proposed two decoding tasks, 
the first one is a word prediction task given a context and 
brain image. The second task is to generate a direct text from a 
given prefix and a brain image. To implement these tasks, they 
have proposed an approach that uses a powerful pre-trained 
encoder-decoder model. The model reaches 7.95% and 18.2% 
top1 accuracy for more than two thousand words of 
vocabulary on average for all task participants. 
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Christian Herff et al. [3], have implemented a brain-to-text 
system that forms single phones using “Automatic Speech 
Recognition (ASR)” by converting brain signals into the 
equivalent text representation during speaking. The results 
reveal that the proposed system can carry out phone error rates 
below 50% and word error rates as low as 25%. 

G. NJayabhavani et al. [19], have proposed a BCI system 
to improve the typing of messages by building a mechanized 
system using a speller-based mechanized messenger. The 
smartphone, which contains a built-in speller application is 
connected to an EEG headset. They used wireless EEG 
neuroheadset-based P300 ERP for the realistic execution of 
the mechanized messenger. The smartphone application will 
be activated when a user wants to transmit a text. The obtained 
text is transferred after processing by the smartphone spell 
checker. The proposed system will let a user to text while 
performing other activities. In addition, the time required for 
typing will be much reduced. The accuracy of the system is 
about 98% in 16 seconds after target selection. 

James W. Minett et al. [20], have analysed the 
performance of the P300 speller for the Chinese language’s 
text input. Depending on the implemented Row/Column and 
single character spellers, the performance of six different 
paradigms has been tested and compared for thirty Chinese 
readers. The accuracy of a single character speller is 63.3% of 
subjects have been capable of obtaining 80% or higher 
accuracy of classification for fifteen trials. Regarding the 
communication rate, the optimal paradigm is different from 
the speller of Row/Column in which stimuli are increased by 
changing the colour of the background. This paradigm 
attained 14.5 bits per minute communication rate. The input 
rate of this system is about 1.1 characters per minute which 
correspond to approximate 11,000 Chinese characters. 

Kiran George et al. [21], have presented a design method 
to input a simple text acronym in a message through mind 
thoughts and natural facial expressions. They have shown that 
“commercially-off-the-shelf (COTS)” BCI technology as well 
as “Emotiv Control Panel Software Suite” can be used to 
translate mind thoughts and natural facial expressions into 
actions by pairing 12 of the most used acronyms of text. 
EMOTIV™ headset was used to capture the user’s 
Electromyography (EMG) and EEG data, while “Emotiv 
Control Panel Software” is used to translate the mind's 
thoughts and natural facial expressions into their 
corresponding text acronym. 

Aasim Raheel et al. [22], have presented a powerful 
solution for using the muscular movement of the eye to type 
textual content. The fast and accurate movement of the eye 
can be observed using EEG. They have acquired EEG signals 
for many users to create a content spelling framework that 
uses the movement of a cursor over letter sets. All analyses 
were carried out on datasets of many users to set the indicator 
in three classes using them as an assist sign for content 
spelling. The system’s accuracy is 70% for the right 
movement, 80% for the left movement, and 79% for the blink. 

The literature review elucidated that the combination of 
BCI and machines regarding text generation is a modern and 
promising study direction. It was also noticed that 

enhancements are required to improve writing performance 
while reducing the system's complexity. In this context, this 
study proposes a novel system that may fulfil the gap in brain-
to-text research. The system is designed to predict words that 
human thinks and prints them on the screen. This system can 
predict some common English and Romanian language words. 
The system can assist mute people or those who lost their 
ability to speak due to different reasons like genetic factors, 
encephalitis, brain diseases and strokes, etc. to communicate 
with others or machines. Most brain-to-text research or 
projects discussed the English language only, while the 
proposed system can deal with the Romanian language as 
well. The strengths and weaknesses of some similar projects 
have been analysed as shown in Table I. 

TABLE I. RELATED WORKS 

Related project Strengths Weaknesses 
What is new in 

this study 

“Towards Brain-

to-Text 

Generation: 

Neural Decoding 

with Pre-trained 

Encoder-Decoder 

Models”   [6] 

- Predict 

words and 

generate text 

from fMRI 

images. 

- Low accuracy 

- Not in real-time 

- One language 

only 

- Good 

accuracy 

- Two 

languages 

 

“Brain-to-text: 

decoding spoken 

phrases from 

phone 

representations in 

the brain” [3] 

- Convert 

brain 

activity into 

a text 

representati

on. 

- Accurate 

brain 

signals. 

- Clinical risks. 

ECoG invasive 

technique has 

been used.  

- Decode spoken 

speech, not 

thoughts. 

- One language 

only 

- No risk 

- Decode 

thoughts 

- Two 

languages 

 

“A speller based 

mechanized 

messenger for 

smart phones 

using brain mobile 

interface (BMI)” 

[19] 

- Fast 

- Good 

accuracy 

- In real-time 

- The user must 

select a character 

from a 6x6 

matrix 

-  One language 

only 

- Decode 

thoughts to 

text directly 

- Two languages 

“An assistive 

communication 

brain-computer 

interface for 

Chinese text 

input” [20] 

- Good 

accuracy 

- Deals with 

different 

script 

language 

- The user must 

focus on a 

character from a 

6x6 matrix on a 

screen 

- One language 

only 

- Decode 

thoughts 

- Two 

languages 

“Automated 

sensing, 

interpretation and 

conversion of 

facial and mental 

expressions into 

text acronyms 

using brain-

computer 

interface 

technology” [21] 

- Decoding 

mental 

states and 

facial 

expressions. 

- In real-time 

- Decode several 

expressions only 

- One language 

only 

- A combination of 

BCI and keyboard 

was used. 

- Decode 

thoughts as 

words 

- Two 

languages 

- Keyboard 

input is not 

needed 

“Real-time text 

speller based on 

eye movement 

classification 

using wearable 

EEG sensors” [22] 

- Good 

accuracy 

- In real-time 

- Decodes eye 

movement based 

on an alphabet 

grid, not thoughts 

- One language 

only 

- Decode 

thoughts 

- Two 

languages 
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III. METHOD 

To implement the proposed system, EEG data collected 
from a subject has been processed, feature extracted, and 
classified. Python programming language is used to code all 
the related signal processing operations and training. The 
training is carried out first using EEG data. EEG data are 
collected using EMOTIV™ Insight neuroheadset. The training 
model is saved after feature extraction and data classification. 
The prediction process is carried out through the training 
model by making predictions on new data received from the 
headset. Fig. 1 shows the basic architecture of the brain-to-text 
BCI system. 

A. Signal Acquisition 

To detect and collect EEG brain signals from the subject’s 
head, EMOTIV™ Insight non-invasive neuroheadset has been 
used. Its 5-channel headset EEG system (see Fig. 2) contains 
semi-dry polymer electrodes designed for various use of BCI 
systems and research. EMOTIV™ Insight neuroheadset is 
made of lightweight materials and provides whole-brain 
sensing with improved advanced electronics to deliver robust 
and clean signals. This neuroheadset is compatible with 
computers and mobile devices and can be connected via 
Bluetooth Low Energy or a 2.4 GHz wireless dongle [23]. 

B. Data Collection 

The data are recorded using EmotivPRO™. The subject 
whom the data was collected from is a female who is a native 
Romanian speaker and fluent in English. She is healthy and 
reported no history of neurological illness. The recorded data 
are divided into sentences where each sentence contains some 
common words. Four sentences in English, as well as four 
sentences in Romanian, were recorded to be trained. The 
subject is asked to think of some words in the English 
language (without speaking) separately during each time of 
the recording process. For example, the sentence “Boy eats 
home with family” has five words, each word recorded forty 
times. The recordings are collected using five sensors of the 
headset AF3, AF4, T7, T8, and Pz where the sampling rate is 
128 samples per second for each channel. The recordings have 
been exported and saved to be used later in training. The 
INACTIVE case in which the headset is not worn by the 
subject is also recorded. The BLINK case is also considered 
and recorded to recognise the blinking status of the subject 
and to enhance training accuracy. The same procedure is 
applied for the remaining English sentences and the sentences 
in the Romanian language like “Eu merg acasa cu familia”. 

C. Feature Extraction 

After data has been obtained and exported, the next step is 
to extract features from the collected data. The statistical 
features like max, min, average, median, and standard 
deviation are simple, easy to compute, and easy to implement. 
25 features have been extracted and used in this BCI system 
(five features for each channel of the headset). 

D. Classification Algorithms 

Several machine learning classifiers have been tested in 
this study, which are SVM, KNN, and LDA. The SVM 
algorithm is a classifier based on statistical learning theory 
that is usually used for classification in BCI systems. SVM 

identifies the decision boundary between the class samples 
[24]. The linear SVM kernel function parameter has been 
chosen for this work due to its high computational speed and 
capability to deal with multi-class issues [8]. KNN is a 
supervised learning algorithm which is very easy to 
implement. It stores all the available cases and new cases have 
been classified depending on a similarity measure. KNN 
classifies them according to the featured values’ estimation, 
which can be done by comparing the training data with testing 
data [10]. The distance weight function KNN parameter has 
been used in this work. One of the most popular classification 
algorithms in BCI is LDA [25]–[27]. It classifies a set of 
observations into predetermined classes. The three algorithms 
are usually used with BCI and work well with multi-class 
problems and large databases. 

A cross-validation procedure has been applied to evaluate 
and test the performance of the three algorithms. The best 
values of cross-validation of the three algorithms and the 
nearest neighbours value of KNN are practically founded as 
illustrated in the results section. 

 

Fig. 1. Brain-to-text System Architecture. 

 

Fig. 2. Emotiv™ Insight Sensors (10-20 System EEG). 

 

Fig. 3. Training Pseudocode. 
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Fig. 3 shows the detailed pseudocode of the training 
process. As the EEG data are already collected from the subject 
and saved, the directory of these data must be specified to read 
the files and extract the feature. After specifying labels and 
attributes, the training starts using the three classification 
algorithms mentioned above through the cross-validation 
method. 

IV. RESULTS AND DISCUSSION 

The parameters of the classification algorithms should be 
tuned to find the optimal hyperparameters. Specifying the 
optimal hyperparameters would enhance the overall 
performance and accuracy of the model. The “gridsearch” 
method has been used to find the optimal hypermeters 
efficiently. The training process has done separately for each 
English and Romanian dataset. Table II shows the optimal 
hyperparameters and the configuration of each dataset for 
KNN, SVM, and LDA which have been found practically. The 
percentage of data used for training and testing can also be 
found in Table II, which differs according to the language and 
algorithm used. Fig. 4, 5, 6, and 7 show Hyperparameters 
graphs of KNN, SVM, and LDA. Fig. 4 elucidates that the 
effective values of n-neighbours are 6 and 5 for both English 
and Romanian datasets while the curve start dropping after six 
leading to low accuracy. As can be shown in Fig. 5, the 
effective k-fold values could be between 5 and 10 in most 
figures of English and Romanian datasets, where the accuracy 
is slightly changed. The prediction accuracy of English words 
is 86.7% for KNN, 86.1% for SVM, and 79.2% for LDA 
while the prediction accuracy of Romanian words is 96.1%, 
97.1%, and 94.8% for SVM, LDA, and KNN respectively. 
The confusion matrices of the three algorithms for English and 
Romanian are shown in Fig.  8 and Fig. 9. The results of 
Romanian words are more accurate than in English words 
most probably because the subject is a native Romanian 
speaker. 

TABLE II. KNN, SVM, AND LDA HYPERPARAMETERS SETTINGS 

Algorithm 
Parameters for the English 

dataset 

Parameters for the 

Romanian dataset 

KNN 

Number of neighbours = 6 

Weight function = distance 

Number of kfolds = 8 

Number of neighbours = 5 

Weight function = distance 

Number of kfolds = 10 

SVM 
Kernel type = linear 

Number of kfolds = 10 

Kernel type = linear 

Number of kfolds = 9 

LDA 
Slover = svd 

Number of kfolds = 8 

Slover = svd 

Number of kfolds = 7 

 
(a) 

 
(b) 

Fig. 4. (a). Number of k-neighbours of KNN-English., (b). Number of k-

neighbours of KNN-Romanian. 

 
(a) 

(b) 

Fig. 5. (a) Performance of different k-fold of KNN-English. (b). 

Performance of different k-fold of KNN-Romanian. 

 
(a) 
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(b) 

Fig. 6. (a) Performance of different k-fold of SVM-English. (b) Performance 

of different k-fold of SVM-Romanian. 

 
(a) 

 
(b) 

Fig. 7. (a). Performance of different k-fold of LDA-English. (b) 

Performance of different k-fold of LDA-Romanian. 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Confusion Matrix of KNN- English, (b). Confusion Matrix of SVM- 

English, (c). Confusion Matrix of LDA- English. 

 
(a) 
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(b) 

 
(c) 

Fig. 9. (a). Confusion Matrix of KNN- Romanian, (b). Confusion Matrix of 

SVM- Romanian, (c). Confusion Matrix of LDA- Romanian. 

In Table III and Table IV, True Positive Rate (TPR) or 
recall computes the ability of the model to detect positive 
samples which must be close to one for better results, and 
precision or “positive predictive value” is the ratio of positive 
samples that are correctly classified to the total number of 
classified positive samples where precision value must be 
close to one also for better results. Precision helps to find the 
machine learning model’s reliability to positively classify the 
model. It can be noticed from the Tables that the KNN is the 
best classification algorithm for the English dataset while 
LDA is the best classification algorithm for the Romanian 
dataset. 

The system testing is conducted using the pre-trained 
model with real-time EEG data streamed from the subject’s 
brain through the headset. Fig. 10 shows different execution 
screenshots for English and Romanian words. The subject was 
asked to think of the previously trained words where the 
desired word should be printed on the screen. The BLINK 
word in the figure refers to blink status when the subject 

blinks her eyes, while the red words present a 
misclassification status. The results may be affected by 
limitations like the mood of the subject, ability of focusing, or 
whether is he/she patient. Although some miss classifications 
occurred during the execution, a limited group of words have 
been used in this work, and the study is conducted on one 
person only, the system has successfully decoded thoughts 
which are a necessary step toward human interaction with 
computers or the surrounding environment through speech 
imagery. 

TABLE III. PRECISION AND RECALL OF ENGLISH CLASSIFICATION 

    

Classifier 

 

Class 

KNN SVM LDA 

Precision Recall Precision Recall Precision Recall 

BLINK 0.7 0.35 0.68 0.62 0.65 0.28 

I 0.93 0.97 0.95 0.97 0.93 0.93 

INACTIVE 0.98 0.97 1 1 1 1 

Boy 0.97 0.97 0.98 1 0.74 1 

Child 0.95 0.9 0.89 0.85 0.87 0.85 

Eats 1 1 0.93 1 0.77 0.9 

Family 0.87 0.97 0.97 0.97 0.8 0.7 

Friends 0.62 0.62 0.6 0.65 0.6 0.6 

Go 0.84 0.93 0.8 0.82 0.8 0.82 

Has 0.62 0.57 0.61 0.55 0.59 0.6 

Home 0.87 0.97 0.87 0.85 0.69 0.62 

Wants 0.93 1 1 0.97 0.93 1 

With 0.89 1 0.88 0.93 0.85 1 

TABLE IV. PRECISION AND RECALL OF ROMANIAN CLASSIFICATION 

    Classfier 

 

Class 

KNN SVM LDA 

Precision Recall Precision Recall Precision Recall 

BLINK 0.82 0.7 0.87 0.68 0.91 0.75 

baiatul 1 1 1 1 1 1 

eu 1 1 1 1 1 1 

INACTIVE 0.95 1 0.98 1 1 1 

acasa 0.95 0.97 1 1 1 1 

are 0.77 0.93 0.73 0.9 0.78 0.95 

copilul 1 1 1 1 1 1 

cu 0.89 0.85 1 1 1 0.95 

familia 0.97 0.97 1 1 1 1 

mananca 0.97 0.97 1 1 0.98 1 

merg 1 0.95 1 0.97 1 0.97 

prieteni 1 1 1 1 1 1 

vrea 1 0.97 1 1 1 1 
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(a) 

 
(b) 

Fig. 10. (a) Real-time Words on Execution Screen-English, (b). Real-time 

Words on Execution Screen-Romanian. 

V. CONCLUSION AND FUTURE WORK 

There is always a necessity for a new natural approach to 
control and communicate with electronic devices and 
machines than the usual digital input approaches like 
touchscreens and buttons which may be limited to healthy 
people more than people with disabilities and diseases. Brain-
to-text is a very modern field of research, and more research 
and gaps can be achieved and fulfilled in this field, especially 
in the medical domain. In this study, a brain-to-text BCI 
system is presented to mentally predict the word in English 
and Romanian languages. The system can help the disabled 
who cannot write or mute people to communicate with others 
or machines in writing in real-time. It will translate the neural 
activity into text using algorithms for feature extraction and 
classification. The three algorithms used in this system show 
promising results like high accuracy and prediction speed, 
especially KNN in English and SVM in Romanian. 

In future work, more feature extraction and classification 
techniques like Fast Fourier Transform (FFT), neural 
networks, etc. may be used to enhance the accuracy and 
prediction of the system, considering increasing the collected 
EEG signals and samples. In addition, more languages like 
Arabic, which is written from right to left and its script is 
totally different from Latin script may be involved to target 
different language speakers. 
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Abstract—Blockchain technology has the advantages of 

decentralization, de-trust, and non-tampering, which breaks 

through the limitations of traditional centralized technology, so it 

has gradually become the key technology of power data security 

storage and privacy protection. In the existing smart grid 

framework, the grid operator is a centralized key distribution 

organization, which is responsible for sending all the secret 

credentials, so it is easy to have a single point of failure, resulting 

in a large number of personal information losses. To solve the 

problems of inflexible access control in smart grid data-sharing 

framework and considering the limitation of multi-party 

cooperation among grid operators and efficiency, an attribute-

based access control scheme supporting privacy preservation in 

smart grid is constructed in this paper. A fine-grained access 

control scheme supporting privacy protection is designed and 

extended to the smart grid system, which enables the system to 

achieve fine-grained access control of power data. A decryption 

test algorithm is added before the decryption algorithm. Finally, 

through performance analysis and comparison with other 

schemes, it is verified that the performance of this system is 7% 

higher than the traditional method, and the storage cost is 9.5% 

lower, which reflects the superiority of the system. Full 

optimization of the access policy is achieved. It is proved that the 

scheme is more efficient to implement the coordination and 

cooperation of multiple authorized agencies in the system 

initialization. 

Keywords—Power grid data; blockchain technology; data 

sharing; fine-grained access control; game strategy; ciphertext key 

I. INTRODUCTION 

With the wide application of big data, fog computing, and 
Internet of Things technology, more and more applications 
store a large number of users' private data in the near-end fog 
node for computing. This solves the problem of insufficient 
storage space or limited computing resources of most mobile 
terminals in the current Internet of Things environment. At the 
same time, with the rise of new network architectures such as 
SDN, the computing, and storage capabilities of edge network 
devices and core gateway devices are continuously enhanced 
[1]. However, because the private data of users can bring 
commercial value to criminals, Internet of Things devices with 
weak performance have become the main target of hackers 
[2]. To prevent the user's data from being stolen, it is 
necessary to authenticate all unknown devices in the 
environment through identity authentication and other 
technical means, and then grant the corresponding device 
access to data after passing the identity authentication. 
However, most of the existing identity authentication schemes 
ignore the user's privacy disclosure in the authentication 

process, including the user's functional attributes, real identity 
privacy and geographical location privacy. 

Power data can be used by other organizations outside the 
grid system, for example, to calculate costs, monitor 
unexpected behavior, and predict future conditions. However, 
the power data of a single smart meter contains private 
information such as household habits, which needs to be 
protected. Therefore, how to balance the availability and 
privacy of power data is a problem faced by the smart grid [3]. 
In addition, RTUs and power consumers want to control 
access from users. Users want to get different power 
information depending on their specific tasks. For example, 
maintainers and system engineers monitor the network, while 
costing and analysis will be performed by auditors [4]. 
Therefore, in the smart grid system, it is particularly important 
to achieve fine-grained access control of power data [5]. 
However, most of the existing smart grid schemes focus on 
information aggregation but ignore the privacy protection and 
access control in the process of power data sharing. 

Blockchain technology is a trusted storage network 
composed of distributed equal nodes, consisting of tamper-
proof block data and automatically executable smart contract 
code, which has the characteristics of tamper-proof, 
coordination autonomy, high security, and trust of 
decentralized decision-making [6]. In the research of data 
sharing mechanisms based on blockchain, Dai Mingjun et al. 
[7] promoted the storage space of blockchain through 
distributed storage (DS) based on network coding (NC). Yang 
Jiachen et al. [8] introduced encryption algorithms to solve the 
problem of distributed secure storage of big data. Wang Zuan 
et al. [9] separated the original data storage and data 
transactions by using a double-chain structure and combined 
with proxy re-encryption technology to achieve secure and 
reliable data sharing. In 2016, Alharbi et al. [10] proposed an 
efficient privacy-preserving identity-based signature (IBS) 
scheme for smart grid communication. In 2017, a smart grid 
communication model [11] was proposed by Sedaghat et al., 
in which the cloud proxy service center, as a trusted third 
party with powerful computing power, is responsible for 
partially decrypting the shared ciphertext to reduce the burden 
of authorized users. In 2019, a privacy-preserving power data 
aggregation scheme [12] was proposed by Liu et al., but this 
scheme does not consider the access control of shared data. 

This paper aims to design a fine-grained access control 
scheme supporting privacy preservation in the cloud 
environment. Firstly, a fine-grained access control scheme for 
data sharing with a completely hidden access policy is 
constructed. Then, based on this, extended research on 
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application scenarios is carried out, and an attribute-based 
access control scheme supporting privacy preservation in a 
smart grid is constructed. 

The main innovations of this paper are: 

1) The access policy and attribute set are transformed into 

vectors, and the access policy is completely hidden. 

2) An attribute-based access control scheme supporting 

privacy preservation in a smart grid is constructed. Combine 

blockchain technology to control data sharing and access. 

3) The scheme in this paper can realize the independent 

work of multiple distribution network operators, realize 

lightweight encryption, and improve decryption efficiency. 

Content and structure of this paper are as follows: 

1) Elaborate the research direction, introduce the research 

background and content; 

2) Introduce the theoretical content of the relevant basic 

content; 

3) Design the security game strategy of power grid big 

data access control system; 

4) Establish a shared data access scheme for power grid 

block chain; 

5) Realize the attribute-based access control scheme for 

the power grid privacy protection; 

6) Summarize the paper and look forward to the next step. 

II. RELATED WORK 

A. Access Control Security Model 

With the rapid development of the ubiquitous power 
Internet of Things (IoT), various IoT intelligent terminal 
devices deployed in the smart grid generate a large amount of 
data. Although the application of cloud Internet of Things 
technology has effectively solved the problem of massive data 
collection, storage and sharing, the smart grid is faced with a 
huge number of intelligent terminal devices deployed in all 
aspects of the grid, users with a sharp increase in data and 
mixed personnel. Therefore, the data privacy security issues 
that involve posing a serious security threat [13]. These 
security threats are mainly manifested in: 

Data security risk: the combination of smart grid and 
Internet of Things technology, and the application of various 
emerging technologies in the smart grid makes the system 
complexity of the smart grid become higher. The security risk 
of various types of data is increased [14]. The application of 
cloud Internet of Things technology effectively realizes the 
collection, storage, and management of terminal data, but 
when it interacts with users, business systems, and power grid 
researchers, the misoperation and illegal access will cause data 
leakage. 

User privacy risk: In the smart grid, while protecting the 
privacy data of ordinary users, it is also necessary to prevent 
the leakage of grid system data. Users' personal information 
and power consumption data belong to users' privacy; and the 
important operation data of each link of the smart grid system 
also need to be protected [15]. In the face of distributed 
attacks by illegal elements, illegal access by malicious users 

and illegal operations by staff, the privacy data of power grid 
users and systems will be threatened. 

B. Safety Requirements 

According to the security threat analysis of data privacy 
protection in the smart grid cloud Internet of Things, effective 
access control methods are adopted to achieve the goal of data 
privacy security, and the following security requirements are 
considered: 

1) Authentication: The identity of the user connected to 

the smart grid control center needs to be authenticated to 

prevent the user from stealing private data under false names. 

Data visitors must be authenticated with the control center in 

both directions [16]. 

2) Data confidentiality: When a visitor in the smart grid 

needs to decrypt and obtain encrypted data, its attribute set 

needs to meet the access policy requirements defined by the 

data owner, and unauthorized visitors cannot access user data. 

3) Anti-collision attack: Unauthorized users cannot 

combine their key information to decrypt the ciphertext 

through the collusion of multiple users. 

4) Forward-backward confidentiality: The newly 

authorized visitor cannot decrypt the previous ciphertext data 

with his own private key; the unauthorized visitor cannot 

decrypt the decrypted ciphertext data [17]. 

5) Data integrity: All kinds of private data must be 

encrypted before they can be transmitted between entities to 

avoid illegal tampering, damage and plagiarism during 

transmission and storage [18]. 

III. POWER GRID BIG DATA ACCESS CONTROL SYSTEM 

The system consists of five main bodies, as shown in Fig. 
1. 

Grid Operator (GO): As a certification center, the GO is 
responsible for setting up the smart grid system, distributing 
GIDs to users, and granting access to users. In addition, GO 
distributes identity keys for legitimate users. 

Multiple Distribution Operators (DGOs): As multiple 
attribute authorities, each DGO is responsible for establishing 
its own domain, managing attributes, and distributing attribute 
keys to users according to the attribute set. 

Cloud storage server: It is responsible for storing power 
data in the form of ciphertext. The cloud storage server does 
not participate in the access control and data decryption 
process. 

consumer

Cloud 

Server
USER

Grid 

operator 
Distributor

upload data Download data
User 

attribute key

User ID

 

Fig. 1. Access Control System Model of Smart Grid. 
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Power data owners: Power data owners include RTUs and 
power consumers. The owner of the power data can define an 
access policy, use it to encrypt the power data, and upload it to 
the cloud storage server. 

Users: Users may be maintainers, system engineers, 
researchers, policymakers, and auditors of power systems 
[19]. After the user downloads the encrypted power data from 
the cloud storage server, if the user wants to decrypt it, he 
needs to prove his identity to GO and initiate a key request to 
DGOs. 

A. Fine-grained Shared Security Game Strategy 

This section will elaborate the security model of the 

scheme based on the security game between the attacker A  

and the simulator B . Among them, the security game will 
have the following stages: 

Initialization: attacker A  sends fine-grained authority 
*

kDGO
 to emulator B , and d gets the public parameter 

pp
 

of the system. 

Authority establishment: for each fine-grain authority, that 

simulator B  runs an authority establishment algorithm. The 

public key kPK
 and the private key kSK

 are obtained, and 

then the public key kPK
 is published to A  [20]. 

Stage 1: Attacker A  submits attribute vector 
y

 and GID 

and initiates a user key challenge to impersonator B . Wherein 

the vector 
y

 is generated by encoding the attribute set 'S  

randomly selected by A . B  runs the user key generation 

algorithm and replies the corresponding ,k jSK
 and gidSK

 to

A . In phase 1, A  may interrogate the key within the PPT. 

Challenge: A  submits two messages 0M
. 1M

of equal 

length and two policy vectors 0x
, 1x

to B . Wherein, the 

vectors 0x
 and 1x

 are respectively encoded and generated by 

the access strategies 
'

0W
 and 

'

1W
selected by A  [21]. But it 

must be satisfy that neither that vector 0x
 nor the vector 1x

 is 

orthogonal 
y

, that is, 0 1( , 0) ( , 0)x y x y    
. 

Simulator B  tosses a coin to generate a random bit 

 0,1 
, and then runs the encryption algorithm to generate 

the corresponding ciphertext 
CT  and sends it to attacker A . 

Stage 2: As in stage 1, A  then makes a user key challenge 

to B . But must satisfy that vector 0x
. Neither 1x

 nor the 

vector 
y

 is orthogonal. 

Guess: A  guesses 


and gives 
'
. If 

' =
, then A  

wins and the winning margin is 

 
1

Pr '
2

AAdv  = = −

. 

B. Threshold Access Policy 

The key technologies of threshold access policy encoding 
are divided into the following two parts: 

1) The access policy W is transformed into a vector x : 

First, the power data owner defines an access policy 

 
1 21, 2, ,, , ,

jn n j nW t t t=
, selects t random coefficients 

i pa Z
, and sets a polynomial 

( )f x
of order 1t −  as 

follows: 

1

1 1 0( )   (  )t

tf x a x a x a mod p−

−= + + +
           (1) 

Then, for each element ,i jt
in the access policy W, the 

component elements of the corresponding vector x are 
generated: 

, ,

,

0

( )  
: 1, , 1

0          

(0)

i j i j

i

i j

L

f t t W
x i L

t W

x f a

 
=  = − 

 


= − = −            (2) 

2) Convert the attribute set kS
 to a vector 

y
: 

Let 
 

1 21, 2, ,, , ,
jn n j nS v v v=

 and 

 
1 21, 2, ,, , ,

jk n n j nU w w w=
 be two attribute sets of the same 

length, where S represents the attribute set of the user in the 

system, and kU
 represents the attribute set managed by the 

authority kDGO
. For a corresponding location that is not an 

attribute managed by kU
, let , 0i jw =

. Define

, , ,

, ,

  

0      

i j i j i j

k k

i j i j

v v w
S S U

v w

=
=  = 

 . Then, calculate the value of 

the Lagrange polynomial , , ( )
i jv S x

 at 0x = , where 

,

,

, ,

, ,

( )
i j

k j

v S k S i k

i j k j

x v
x

v v
 

−
 =

−
. For each element ,i jv

 in the 

attribute set kS
, a component element of the corresponding 

vector 
y

 is generated: 

, , ,

,

(0)  
: 1, , 1

0               

1

i jv S i j k

i

i j k

L

v S
y i L

v S
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Attention: 

, ,, (0) ( )i j i jx y f t v i t S W =  =   ⊥
          

(4) 

The above calculations only appear in the exponential part 
of the decryption phase. 

IV. BLOCKCHAIN SHARED DATA ACCESS SCHEME 

 1, , Lu att att=
 is defined as the global attribute set of 

the system and 
  1 1: 0,1 l k

p pH Z Z
 + + →

 is a collision-
resistant hash function. The specific construction of the 
attribute-based access control scheme supporting privacy 
protection in the smart grid is as follows: 

System initialization: This phase consists of the following 
two algorithms. GO generates the whole system by running 
the system establishment algorithm, and DGOs generates its 
own domain by running the authority establishment algorithm. 

GO-Setup: Run the group generator g to generate the 

bilinear group 1 2 1 2( , , , , , , )Tp g g e G G G
. GO builds N 

authorities for the system, respectively:

1 2, , , NDGO DGO DGO
, where each kDGO

manages a 
mutually exclusive set of attributes

 1 2, , ,
kk nU Att Att Att=

, and k kU n=
. Let 

( , , )
sign

keygen Sign Verify=
be a signature scheme. Select 

the random matrix 

( 1), k k

pA B Z + 
, 

( 1) ( 1)k k

pP Z +  +
, calculate 

1 1 2 2 1, ,A B P AP g P g X g


= = =
, and return the common 

parameter 
pp

 as follows: 

 1 2 1 2 1 2, , , , , , , , , ,Tpp G G G e p g g P P X Verify=
          (5) 

DGOS-Setup: For any authority kDGO
 in the system, 

select two random matrices 

( 1) ( 1), k k

k k pU W Z +  +
 and a 

random vector

1k

k pa Z +
, calculate

1, 1 2, 1 1 2, , ( , )k k kU A W A a A

k k kV g V g Y e g g
 

= = =
, and then publish 

the public key kPK
 of kDGO

 and keep the private key kSK
. 

1, 2,{ , , }, { , , }k k k k k k k kPK V V Y SK U W = =
       (6) 

Authentication and key distribution: When a user joins the 
system, GO assigns a unique GID to the user. If the user wants 
to decrypt the ciphertext, first, the user needs to convert the 

attribute set S into a vector 
  1,jy y j L= 

, the user needs 

to submit the attribute set S and the attribute vector 
y

 to 
request the key from GO. For the legal user who has 
completed the registration, GO will distribute the identity key 

gidSK
 with the signature to the legal user by running the 

identity key generation algorithm. Next, the user needs to 

submit the attribute set S, the attribute vector 
y

, and the 

identity key gidSK
 with the GO signature to request the 

attribute key from the DGOs. Each kDGO
 then uses Verify 

to verify the signature. Once the verification is passed, each 

kDGO
 generates attribute keys ,k jSK

 by running the 
attribute key generation algorithm and sends them to the user. 
This process involves the following two algorithms: 

Identity key generation (GO-KeyGen): For the 
authentication center GO in the system, randomly select two 

vectors 

( 1) ,k k

p pZ r Z + 
 and calculate the user identity key: 

2

r

u

gidSK P +=
              (7) 

Where, 
( , )u H GID y=

. 

Attribute key generation (DGOS-KeyGen): For each 

authority kDGO
 in the system, it is first necessary to convert 

the attribute set kS
 into a vector 

1
{ | [1, ], }

N

j k kk
y y j n n L

=
=  =

, where k kS S U= 
, 

according to Section 4.1.5, and then calculate the user attribute 
key: 

, 2 [( ) ]kj kk
y W

k j gid

U
SK g SK


 + =

          (8) 

Data release: The power data owner defines an access 

policy W, and converts it into a vector x ; then, the power 

data pM
 is encrypted by the following encryption algorithm, 

and the ciphertext pCT
 is uploaded. 

Encrypt: For the power data owner in the system, 

randomly select two vectors 

*, k

ps s Z
 and calculate the 

ciphertext 

*

0 1 ,{ , , , , }k j kp jCT C C C C C=
 as follows: 
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Data recovery: Any user can access the power data 

encrypted in the cloud, but only when S W⊥ , the authorized 
user can successfully decrypt it. In order to reduce the cost of 
decryption, the decryption process is divided into two stages: 
decryption test and complete decryption. The user first runs 

the test algorithm to verify S W⊥  or S W . If 
( , ) 1F W S =

 
is output, the user runs the full decryption algorithm; 
otherwise, the decryption is terminated. Details are as follows: 

Decryption Test Phase: User calculation: 

1
*

1

( , ) j

l
y

j

j

F W S C
+

=

=
           (10) 

Attention: 
1

( , ) 1 0
L

j jj
F W S x y S W

=
=  =  ⊥ . If 

output 
( , ) 1F W S =

, so, it represents S W⊥ , then the user 
will proceed to the next stage for full decryption; otherwise, 
the user will terminate decryption. 

Dec-Phase: Once the above test Phase is passed, it 

indicates S W⊥ , and the user has performed the following 
calculations: 
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V. ATTRIBUTE-BASED ACCESS CONTROL SCHEME FOR 

PRIVACY PROTECTION IN POWER GRID 

System initialization Setup1 (PK, MSK): 

Enter the security parameters to obtain the public key PK 
and the master key MSK. 

Encrypt (M, PK, W) CT: Input message M, public key PK, 
and access policy W to get ciphertext CT. 

Key GenPK, MSK, S SK: Input public key PK, master key 
MSK and attribute set S to get user key SK. 

Decrypt CT, SK, PK M or: input ciphertext CT, user key 
SK and public key PK, if S W, output message M; otherwise, 
the algorithm aborts and outputs. 

System Setup (GO-Setup): This phase is executed by GO, 

which inputs security parameters 1  and obtains system 

public parameters 
pp

, as well as a pair of signature and 
authentication keys (Sign, Verify). 

DGOS-Setup: This algorithm is executed by DGOs, which 
inputs the subscript k of DGOk and outputs the public and 
private keys. 

User key generation (KeyGen): includes two stages of 
identity key generation and attribute key generation, as 
follows: 

1) Identity key generation phase (GO-KeyGen): This 

phase is executed by GO. Input the global identity GID of the 

user to get the identity key gidSK
 of the user. 

2) Attribute key generation phase (DGOS-KeyGen): This 

phase is performed by DGOs, inputting the private key 
kSK

and the encoding vector y
 
of the attribute set S, and then 

outputting the attribute key 
,k jSK

 
of the user. 

Encrypt: The algorithm is run by the owner of the power 

data, inputting the public key kPK , power data 
pM , and the 

encoding vector x  of the access policy W, and outputting the 

power data in encrypted form 
,k jSK . 

Decrypt: This algorithm includes two phases: decryption 
test and full decryption, as follows: 

1) Decryption Test Phase: Input the power data pCT
 in 

encrypted form and the encoding vector 
y

. If 
( , ) 1F W S =

, 

proceed to the next phase; otherwise, the algorithm is aborted. 

2) Complete Decryption Phase (Dec-Phase): Input the 

power data 
pCT

 
in encrypted form, the encoding vector y , 

the user's attribute key 
,k jSK and the user's identity key 

gidSK , and output the power data 
pM

 or 
⊥ . 

VI. EXPERIMENTAL ANALYSIS 

A. Experimental Platform 

The experimental environment builds a micro-cloud 
environment to simulate the big data service under the cloud 
platform. The server-side and client-side configurations are 
shown in Table I. 

This paper is based on the Pairwise Cryptography 
Laboratory (PBC) and uses 160-bit elliptic curve groups over 
a 512-bit finite field, which are used to calculate the cost of 
the test operation and the decryption operation. 

B. Performance Analysis 

In the simulation test, 1GE
, 2GE

and TGE
 respectively 

represent the time cost of an index operation in 1G
, 2G

 and 

TG
. WN

and SN
 represent the number of attributes in the 

access policy and user attribute set, respectively. The ê  
represents the time cost required to compute a bilinear 

function. The 
( )O H

 represents the time required to compute 

a hash function. The ip
 indicates the number of possible 

values for a multivalued attribute. 

1) Theoretical analysis: In Table II, this scheme is further 

compared with scheme [22-25] from four aspects of key 

generation cost, encryption cost, test cost and decryption cost. 
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TABLE I. EXPERIMENTAL PLATFORM CONFIGURATION PARAMETERS 

Configurations 
Type 

Server side Client side 

CPU Core(TM) i7-10900k4.6GHz Core(TM) i5-10400f 4.3GHz 

Memory 128G 16G 

System Windows Server LTSC Preview Windows 11 

TABLE II. PERFORMANCE COMPARISON OF SMART GRID ACCESS CONTROL SCHEMES 

Plan Types Independent authorized agency Decryption test Full hiding strategy IPE Adaptive safety 

[22] MA-ABE √ × × × × 

[23] MA-ABE √ × × × × 

[24] MA-ABE √ × × × × 

[25] D-MA-ABE × × √ √ √ 

The plan MA-ABE √ √ √ √ √ 

TABLE III. COMPARISON OF COMPUTATIONAL COMPLEXITY OF SMART GRID ACCESS CONTROL SCHEMES IN DIFFERENT STAGES 

Plan 
User key generation Encryption Decryption test Fully decrypted 

EG2 O(H) e EG1 EGT e EG1 EGT e EG2 EGT 

[25] NS NS 1 1 + NW 1 - - - 2 2 2piNS 

The plan NS 0 1 1+3NW 1 0 piNS 0 1 3piNS 3 
 

It can be seen from Table III that this scheme is more 
efficient than the scheme [25] in the key generation and 
decryption stages because of the calculation of the hash 
function in the scheme [25]. 

2) Simulation test: The actual performance of the present 

protocol and the protocol [25] will be tested. The results show 

that, compared with the scheme [25], the present scheme has 

obvious advantages in both the key distribution phase and the 

decryption phase. Fig. 2 shows the comparison of the storage 

cost of this scheme and the scheme [25] in each stage of the 

algorithm. In the simulation, the lengths of the elements in the 

bilinear groups 1G
, 2G

, and TG
 are set to 512 bits. Assume 

that there are 10 authorities in the system, that is, 10N = , 

and specify that each authority manages five attributes. 
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Fig. 2. Storage Cost Comparison. 

It can be seen from Fig. 2 that, compared with the scheme 
[25], the construction of this scheme requires less space to 
store the public key and the secret key of the user. Fig. 3, Fig. 
4 and Fig. 5 respectively show the running time comparison of 
the user key distribution algorithm, the encryption algorithm 
and the decryption algorithm in this scheme and the scheme 
[25]. 

Fig. 3 shows that the running time of the user key 
distribution algorithm of the two schemes increases linearly 
with the number of attribute sets. 

As can be seen from Fig. 4, the efficiency of the 
encryption algorithm in this scheme is obviously low, which is 
a compromise for security performance. 
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Fig. 3. Comparison of Secret Key Generation Time. 
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Fig. 4. Time Comparison of Encryption Algorithms. 

 

Fig. 5. Time Comparison of Decryption Algorithms. 

As shown in Fig. 5, the decryption test algorithm in this 
scheme takes significantly less time than the full decryption 
algorithm. If the attribute set of the user does not satisfy the 
access policy, the scheme only executes the decryption test 
algorithm and does not need to execute the complete 
decryption operation. Due to the decryption test operation, the 
time required for successful decryption of the present scheme 
is much shorter than that of the scheme [25]. 

C. Discussion 

If the distributions of encryption and decryption are 
statistically similar, there is no one simulator B that can 
distinguish the two strategies by any advantage. 

Proof: In the challenge phase, simulator B randomly 
selects A, to satisfy. 

Then generate: 

, ,ˆ ˆ( )( ) ( )

1

)

1 1

ˆ(

,
b j k b j k

x P U As s xb b bP As s U As s

k jC g g g
  ⊥ ⊥ ⊥+ + + +

= = 
      (12) 

Given 
ˆ

1 11 2,, , kA As b s U A Bgg g g
⊥+

, this term 
( ˆ)

1
k As b sU

g
⊥ +

 
is 

uniformly distributed in the group. Therefore, there is no 

adversary that can distinguish strategies 
3Game
 and 4Game

 
with any advantage. 

In the strategy 
4Game , in the opponent's view, the choice 

of b by the simulator B is statistically independent, and the 
opponent cannot win the strategy by any advantage. 

If the K-Linear assumption holds, the privacy-preserving 
power data access control scheme is IND-CPA secure. 

It is proved that under the k-Linear assumption, based on 
the proof of the above lemma, the attacker's advantage in 
winning the real security strategy is negligible. Therefore, the 
attacker cannot break the scheme in the PPT. 

VII. CONCLUSION 

In this paper, a fine-grained access control scheme is 
proposed to support data sharing in the smart grid. The main 
work includes: 

1) The decentralized attribute-based encryption scheme is 

extended to the smart grid system, which is based on a more 

flexible threshold access structure. 

2) In order to improve the efficiency, a test phase is added 

before the data is completely decrypted, which avoids many 

unnecessary decryption operations. 

3) Based on the k-Linear assumption, it is proved that the 

scheme achieves adaptive security. 

Performance analysis shows that this scheme has obvious 
advantages compared with similar schemes. 

The content of this paper can protect the privacy 
information of the trajectory data, and improve the availability 
of the data. Finally, through the experimental verification, it is 
proved that the proposed method not only protects the privacy 
information of trajectory data but also improves the 
availability of data. 

In the next step, when the privacy budget is allocated by 
the special series method. Although infinitely many points can 
be protected, if there are too many position points in trajectory 
data, the smaller the privacy budget allocated to the later 
position points is, the larger the corresponding added random 
noise is. Then, the availability of the data will be reduced. 
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Abstract—With the increasing evolution of advanced 

technologies and techniques such as the Internet of Things, 

Artificial Intelligence and Big Data, the traffic management 

systems industry has acquired new methodologies for creating 

advanced and intelligent services and applications for traffic 

management and safety. The current contribution focuses on the 

implementation of a path recommendation service for paramedics 

in emergency situations, which is one of the most critical and 

complex issues in traffic management for the survival of 

individuals involved in emergency incidents. This work mainly 

focused on the response time to life-threatening incidents, which is 

an indicator for emergency ambulance services and for 

recommending a fastest ambulance route. To this end, we propose 

a hybrid approach consisting on a local approach using machine 

learning techniques to predict the congestion of different sections 

of a map from an origin to a destination, and a global approach to 

suggest the fastest path to ambulance drivers in real time as they 

move in OpenStreetMap. 

Keywords—Recommendation systems; emergency urban traffic; 

ambulance mobility; emergency navigation services 

I. INTRODUCTION AND MOTIVATION 

Nowadays traffic congestion represents a real major issue 
for all societies and also an inconvenience for the townspeople 
because of the increase of population and vehicles in an urban 
zone. The level of these challenges encountered varies from one 
region to another depending on road infrastructure resources, 
road safety education, people's behavior [1], etc. Traffic 
blockage becomes one of the major and most difficult problems 
in various urban areas according to the negative effects it 
induces to the various actors of the road: road users, 
pedestrians, police officers, which in turn result in various 
social and economic problems according to [2]. Among these 
effects and by the observation that the frequency of road 
accidents and their effects are increasing. more and more every 
day [3]. Therefore, most of the ministries of equipment and 
transport over the world have invested in road infrastructures 
by installing the latest generation technologies and solutions to 
be able to reduce the level of stress and save the lives of 
citizens. Moreover, the emergency rescue research is receiving 
more and more attention. The most important factor in an 
emergency rescue is rescue timeliness, and often makes a 
difference between life and death [4]. 

However, finding an effective response to this challenge is 
considered as complex and tedious research topic in the 
literature. Despite the advances and published results of 
scientific contributions on this topic, this challenge remains 
open. This complexity is compounded when other constraints 

or factors must be met, such as the inability to create emergency 
lanes due to narrow roads, undeveloped urban road 
infrastructure, etc. 

In this paper the proposed approach consists of offering an 
emergency mobility service with the advantage of continuously 
recommending to ambulance drivers with the fastest way to 
reach the destination. The data used comes from road 
infrastructure sensors, Internet of Things installed in roads, etc. 
as well as data from previously traveled routes, such as 
incidents, line changes, travel time, traffic flow, etc. All these 
data enable us to calculate the speed interval and travel duration 
for every route taken by an ambulance in response to an 
emergency. In this contribution, this paper mainly focuses on 
how to reduce ambulance travel time by addressing the 
challenges of an efficient ambulance response. To achieve this 
goal, the proposed approach is twofold: 1) to analyze the 
mobility of emergency ambulances and identify the main 
factors preventing their travel, and 2) to model the fastest travel 
recommendation solution to improve ambulance mobility time 
by focusing on data collection from roadway infrastructure 
sensors, archived data on confirmed past travel history. 

The remainder of the paper is organized as follows. Section 
II exposes a related work on path recommendation solutions for 
Emergency Medical Transportations (EMTs) in emergency 
states presented in the literature. Section III details the 
constraints to be considered when proposing an emergency path 
recommendation solution. Section IV describes the multilayer 
architecture of the proposed recommendation solution. Section 
V explains the multi-agents modeling approach, while data and 
random traffic generation used for an experimentation is 
exposed in section VI. Section VII presents details of the 
proposed hybrid approach for predicting the traffic state based 
on machine learning techniques, and proposing the fastest path 
to a destination in real-time using Dijkstra algorithm. Finally, 
Section VIII concludes the paper and presents some future 
works. 

This section starts by exposing some interesting finding 
published in literature concerning the prediction of travel path 
for emergency vehicles (EV). Then it focuses on some 
important machine learning algorithms predicting urban traffic 
congestion. 

II. LITERATURE REVIEW 

A. Trajectory Prediction for Emergency Vehicles 

Traffic congestion contributes greatly either indirectly or 
directly to both economic and health losses in countries. 
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According to [5], other repercussions of traffic jams include 
pronged time loss, especially during peak hours, mental stress, 
traffic accidents, air pollution, noise, and disturbance [6]. 
Therefore, it is difficult for emergency vehicle services to 
achieve short response times during interventions without using 
effective advanced solutions, techniques and technologies. In 
the literature, several approaches have been proposed to reduce 
ambulance response time. This delay is mainly due to several 
traffic lights management, uncontrolled intersections, that 
creates a crowd of vehicles and thus puts ambulances on hold. 

The work presented in [7] suggests a solution to make on 
the traffic lights for ambulance from the start position to the 
scene of an incident or where a patient is. However, the 
proposed solution is very restrictive since signalized 
intersections could present colossal travel delays. So the most 
generally taken on procedure for EV prioritization is traffic 
light need control. In the same context, authors in [8] propose a 
method of controlling traffic lights and performing the 
aforementioned task to allow the ambulance to cross all 
intersections without waiting. However, road signs remain an 
uncontrollable problem. 

Authors in [9] propose an Android application with an 
Internet of Things (IoT) network model for an EV routing using 
Fuzzy logic-based data fusion. The data fusion approach 
calculates the exact congestion for a certain place by taking into 
account crowd inputs and sensory data. However, the suggested 
system requires the crowdsourced data to be assessed for trust 
in order to confirm the identity of the crowdsourced user. 
Moreover, strong communication protocols are required when 
using IoT in order to reduce the danger of security threats. 

In other work, [10] uses radiofrequency sensors to count 
vehicles, which are equipped with radio frequency 
identification tags, to propose a dynamic traffic signal as a 
solution to avoid ambulance blockage. However, the proposed 
solution is also very restrictive since vehicles should be 
equipped with radio frequency identification tags. 

The work in [11] proposes a unique decentralized approach 
to geofencing based on radio frequency and global navigation 
satellite system that allows emergency service vehicles to pass 
through intersections with the least amount of delays by giving 
them the right of way green signal. In the same context [12] 
proposed a cooperative vehicle-road scheduling method that 
includes a real-time route planning module and a group traffic 
signal management module. 

The approach presented in [13] provides green indicates to 
help EV to pass through intersections quickly without stopping, 
and restores the road network to the normal situation as soon as 
possible by using linear programming to find the shortest green 
time in each phase after an EV passes the intersection. 
However, the proposed contribution does not take into account 
the dynamics the global traffic state and the impact of a 
scheduling strategy on the ordinary vehicles. 

The authors in [14] propose an algorithm for finding the 
shortest or fastest path. This algorithm based on Ant Colony 
Optimization with Fuzzy Logic to deal with local path planning 
for obstacle avoidance by taking into account wind, flow air, 

and dynamic obstacles. However, the weakness of this 
approach is that the response time of the algorithm is very slow. 

In the same context, [15] and [16] proposed an ASNN-FRR 
(A traffic-aware neural network for fastest route 
recommendation) model suggesting a fastest route 
recommendation. This model uses two powerful predictors for 
g(⋅) and h(⋅) functions of A* algorithm respectively, to find 
fastest path between two points origin-destination (OD) based 
on travel time estimation. However, the trajectory 
recommendation is given initially, the problem here is that the 
authors do not take into account that urban traffic changes over 
time. 

By collecting and analyzing social media data and using 
new technologies of granular computing that transforms big 
data collections into granular information, [17] proposes a 
fastest path optimization model to incorporate the impact of 
traffic events and generate the optimal routing strategy. 
However, the obtained results show that the strategy is good for 
public transport and not for the emergency vehicles. 

To help EVs such as ambulance, fire engine, and police 
vehicles to greatly benefit from accurate path prediction 
systems, [18] and [19] suggested a ventilation network model 
to automatically assess and determine potential escape routes. 
A variant of Dijkstra's algorithm is used to forecast intricate 
pathways between any two sites across a model. However, the 
proposed model uses data from the begin and not take in 
consideration frequent traffic changes. 

The proposed approach in [4] offers a data-driven system 
for precisely predicting the path taken by an ambulance moving 
with blue lights and sirens in response to an emergency 
situation. This technique calculates the typical response time of 
an ambulance to an emergency call using historical data, and 
then estimates the travel time from these speeds for each route. 
Finally, it finds the quickest path between any beginning and 
finishing points using a common graph-theoretic approach 
based on Hidden Markov model. However, historical data can 
only be used to make predictions; in contrast, emergency 
situations need using real-time data. 

The work of [20] uses the technique of multiple classifiers 
with maximum vote to predict the route to the destination with 
the highest degree of accuracy and select the best path to reach 
the destination as quickly as possible. Three algorithms—the 
artificial neural network (ANN), the k-nearest neighbors 
(KNN), and the support vector machine (SVM) are the 
foundation of this system. As classifiers, which can't foresee the 
quickest path between two points. By and by, the real travel 
season of a similar route can be exceptionally irregular at 
various times or simultaneously of day on various days, because 
of the blockages from vehicles. 

B. Traffic Congestion Prediction 

Several interesting contributions focus on traffic congestion 
prediction problems to avoid traffic jams and minimize travel 
time. The objective of this subsection is to present some of them 
in order to highlight the most used techniques. 

Table I shows the comparison of Proposed Approach with 
Existing works in Literature. 
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TABLE I. COMPARISON OF PROPOSED APPROACH WITH EXISTING MODELS 

Reference Methodology 
Prediction 

studies 

Target 

domain 

Prediction 

by area 

Prediction on 

intersection 

Runtime 

prediction 

for EVs 

Historical 

Data 

/Runtime 

Data 

[20] 
ANN 

And KNN 

Machine 

learning 

predict  

congestion     

[21] Genetic Algorithms 
Probabilistic 

reasoning 

analayse short- 

term congestion.     

[22] Genetic Algorithms 
Probabilistic 

reasoning 

predict congestion at desired 

point.     

[24] 
particle swarm 

optimization  

Probabilistic 

reasoning 

predict the urban  

traffic congestion     

[25] 
KNN, SVM, Hybrid 

Model 

Machine 

learning 

short-term volume  

prediction     

[26] Extended Kalman filter 
Machine 

learning 

Traffic Congestion 

Estimation     

[27] 
neural 

network 

Machine 

learning 
predict congestion 

    

[28] Bayesian network 
Probabilistic 

reasoning 
congestion probability 

    

[29] 
deep  

learning 

Machine 

learning 

traffic  

flow     

[33] fuzzy logic inference 
Probabilistic 

reasoning 

Traffic Flow 

Detection     

[34] 
Evolutionary Crisp Rule 

Learning  

Probabilistic 

reasoning 
predict congestion level 

    

[36] 
Fuzzy logic 

evaluation 

Probabilistic 

reasoning 

Traffic pattern  

determination     

[37] SRHTCP (fuzzy logic) 
Machine 

learning 
predict congestion level 

    

[38] 
Artificial neural 

network 

Machine 

learning 
T. Congestion state 

    

[39] Regression model 
Machine 

learning 
Traffic congestion score 

    

The Proposed 

Solution 

Sliding  

Window 

Machine 

learning 
predict traffic congestion level 

    
 

The approach suggested in [21] that the combination of a 
Genetic Algorithm and the Cross Entropy method for the 
optimization of a Parallel Hierarchical Fuzzy Rule-Based 
System would help to develop a synergy between exploration 
and exploitation to improve the system's parameters. 

The authors in [22] designed an approach based on 
hierarchical fuzzy rule based system and genetic algorithms to 
build traffic congestion prediction systems from a large number 
of input data. However, this approach does not take into 
consideration many parameters that will have to be obtained in 
real time. 

In the same context [23] and [24] estimate and predict traffic 
congestion in large-scale urban regions using a fuzzy 
comprehensive evaluation method. This method involved 
mapping the floating vehicle in sample points using data from 
its route. However, the authors focus on the traffic prediction 
on the roads and don’t take in account the intersections where 
the congestion is more interesting to manage. 

In the paper [25], a hybrid model of SVM and KNN is 
proposed as a short-term prediction technique for highway 
exiting traffic. However, the problem is that the traffic data are 
not strictly periodic. For example, in the normal day the peak 

hours could vary from 4:30pm to 6:00pm, but on weekdays 
usually happen in afternoon. In the same context, the work 
presented in [26] consists on creating a multimodal Big data 
fusion framework for traffic congestion prediction. This work 
uses a highway traffic dataset to predict traffic travel times 
using data mining predictive and Extended Kalman filters. 
However, the weakness of the approach lies in the non-use in 
the traffic data used of certain important qualified parameters 
such as time and area. 

The works proposed in both [27] and [28] are based on the 
Bayesian Network analysis approach to model the probabilistic 
dependency structure between causes of congestion on a 
particular road segment and analyzing the probability of traffic 
congestion given various roadway condition scenarios. 
However, the obtained results show that the both approaches 
take a lot of time for making prediction, and thereafter cannot 
be considered as real time solution. 

In [29], offers a fusion deep learning model that takes 
spatial-temporal correlation into account in order to address the 
issue of predicting urban road traffic flow and increase 
prediction accuracy. 
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Referring to the literature, this work can summarize that the 
challenge of emergency traffic recommender systems is still an 
open problem and the proposed approaches are not complete to 
be used in such situations. Firstly, the majority of these evoked 
contributions attempt to forecast traffic flows for a specific area 
of the urban road network and are mainly based on the 
variations of the time series specific to this area. However, they 
must take into account the entire region, including origin and 
destination, as a whole. Also, the prediction response must be 
provided at runtime and continuously. In addition, most traffic 
jam prediction are for road segments and not for intersections, 
despite the fact that most of the time traffic jams start from 
intersections. 

This motivates us to propose an emergency traffic 
recommender system combining optimal path problems and 
real-time congestion prediction to find the fastest route from an 
origin to a destination. This system is based on a flexible 
architecture having the advantage to collect useful information 
gathered from road infrastructure, traffic tracking, etc., and to 
process and provide real-time congestion prediction using 
machine learning algorithms and in particular classification 
algorithms. The main reason for choosing classification 
algorithms is that their processing time is lower than deep 
learning algorithms according to [30], and they also meet the 
goal of reaching a fastest path. 

III. RESEARCH METHODOLOGY 

The objective of the current contribution is to propose an 
emergency traffic recommendation solution having the 
advantage of proposing fastest routes from an origin to a 
destination while avoiding as much as possible that ambulances 
get stuck in traffic jams during their travels. The 
implementation of such an emergency traffic recommendation 
system requires massive empirical data to build the most 
appropriate and fastest path for ambulance drivers. Therefore, 
this paper proposes a flexible architecture that has the 
advantage of collecting all the required data from the 
environment and also of processing them in real time to respond 
to the travel emergency. 

The proposed architecture uses techniques to collect, filter, 
store and process the data in real-time, and machine learning 
algorithms to analyze and predict the fastest path in real time 
throughout the mobility. 

To build this architecture, we started by understanding, 
identifying, and analyzing all parameters involved in the 
emergency traffic recommendation process before the 
modeling phase. The necessary parameters we have identified 
mainly belong to two main categories: static and dynamic 
parameters. Static parameters refer to data that do not change 
during the period of travel, such as infrastructure data, traffic 
signals, road structures, red light scheduling, etc. While the 
dynamic category focuses on variables whose values change 
over time, such as traffic trips. 

Traffic congestion prediction has two essential steps of 
forecast model development and data collection. Each step of 
the process is important and, if performed incorrectly, could 
have an impact on the results or consequences of the next steps. 
After data collection, data processing assumes an imperative 

part to prepare the training and testing datasets, and help to 
predict the traffic flow as well as an estimated traffic congestion 
state. In addition, proposed traffic datasets are divided into two 
categories: stationary data and probe data. Additional 
categories for fixed information includes sensor and fixed 
cameras. Probe data includes data collected from GPS or 
applications installed on vehicles, traffic parameters we have 
identified mainly belong to two main categories: static and 
dynamic parameters. Static parameters refer to data that do not 
change during the period of travel, such as infrastructure data, 
traffic signals, road structures, red light scheduling, etc. While 
the dynamic category focuses on variables whose values change 
over time, such as traffic trips, data collected by IoT connected 
objects, or sensors, driver behaviors, traffic flow, etc. Fig. 1 
summarizes the components and parameters taken into account 
by the proposed architecture. 

In order to propose a flexible model for emergency traffic 
services for the case of ambulance mobility, this paper was 
interested in the use of multi-agent system (MAS). That is more 
adapted to this case and meets our needs perfectly. Moreover, 
it has the ability to hold the properties of distributed systems, to 
meet the required coordination which consists in organizing the 
cooperation between the connected objects by sharing 
knowledge and relying on the capabilities and knowledge of 
each entity, and to adapt to artificial intelligence techniques. 
For all these reasons, in this paper, we have opted for SARL 
(Multi-agent programming language of system) as an agent 
programming language because of its robustness, the multitude 
of features offered, etc.  the proposed architecture is shown in 
Fig. 2. 

The Fig. 3 represent the main layers of the emergency traffic 
recommender system concern the multi-agent system module, 
a data management module represented by a NoSQL solution 
(mongoDB in this work), an extraction and decision module for 
traffic management, and a mobility services module that 
represents the interface of the recommendation system offering 
to the ambulance drivers real-time positioning information, the 
fastest path between a departure point and destination, etc. This 
last module interacts with the multi-agent system module, 
which through the agents, allows to manage each physical 
object (sensors, IoT, etc.). These agents are permanently 
connected to the road infrastructure. Based on the information 
collected from the physical infrastructure, this module is able 
to compose the required event or task using a coordination 
process and send it to the navigation services module. 

The Traffic Management Extraction and Decision module 
provides the overall decision on the appropriate measure of 
mobility, fluidity in the segments and nodes to traverse to reach 
a destination from an origin. This decision is based on historical 
urban traffic states, data collected in real time by the multi-
agent system. To implement the proposed solution, we propose 
a hybrid approach: 1) a local approach dedicated to traffic 
prediction based on a learning algorithm and 2) a global 
approach to propose the fastest path from an origin to a 
destination based on the output of the local approach. 

The aim of the next section is to detail the proposed MAS 
module. 
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Fig. 1. The Proposed Architecture for Emergency Traffic Recommendation System. 

 

Fig. 2. An Architecture of Multi-Agent with SARL. 

 

Fig. 3. The Proposed Architecture for Emergency Traffic Recommendation System. 
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IV. MULTI-AGENT SYSTEM MODELLING 

To recommend the shortest time-based path in the case of 
an emergency from a departure point to an arrival point for an 
ambulance driver, the proposed approach was interested in the 
use of multi-agent systems, we have opted for SARL as an 
agent programming language that provides a set of concepts for 
the development of holonic systems (agents composed of other 
agents, with possibly new capacity) and based on events for 
communication between agents. 

The proposed MAS contains five categories of agent: 

• The maps agent, which is responsible for the simulation 
of traffic on the map, the input and the output of the 
agent vehicle, and also communicates with the other 
agents, for example giving the current coordinates to the 
ambulance agent. 

• The sensor agent, responsible to collect data for each 
section on the map. For each section, we have two 
sensor agents positioned at the entry and exit of the 
section. The aim of this agent is to calculate the flow and 
the density of the vehicles on each section. 

• The Intersection agent that takes control of the traffic 
light and priority of an intersection. 

• The vehicle agent. 

• The ambulance agent which represents the ambulance 
driver. 

Table II summarizes all functions and events used to 
communicate between agents. 

The agent ambulance needs to make a decision at each 
intersection from the origin to destination. So to choose the 
right direction it will communicate with the map agent to get its 
current position after that communicate with all sensor agents 
in each section of the road from its position to the arrival point 
to get the traffic condition for each section at instant T and used 
to predict the traffic condition at T+∆t to find uncongested road 
segments that will allow it to reach the arrival point. 

According to fluid mechanics, the flow rate q is equal to the 
product of the concentration k and the velocity of the flow v, 
the average velocity for a traffic flow at time t and point x is 
defined by the ratio between the flow rate and the density such 
that: 

v(𝑥, 𝑡) =
𝑞(𝑥,𝑡)

𝑘(𝑥,𝑡)
                (1) 

Therefore, the proposed methodology was adopted to 
predict the flow and density of each section on the map and then 
calculate the average speed as a function of time to cross each 
different section. The main idea of this study is to identify 
similar patterns from the historical data of density and flow, and 
as an input real time data to predict the next state of the Traffic. 

TABLE II. AGENT TYPES USED IN PROPOSED MULTI-AGENT SYSTEMS 

Agent Event Functions 

Intersection 

TrafficLightEvent: for each ΔT the 

Intersection agent send the traffic light 

condition to the maps agent 

control the traffic 

light and priority 

of intersection  

Vehicle 

SendPositionEvent: for each ΔT the 

vehicle agent sends their position to 

the maps agent: to get permission to 

move to the next position. 

move from 

intersection to 

other  

Maps 

After receiving the request from the 

vehicle agent to change their position, 

depending on the capacity of the red 

light or the priority the agent maps to 

verify the request, if possible it emits 

ChangePositionEvent: to give 

permission to the vehicle agent to 

change his position. 

In addition, the maps agent is able to 

detect every vehicle entering or 

leaving on section j, and it sends this 

information to the input sensor agent j 

and output sensor agent j. 

simulation of 

traffic 

Sensor 

after receiving the request from the 

ambulance agent, it uses the 

information received from the maps 

agent to calculate the flow and density 

and send SendEtatTrafficEvent to 

respond to this request. 

calculate traffic 

flow, density and 

speed 

Ambulance 

GetEtatTrafficEvent : send message to 

Sensor Agent to get (flow and density 

) of each edges of maps. 

is VehicleAgent 

with some 

exception (move 

from an origin to 

destination, 

always have a 

priority in 

intersection) 

V. DATA AND RANDOM TRAFFIC GENERATION 

To evaluate the proposed approach and given the lack of 
empirical data, we were interested in randomly generating data 
representing vehicles, on road sections and intersections, that 
move randomly with a constant speed. The main properties of 
this traffic generation are presented as follows. 

• Initialization at t=t0: Assign to each intersection a 
number of vehicles NV. 

•  For each intersection I at time t with the number of 
vehicles NVi(t), assign to each exit section of 
intersection I a random percentage XTi(t) % of NVi(t). 

• The exit sections of an intersection I correspond to the 
entry sections at other intersections J1, J2, ...Jn. 

• the following equations are presented by [31]. 

• The traffic flow is the number N of vehicles passing a 
period Δt at point x, 

𝑄∆𝑡(𝑥) = 𝑄(𝑥, 𝑡 →  𝑡 + ∆𝑡) =
𝑁

∆𝑡
             (2) 
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• The density K is the number M of vehicles between x 
and x+Δx at time t. 

𝐾∆𝑥(𝑡) = 𝐾(𝑥 →  𝑥 + ∆𝑥, 𝑡) =
𝑀

∆𝑥
             (3) 

• These two equations (1) and (2) allow us to calculate the 
time needed to go from an intersection I to an 
intersection J. 

An example of traffic visualization after vehicle generation 
is shown in Fig. 4 

A. Data Mining 

It incorporates choice interaction as information 
determination, pre-handling as information cleaning from 
missing qualities, copies, inconsistencies, and incorrect 
information, dimensional reduction transformation using 0–1 
ranges for normalizing, and choice interaction as information 
determination. By using the formula below, it is very likely 
possible to determine data normalization. 

𝑉𝑖 =
𝑣−𝑚𝑖𝑛𝑎

𝑚𝑎𝑥𝑎−𝑚𝑖𝑛𝑎
(𝑛𝑒𝑤_𝑚𝑎𝑥𝑎 − 𝑛𝑒𝑤_𝑚𝑖𝑛𝑎) + 𝑛𝑒𝑤_𝑚𝑖𝑛𝑎  (4) 

Where: 

• vi = updated data following normalization. 

• V =normal data (without normalization). 

• new_maxa = the new maximum value is 1. 

• The new mina variable's maximum value is 0. 

• maxa = the column's highest value. 

• mina is the column's lowest value. 

B. Algorithm for Congestion Coloring in Sections and 

Intersections 

The upstream and downstream movements of road 
segments in a road network frequently have an impact on the 
traffic conditions of those segments. For instance, congestion 
frequently starts on one or more road segments and expands to 
other road segments over time. Fig. 5 illustrates congestion by 

assigning colors to road segments; the red, yellow, and green 
lines represent congested, slightly congested, and uncongested 
road segments, respectively. 

To visualize changes in congestion on a map, we propose to 
color the sections and intersections according to the following 
two rules: 

Rule 1 — CIj is the maximum capacity of the intersection 
J, so if the value of NVj(t) approaches CIj then it will have 
congestion. Three classes of congestion are considered by this 
experiment: Class 0 for NVj(t)<= CIj/3 (green coloring), Class 
1 for CIj/3< NVj(t) <= 2CIj/3 (yellow coloring) and Class 2 for 
2Cj/3< NVj(t) <= CIj (red coloring). 

Rule 2 — CTk is the maximum capacity of the section K, 
so if the value of XVk(t) approaches CTk then it will have 
congestion. Three classes of congestion are considered in this 
experiment: Class 0 for NVk(t)<= CTk/3 (green coloring), 
Class 1 for CTk/3< NVk(t) <= 2CTk/3 (yellow coloring) and 
Class 2 for 2CTk/3< NVk(t) <= CTk (red coloring). 

The idea is to exploit the fact that traffic jams move, 
dissipate or form from one section to another or from one 
intersection to another [32]. In order to recognize these 
congestions and show them on a map, we are interested in the 
sliding window algorithm to predict the state of a section 
exiting an intersection I at time t based on the traffic history of 
the entry sections of the same intersection I at time t+Δt. 

For a more efficient recommendation system, it is 
mandatory that the prediction time of the traffic parameters is 
as fast as possible. In other words, the faster path 
recommendation must be present before the ambulance arrives 
at the next intersection. 

The data of this simulated history is stored in a MongoDB 
database and comes from the traffic flows (number of cars per 
two minute) randomly generated on 84 intersections and 300 
sections on the map of the city Marrakech in Morocco. These 
collected data which correspond to about 1000 hours of 
execution of the traffic generation algorithm generated more 
than 30000 elements for each section. 

 

Fig. 4. Example of Traffic Generation between Intersections and Sections. 
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Fig. 5. The Processing Time of SW, KNN and MLR. 

VI. PROPOSED METHODOLOGY BASED ON HYBRID 

APPROACH 

Recall that the proposed approach is based on hybrid 
approach: 1) a local approach dedicated to traffic prediction 
based on a machine learning algorithm and 2) a global approach 
to propose the fastest path from an origin to a destination. 

A. Local Approach: Traffic State Prediction using Machine 

Learning 

The traffic conditions on the same road throughout time 
exhibit some degree of regularity and consistency. As a result, 
future road traffic circumstances can be reliably predicted using 
an accurate comparison of historical and current road traffic 
conditions [40] and [41]. 

To identify the more suitable machine learning model for 
the proposed local approach, this work presents in the following 
subsections a comparison between the sliding window model, 
multivariate linear regression model and K-nearest Neighbor 
model. So we first construct a representative high-capacity 
historical database. Next, we define the elements of the model, 
including the value of K sliding window, Finally, a similar 
traffic flow matching to the present actual time and the 
observation data from the history database are retrieved to 
predict the traffic flow at the next time based on the observed 
values of the input and the search mechanism. 

1) Sliding window algorithm: This algorithm has the 

advantage to mathematically model the aforesaid defined 

dependencies. Therefore, it is able to make the relationship 

between the historical data and previous k min data to predict 

the future traffic conditions [42]. 

The reason for applying the sliding window matching is that 
there is always a slight variation in traffic conditions that may 
depend on the variation of the last few minutes and also a 
dependence between the traffic conditions that persist in the 
current day and those of previous days [33] and [35]. Therefore, 
the previous days of the same time are checked to find similar 
traffic conditions. The sliding window is a good technique to 
capture the variation that could correspond to the real time 
variation. 

The algorithm is as follows: 

1. The matrix “TC” of the last k min for current day’s width 

size k×i, i is the number of the sections of intersection I.  

2. Consider the matrix "PY" of n min data of size n i. 

3. From the matrix "PY," create k sliding windows, each of size 

n*i, as W1, W2, W3, and Wn-k-1. 

4. With the matrix "TC" as ED1, ED2, ED3,..., EDn-k-1, 

represent the Euclidean distance of each sliding window. 

5. Select matrix 𝑊𝑖 as: 

𝑊 = Corresponding Matrix (Min.(ED𝑖)) 

   ∀𝑖 ∈ [1, n-k-1]  

6.  

(i) Calculate the variation vector, abbreviated "VC," 

for the matrix "TC" of dimension k-1*1.  

(ii) Calculate the variation vector for matrix "W" with 

dimension k-1*1as "VP" for WC. 

(iii) Mc =Mean(VC) 

(iv) Mp =Mean(VP) 

(v) Estimated Variation “𝑉” = (Mc + Mp)/2 

(vi) To determine the anticipated traffic situation in 

t+Δt, add "V" to the existing traffic condition at t. 

The performance of the Sliding Window is affected by 

the chosen number of neighborhoods (the parameter K). Table 

III shows the method used to determine the K sliding windows 

(k=8 in this case). 

Algorithm.1 Sliding window 

Input: hisdata[][] , runtimeData[][].  

Output: pValue : prediction Value. 

1:  min =  infinity 

2: for i in (0, hisdata.length) do 

3:    sum  = 0 

4:    for j in (0, runtimeData.length) do 

5: for k in (0, runtimeData.length) do d Euclidean 

distance 

6:     sum = sum+(runtimeData[j][k]  - hisdata[j+i][k]) *  

   (runtimeData[j][k] - hisdata[j + i][k]) 

7:     sum = √ sum 

8: end for 

9:      end for 

10:    if sum >=   min then 

11: min =sum   

12: for k in (0, runtimeData.length) do 

13:                  pValue ← pValue + hisdata[i+b][hisdata[i].length−1] 

     +hisdata[i][hisdata[i].length-1] 

14: end for 

15:     end if 

16: end for 

17: return pValue=pValue/runtime.length*2. 

The steps to calculate the Longest Substring k sliding 
windows are explained below: 

• Selection of beginning data as the system's basic 
knowledge base. 
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• find the k sliding windows. 

• The preparation of the training data in the form of the 
criteria's worth of fresh information about which the 
status is unknown 

• Evaluation of each training set's state in accordance with 
predetermined rules to provide system knowledge. 

• Based on each sample's training data and testing data, a 
distance calculation is made for each sample. the 
Euclidian equation: 

d(x, y) = √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖               (5) 

• determining the testing data's status based on the 
average of K samples of training data from sliding 
windows. 

Testing results for training data 70% and testing data 30% 
the confusion matrix result with sliding window method can be 
seen in Table III. 

TABLE III. SLIDING WINDOW TESTING RESULTS FOR TRAINING DATA 

70% AND TESTING DATA 30% 

K 

value 
Accuracy Precision Recall 

Classifica

tion 

Error 

Mean 

squared 

Error 

5 83.85% 83.22% 84.93% 16.15% 0.157 

6 84.49% 83.75% 85.60% 15.51% 0.143 

7 84.57% 84.30% 86.23% 15.43% 0.115 

8 85.98% 85.69% 88.45% 14.02% 0.104 

9 84.22% 85.08% 85.45% 14.78% 0.121 

2) Multivariate linear regression: An effective way of 

modeling and prediction to investigate the quantitative 

relationship between the dependent and independent variables is 

to create a multivariate linear regression model utilizing 

historical data. Assume that there are m independent variables 

stated as Xtj (j = 1,..., m), the sample size is n, and the dependent 

variable is expressed as yt at t. Then, the multivariate linear 

regression model can be written as follows. 

In case of multivariate linear regression, results are 
depending on multiple input values. The parameters used in the 
implementation are: m-row for the number of training elements 
(the number of vehicles in each section at time t), n-column for 
the number of features (the number of section and intersection). 

Algorithm.2  Multivariate linear regressioN 

Input:  data set D={(x1,y1) ,(x2,y2) …(xn,yn)} at t 

Output:  θ=[w1,w2…..wd,b] 

1: Define the loss function  J(θ)=1/2n Σn(θTxi-yi)2 

 2: Generating the randomly θ 0 

 3: repeat  

 4: θ k= θk-1 – a(∂ J(θ)/ ∂ θ) where θk is the value of kth iteration 
and   

      a is the iteration Step. 

 5: until J(θk+1)-J(θk) <t 

 6: return 0 

3) KNN: K Nearest Neighbor calculation falls under the 

Supervised Learning class and is utilized for grouping (most 

usually) and regression. It is a flexible calculation additionally 

utilized for ascribing missing qualities and resampling datasets. 

As the name (K Nearest Neighbor) proposes it thinks about K 

Nearest Neighbors (Data highlights) anticipate the class or 

continuous value for the new Data point. 

KNN is a non-parametric supervised learning technique, 
that allows to classify the data point to a given category with 
the help of training set. The parameters used in the 
implementation are: K = 5 (after the test result), the number of 
vehicles of each intersection and road and the traffic states (0: 
free-flowing traffic/1: semi-congested/2: congested). 

Algorithm.3 KNN 

D: the set of learning objects. 

Z(I)=(NV1, NV2..NVk,t) the vector of real-time values, such 

that NVIj represents the number of vehicles in the input section j 

of intersection I at time,t)  with j belongs to 1...k 

CG is the set of traffic states (0: free-flowing traffic/1: semi-

congested/2: congested) 

L class used to label the objects: 

(CG, the number of vehicles in the exit edge of the intersection I     

at time t+Δt) 

Input: Z(I) 

Output:  z=(CG, number of vehicles in the edge) ∈ L, class  of 

z 

       1: for object y in D do 

       2:    calculate d(z, y),  the distance between z and  y 

       3: end for 

       4: select N of D, the set (neighborhood)of the k nearest 

training 

           objects for z. 

5: cap – max  is the maximum capacity of the 
output  

     section of the intersection I 

       6:  returns =     Σ y∈N NV (t)/cap - max 

B. Comparison between Multivariate Linear Regression, 

KNN and Sliding Window 

Table IV compares the performance values that sliding 
window, multivariate linear regression, and KNN provide in 
three separate simulation tests: 70:30, 50:50, and 30:70. When 
compared to Multivariate Linear Regression and KNN, Sliding 
Window's performance metrics of accuracy, precision, recall, 
classification error, and mean squared error yield better results. 
Accordingly, Sliding Window's prediction is more accurate 
than both of these methods. 

Fig. 5 shows the comparison of the processing time of the 
three algorithms. The result shows that the processing time of 
SW, KNN and MLR is 13, 38, 87 seconds respectively. 
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TABLE IV. COMPARISON ANALYSIS OF SLIDING WINDOW, KNN AND 

MULTIVARIATE LINEAR REGRESSION 

Sim 

Tes

t 

Metho

d 

Accurac

y 

Precisio

n 
Recall 

Classificat

ion Error 

Mean 

squared 

Error 

70 

:30 

SW 85,98% 85,69% 88,45% 14,02% 0,104 

KNN 84.44% 84.41% 84.2% 15,56% 0,124 

MLR 77,25% 72,08% 83,03% 22,75% 0,345 

30 

:30 

SW 87,38% 88,84% 89,30% 12,62% 0,061 

KNN 87,13% 88,44% 88,56% 12,87% 0,083 

MLR 76,57% 72,21% 82,46% 23,43% 0,339 

30 

:70 

SW 81,94% 78,05% 86,07% 18,06% 0,179 

KNN 81,30% 76,89% 84,77% 18,70% 0,196 

MLR 56,13% 54,23% 66,89% 43,87% 0,463 

C. Global Approach: Prediction based on the Traffic Flow 

Coefficient 

To determine the fastest path between a starting point and 
all other intersections of a graph (map), we propose as a first 
contribution to adapt Dijkstra's algorithm to take into account 
the traffic flow parameter. The value of this parameter is 
computed according to the real time traffic density, the traffic 
history, the road condition (public works, ...), etc.  This value is 
also continuously calculated from the data collected at the 
moment by the road infrastructure sensors in order to find the 
fastest path from a starting point and to exclude the road with a 
high degree of congestion. Before presenting the equation (7) 
used to determine the time needed to cross each road, in [31] 
present the equations it refers to. 

The density K is expressed as the number of vehicles per 
unit length (veh/km or veh/m). 

𝑘 =
𝑇𝑂

𝐿+𝑙
               (6) 

where TO is the occupancy rate, L is the length of the 
assumed vehicles and l is the length of the detection loop, tell 
that Q is the traffic flow.  

𝑄 = 𝐾 × 𝑉              (7) 

Thus, the velocity v is expressed as follows. 

𝑉 =
𝑄

𝑇𝑂
× (𝐿 + 𝑙)              (8) 

Finally, the travel time Ti for edge i is calculated as follows. 

𝑇𝑖 =
𝑉𝑖

𝐷𝑖
               (9) 

The algorithm 2 used follows the following steps:  

1. Initialize all roads with a high degree of "infinite" 

congestion, in other words vehicles cannot move. 

Moreover, the ambulance is initially at the starting point at 

time T0. 

2. Activate the starting point (algorithm 4 line 4) 

3. Calculate the temporary travel time of all intersections 

adjacent to the current intersection by adding their times 

(algorithm 4 line 7). 

4. If the calculated time of an intersection is less than the 

current time, update the time and set the current intersection 

as the antecedent. This step is also called updating and is 

the central idea of Dijkstra. (algorithm 4 line 9-19) 

5. Set the intersection with the minimum temporary time as 

active. Mark its travel time as permanent. (algorithm 4 line 

10) 

6. Repeat steps 3 to 5 until there are no more intersections with 

a permanent time, whose neighbors still have a temporary 

travel time. 

Algorithm.4  Dijkstra 

Input: current-Point:  the current ambulance junction, 
destination, graph of time at T0 d travel time for (each 
section i and each node j), from the prediction 
Algorithm. 
Output:  path[] : the fastest path. 

 1: while (current- Point! = destination) do 

 2:      min = infinity 

  

 3:      for vertex v in Graph do 

 4:           time[v] =infinity // initial travel 
time from current- 
                Point to vertex v is set to infinity 
 5:            previous[v] =undefined  // Previous node in 
fastest    
                 path from current-Point 
 6:       end for 
 7: time[current-Point]=0  // travel time from current-
Point to  
    current-Point 
 8:       Q = set   // the set of all nodes in Graph 

  9:       while sum >= min do 

10:              u =  node // node in Q with fastest time[ ] 
11:               remove u from Q 
12:               for neighbor v of u do //where v has not 
yet been  
                  removed from Q. 
13:                  alt = time[u] + timebetween(u; v) 
14:                  if alt ¡ time[v] then 

15:                       time[v]  = alt 

16:                       previous[v] = u 

17:                 end if 

18:               end for 

19:       end while 

20: fastest path = previous[]  //  the ambulance moves 
to the  
      next point  

21: current = Next-Point // from fastest-path  

22: Graph =prediction- travel - time(T 0 + t)   d graph 
of  

       time at T0+t  

23: end while 

VII. EMERGENCY TRAFFIC RECOMMENDER SYSTEM 

IMPLEMENTATION 

To implement the proposed emergency traffic 
recommender system, this paper opted for the agent-oriented 
programming language SARL, the DBMS MongoDB, and the 
JavaScript language to build the emergency navigation service 
for paramedics based on OpenStreetMap. 
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Fig. 6. Update of the Recommended Path to the Destination. 

Fig. 6 illustrates the different stages of movement of the two 
ambulances A, B. The first ambulance A (red dot) uses the 
proposed recommendation system to avoid congestion, while 
the second ambulance B (blue dot) uses classical Dijkstra's 
algorithm to find the fastest path between the starting point and 
the destination. 

TABLE V. COMPARISON BETWEEN THE PERFORMANCES OF THE THREE 

METHODS ON DIFFERENT TIMES OF THE SIMULATION 

simulation 

time 
Method distance 

time of 

trips 

Fastest 

Path time 

  2:00 pm 

KNN 1.5 km 449 s 

449 s MLR 1.7 km 483 s 

SW 1.5 km 449 s 

2:40 pm 

KNN 1.7 km 413 s 

413 s MLR 1.7 km 413 s 

SW 1.7 km 413 s 

3:00 pm 

KNN 1.7 km 285 s 

285 s MLR 1.7 km 285 s 

SW 1.7 km 285 s 

3:20 pm 

KNN 1.7 km 435 s 

419 s MLR 1.5 km 428 s 

SW 1.9 km 419 s 

The Table V compares the performances of congestion 
prediction that sliding window, multivariate linear regression, 
and KNN provide in different moments of the simulation. The 

result shows that the Sliding Window's prediction is better than 
both of these methods. Sliding Window has the advantage to 
make the ambulance avoiding traffic congestion every time, 
and taking different way to destination by using the fastest way 
based on the distance and traffic congestion. 

Based on the results obtained, we are currently working on 
improving the proposed equation (8) to include more detailed 
parameters such as road condition (public works, presence of 
accidents, ...), type of vehicle crowd, speed of the vehicle 
crowd, etc. 

VIII. CONCLUSIONS 

The objective of this contribution is to propose a solution 
for traffic recommendation in emergency situations in order to 
avoid ambulances to be stuck in traffic jams at the time of trips 
and interventions. For this purpose, we proposed an architecture 
based on machine learning techniques for classification and 
collection of the required information to predict the fastest path 
to ambulances. Given the lack of empirical data, this paper 
proposed a random traffic generation algorithm to experiment 
with the recommendation solution. Based on the generated 
dataset, we proposed a hybrid approach composed of a local 
approach to visualize the state of congestion on the map of the 
city of Marrakech under OpenStreetMap, and a global approach 
to suggest the fastest path as the ambulance moves. The local 
approach relies on the Sliding window technique to predict the 
congestion of sections in three classes: congested, slightly 
congested and not congested sections. While the global 
approach implements the Dijkstra algorithm using the multi-
agent system modeling language SARL. 
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The proposed recommendation solution predicts the fastest 
path for emergency situation from an origin to a destination. 
Since these recommendations may or may not be taken into 
consideration by drivers, we are currently integrating drivers 
experience interaction with the recommender system to build 
more efficient emergency traffic recommender system. 
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Abstract—Computer programming is a complex field that 

requires rigorous practice in programming code writing and 

learning skills, which can be one of the critical challenges in 

learning and teaching programming. The complicated nature of 

computer programming requires an instructor to manage its 

learning resources and diligently generate programming-related 

questions for students that need conceptual programming and 

procedural programming rules. In this regard, automatic question 

generation techniques help teachers carefully align their learning 

objectives with the question designs in terms of relevancy and 

complexity. This also helps in reducing the costs linked with the 

manual generation of questions and fulfills the need of supplying 

new questions through automatic question techniques. This paper 

presents a theoretical review of automatic question generation 

(AQG) techniques, particularly related to computer programming 

languages from the year 2017 till 2022. A total of 18 papers are 

included in this study. one of the goals is to analyze and compare 

the state of the field in question generation before COVID-19 and 

after the COVID-19 period, and to summarize the challenges and 

future directions in the field. In congruence to previous studies, 

there is little focus given in the existing literature on generating 

questions related to learning programming languages through 

different techniques. Our findings show that there is a need to 

further enhance experimental studies in implementing automatic 

question generation especially in the field of programming. Also, 

there is a need to implement an authoring tool that can 

demonstrate designing more practical evaluation metrics for 

students. 

Keywords—Question generation; question generation 

techniques; automatic question generation; teaching programming 

I. INTRODUCTION 

A. Background 

In recent years, a number of researchers have been attracted 
from different disciplines toward automatic question generation 
for educational purposes [1] [2] [3]. The researcher in [4] 
defined question generation as “It is an activity of automatically 
generating questions for different inputs like raw text through 
semantic illustration”. The definition shows that the generated 
question type can differ like being a sentence, a semantic map, 
or a paragraph. The educational question generation is not a 
new concept, but it has a long history and can be traced back to 
the use of logic in questions [2], [4], [5]. Cohen is the pioneer 
of this research area who initially proposed the content for 
generating questions through an open formula and used one or 
more unbound variables [1]. Whilst research on generating 
questions is carried out for a long time, using techniques for 
automatic question generation for teaching computer 
programming has raised interest only recently amongst various 

research communities, because it requires inclusion of 
cognitive science, natural language processing and human 
interaction with computers. Intelligent Tutoring System (ITS) 
is the recently proposed computer-based teaching context to 
help students learn programing languages but to the best of our 
knowledge, computer-based applications for teaching 
programming are not widely implemented [2]. With rising 
novice computer scientists, specific questions are generated 
which can address knowledge gaps that were often negligible 
in the manual process of articulating questions [6]. In support 
of enhancing the metacognitive skills of students, asking 
students to generate questions can be a constructive process but 
the use of various metacognitive skills can be time-consuming 
and needs extended knowledge of various metacognitive 
strategies. 

B. Problem Statement 

The success of a rule-based question generation (QG) 
method depends on the quantity and quality of teachers’ domain 
knowledge, language knowledge and the amount of time spent 
on it. On the other hand, data-driven techniques have recently 
emerged such as deep neural network-based methods that are 
considered a promising approach for different tasks like 
recognizing entities, and sentiment categorization. In particular, 
teaching programing skills to students require extensive 
motivation which cannot be an easy task from the teachers’ 
perspective. A key issue is, that students interact with a program 
that has limited, syntactic and sematic level knowledge of a 
programming language (for example a compiler or interpreter), 
while teachers know and therefore can teach also the logic of 
programming. This requires teachers’ knowledge of how to 
apply the key concepts of computer programming and teach 
them to students with appropriate models of Automatic 
Question Generation (AQG). 

The research in [7] provided a question generation method 
considering a generative encoder-decoder model. The 
researchers in [5] mentioned that although there are advances 
made in the neural models for automatic question generation, 
there is still a gap indicating a comprehensive survey on how 
different learning paradigms can present improvements in 
automatic question generation that broadens the input spectrum 
of instructors for teaching programming. This shows that 
various studies have been conducted on automatic question 
generation process for educational purposes, but to the best of 
our knowledge, there are only a few studies reporting on the 
state-of-the-art techniques used for automatic question 
generation in teaching programming languages, especially for 
the previous six years i.e. 2017 till 2022. Thus, the objective of 
this study is to review recent studies that provided different 
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techniques for automatic question generation with reference to 
various methods required for teaching programming. 

This review extends the systematic review previously 
conducted on automatic question generation by Kurdi et al. [8] 
that covered literature from 2014 and up to 2019, respectively, 
by focusing on the domain of computer programming. The 
extensive amount of research that has been published since 
Kurdi et al, an extension of these studies is reasonable at this 
stage as it helps in understanding recent developments in the 
given field. The present article uses the previous article by 
Kurdi et al. [8] as a starting point and extending the review in a 
number of ways like additional review questions and criteria for 
inclusion/exclusion, which is discussed in the methodology 
section. 

C. Research Questions 

The questions that will be addressed in this research comes 
as follows: 

• What are the recent developments made in the 
techniques for automatic question generation in 
teaching programming? 

• What is the difference in the state of the field focusing 
on before COVID-19 and after COVID-19 period? 

• What can be the future directions based on identified 
gaps in the field of automatic question generation in 
teaching programming? 

D. Research Objectives 

To address research questions the following objectives are 
considered for this work: 

• To review recent literature on the approaches and 
techniques used for automatic question generation in 
teaching programming.  

• To analyze and compare the state of the field before 
COVID-19 and after COVID-19 period. 

• To provide summary of the challenges and future 
directions in the field of automatic question generation 
in teaching programming. 

The remaining parts of the paper is structured as follows: 
Section II represent a literature review which will address 
previous work on the field. Section III describes the 
methodology used to conduct this review. Section IV shows the 
analysis and findings for the papers considered. Section V 
concludes the paper. Finally, Section IV describes future 
directions of this work. 

II. LITERATURE REVIEW 

Manual question creation consumes much time and labor. 
The concept of question generation was envisioned back in 
1960s [4]. It is generally estimated that learning scientists 
believe that the provision of high-quality learning questions 
must use the basics of language knowledge and domain 
knowledge and so approach the activity using “rule-based” 
technique [9]. The given approach used syntactic changes to 
transform declarative sentences into questions. For example, 
multiple choice questions were generated using rules of term 

extraction. Next, questions were sometimes generated using 
over-generate-and-rank manner that helped in ranking 
questions [7]. The given methods were limited in their wider 
applications and rules were also based on a few subjects, like 
English language. They were not easily applied to other 
domains, since defining rules and procedures needed 
considerable efforts from expertise. The given methods are also 
very limited and do not offer high quality questions, thereby 
limiting the implementation of rule-based generators. However, 
entering into digital landscape required wider-scale online 
learning; hence, the demand for automatic question generation 
is also increased along with massive number of online courses 
available to learners. In order to address this need, various 
computational techniques like deep neural network-based state-
of-the-art techniques were proposed [7] [6]. Du et al [4] is 
pioneered in providing encoder-decoder sequence learning that 
was later on used for automatic question generation. The given 
model automatically captured question-asking patterns without 
taking any help from hand-crafted rules, indicating supreme 
performance over previous rule-based methods. However, it 
had a major gap identified by scholars that this technique was 
helpful in collecting data for machine reading comprehension 
tasks. Notably, such datasets included a very limited number of 
useful questions for learning, indicating that extended research 
is needed to offer question generations for complex learning 
documents to facilitate teachers. 

Assessing students’ answers manually is also a time-
consuming mission. Depending on the type of the question, this 
action can also be automatized more or less. Question types of 
quizzes are generally categorized into two groups: objective 
questions and subjective questions. Objective means that there 
is only one correct answer, which can be checked 
automatically. The objective questions request the learners to 
select the correct answer from several options or offer a number 
of words/short sentences as options or to complete a sentence. 
Multiple-choice, matching, true-false, and fill-in-the-blank are 
examples of objective questions, and they are considered the 
most popular ones, since they provide automatic assessment 
methods due to its their unambiguous, quick and trusted 
evaluation process. On the other hand, the subjective questions 
ask for a written answer composed by the learners and such 
answer might be short or long. A short answer could be up to 
three sentences while a long answer might be as long as an 
essay. The subjective questions should have an increased 
attention by the teachers to assess learner’s deep knowledge and 
understanding of the topics, similarly to the traditional 
education system that have been employed for centuries [10]. 

Most researchers have focused on generating objective-type 
questions, automatically or semi-automatically, while limited 
focus has put on subjective question generation because scoring 
is a difficult challenge in the case of subjective assessment. 
Comparing the level of difficulty to generate questions and in 
assessing the learner’s answers, learner's assessment of the 
textual question types is very easy for close questions and 
multiple-choice questions, easy for open-close questions, and 
difficult for subjective questions. Recent advances in deep 
learning-based natural language processing (NLP) offer 
promising solutions in answer assessment of objective-type 
questions [10]. 
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A. Automatic Question Generation Process 

In recent years, there has been an emerging interest in AQG 
from the text, which is explained as an activity to generate a 
question from a passage and optionally an answer. According 
to [11], AQG helps in curating question-answer datasets and 
improves our experience in Artificial Intelligence (AI) systems 
and helps in designing educational materials. But for this 
purpose, it is equally important for the questions to be 
grammatically error-free and answerable. Pertinent approaches 
emphasize on encoding the whole passage as the relationship is 
shown between them using complicated operations and then 
questions are generated in one single passage [12]. However, 
empirical studies show that if careful analysis is carried out for 
question generation, there are some approaches that probably 
miss out one or more of the essential aspects of the questions. 
For example, as mentioned in Table I, the question is generated 
by the single-pass baseline model that is grammatically correct 
but it does not fit to the answer [3]. 

TABLE I. THE PASSAGES AND THE QUESTIONS GENERATED FROM THEM 

USING REFNET [8] 

Passage 1: Functioned by Napoleon army in 1800, Warsaw was given the 

authority of the newly established Duchy of Warsaw 

Questions: Baseline: What was the governor of the newly established 

Warsaw? 

RefNet: Who gave freedom to Warsaw? 

Reward-RefNet: Whose army was given freedom in 1800? 

Passage 2: In order to fix the process of carbon dioxide into the sugar 

molecules, the enzyme called rubisco is used by chloroplasts. 

Questions: Baseline: What is used by chloroplasts? 

RefNet: What is used by chloroplasts to fix carbon dioxide? 

Reward RefNet: What is used by chloroplasts to fix carbon dioxide into the 

sugar molecules? 

Table I shows that there is a visible scope of enhancing the 
general quality of the question generation process in 
contemporary field of teaching [6]. In the literature, scholars 
argue that one way is to approach this by constantly re-visiting 
the passage and then answer them with the goal to refine the 
preliminary draft by producing a better question in the second 
stage and then bringing further enhancements in the further 
stages [1][8]. This can be done using a comparison between 
human process of generating questions and with the computer-
generated models [3]. In the examples above RefNet (Refine 
Network) was used as the model to evaluate the initial questions 
generated and then carried out a second test to generate revised 
questions. The Reward RefNet used explicit reward signals to 
attain the refined questions with two attributes: fluency and 
answering. This RefNet is a sequence-to-sequence model that 
includes two decoders called Initial and Refined decoder. 
According to [13], the proposed dual model helped generating 
the final question by revisiting the adequate parts of the input 
passage and preliminary draft. 

B. Automatic Question Generation in Teaching Programming 

The Literature exhibited various approaches for automated 
generation of questions, based on the extraction of featured 
words given on the topic and established variations on the same 
question for object-focused programming quizzes. For 
example, [13] used programming-by-example for code snippets 
that was a test regulated by synthesis. Recently, the research 

article [15] provided facts for generating questions for teaching 
programming languages. The study reported in [16] found that 
students are taught by teachers to produce a program but they 
are not fully sure about the use of their own codes as they failed 
to grasp basic concepts. But if students are taught using Quality 
License Scheme (QLS,) it can prompt them to have a deeper 
level of understanding of given concepts. Schulte’s Block 
Model of Program is another model used by scholars to attain 
better understanding of programming that needs different levels 
of knowledge about the program, and its purpose. However, 
experts argue that such models need knowledge at different 
levels ranging from individual building blocks to the integration 
of constructs to complete deficient Research shows that we 
cannot evaluate how coding process works as it requires skills 
and debugging process and the aptitude of learners to trace code 
that helps them write automatically testable code [18]. It is 
hypothesized that writing codes in a programming language 
requires preceding abilities of learners to write comparable 
codes that can be better understood by questions about learner’s 
code (QLCs) approach that helps in learning programming 
comprehensions. On the other hand, in 2019, scholars of the 
George Washington University created a software that 
produced program-tracing questions for introducing 
programming content to students [12]. But this system also 
failed as the majority of questions were not applicable due to 
their complex nature. Later, scholars used Turing test as the tool 
to determine algorithm-based questions and identify the extent 
to which they could be helpful for teachers to generate 
questions that analyze students’ learning abilities [14]. But this 
Turing test also did not pass as it failed to identify the particular 
issue in the algorithm when generating questions. Later and to 
extend this work, the researchers in [3] proposed a system 
called QuizJET, as another tool for generating questions, 
especially for teaching Java. This QuizJET was based on 
template-based questions that was linked to different concepts 
of Java and was actively used for generating quizzes; however, 
the research conducted in [16] did not find any correlation 
between the success rates of QuizJET and students’ home 
assignment work, because QuizJET was more focused on 
understanding programs while home assignments were focused 
on writing skills of computer programming learners. Despite all 
these, QuizJET was identified as a valuable source in preparing 
students for exams. 

III. METHODOLOGY 

This study uses systematic literature review as the 
methodological approach to assess and understand the pertinent 
literature linked with research questions. From a number of 
approaches available in the literature for systematic review of 
studies, this study uses the approach provided by the 
researchers in [16] who provided detailed guidelines for 
conducting reviews. The methodological review consists of 
three key stages which in turn included ten sub activities. The 
details are showcased in Fig. 1. In the preliminary stage, the 
given questions were addressed; what are the key areas for 
which question generation is being designed; what are the 
different techniques and tools used for question generation 
process in teaching programing; what are the different modes 
of delivery for the creation of question generation in teaching 
programming; and how authors validated such techniques. 
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Fig. 1. Phases of Review Adopted from [16]. 

The questions were generated to complete the preliminary 
stages and then the sub-activity was carried out by reviewing 
protocols for the study. The review included determined time 
span for the published papers, and keywords along with the 
sources of publications to find most accurate data. The focus of 
research articles spanned for the last six years i.e. 2017 till 2022 
and the sources were obtained from IEEE Xplorer, science 
direct, Google scholar, and SCOPUS. Table II shows the 
sources and keywords used to search the materials. Whereas 
Table III presents the considered papers in each year. 

The search process offered a set of total 100 articles and 
they were then screened on the basis of their titles and abstracts. 
After filtration, only 18 articles were left that met the inclusion 
criteria of this study. In order to strengthen the search linked 
with the articles, backward snowballing provided by [19] was 
also adopted to identify the most cited articles. This step was 
ensured to address questions of the study in an effective manner 
so that no question was left unanswered. The inclusion criteria 
of this study are based on the research questions of this study 
and in the end, this study only included those articles that were 
accurately linked to the research questions of this study. 

TABLE II. REVIEW TABLE 

Year Sources Key words 

2017-

2022 

IEEE Xplorer, Science 

direct, Google Scholar, 

SCOPUS 

question generation techniques, 

teaching programming, automatic 

question generation techniques 

TABLE III. YEAR WISE SEARCH RESULTS 

Year  Number of papers  

2017 4 

2018 2 

2019 3 

2020 3 

2021 5 

2022 1 

IV. RESEARCH ANALYSIS AND DISCUSSION 

This study has reviewed a total of 18 papers for AQG in 
teaching programming in the past six years from 2017 to 2022. 
Older papers are excluded from the search criteria. Most of 
them used automated evaluation tools [4][5] [6] [14] [17] or 
they used automated contexts for programming languages [20] 
[21] [15]. It was also identified that generating feedback for the 
questions produced to teach programming languages are 
equally important. Most of the tools were used to grade student 
solutions but there were some that offered extended feedback 
and could be used to support learning process of students. 

The study conducted in [21] described the attributes of the 
tools and identified challenges and some future directions. 
However, a study by [19] selected some papers and mentioned 
qualitative elements at the time of evaluating tools for question 
generation. It was also found that the majority of the studies i.e. 
12 out of 18 studies lacked comprehensiveness and the scope of 
the tools varied immensely. Tools are mostly grouped but there 
is no such agreement on the naming of different groups. Eight 
papers discussed technical aspects of teaching tools used for 
programming languages. 

As observed from Table IV, studies [1][3][4][5][14][21] 
used web-based solution to generate questions for students on 
the online platform. Whereas some of them proposed a 
theoretical framework like [7][13] [15][22] and the rest of the 
studies proposed it as a computer application [12] [16][19] [23] 
[24]. The main observation on the literature is that most of the 
applied applications use web-based solution to generate general 
questions from existing materials using different techniques 
like Artificial Intelligence, Machine Learning, Deep Learning, 
and traditional custom-made algorithms. 

This review paper is different from other reviews as it 
focused on the dimensions of generating questions and the 
feedback in teaching programming tools by closely evaluating 
the various types of feedback provided on the techniques. 

A. Comparison of State-of-the-Field before Covid-19 and 

after Covid-19 

The findings of the study show that teachers require various 
kinds of tools and techniques when they generate new 
programming questions. In order to find out the state of the field 
before COVID-19 and after COVID-19, a review of the 
techniques used for generating questions by programming 
teachers shows that varying techniques have been employed to 
address certain needs of the instructors. The analysis also 
showed that prior to COVID-19, scholars have been involved 
in generating questions for teaching programming using 
Bayesian Network [5], ITSB tool (Delphi IDE) [2], Artificial 
Neural Network (ANN) based technique [13][17] [9], and ANN 
combined with Vortex Optimization Algorithm [7]. All these 
tools were either based on web-based or experimental or 
theoretical framework that does not exhibit strength of one 
technique over another technique for generating questions. 
Some interesting facts were revealed during the analysis. These 
are the following: 1) after COVID-19, the instructors valued 
code-writing question generation techniques like Junit that is a 
web-based tool and used user feedback as a validating tool. 2) 
Next, ITA [12], JAVA software, C programming for generating 
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questions, CodeTraining [15], dynamic codes [16] and PQG 
model [23] were employed by instructors for generating 
questions that were identified as the key source of positive 
ratings in the assessment of students during exams. 3) The 
analysis of articles published after COVID-19, i.e. from 2020 
till 2022, valued code-tracing procedures as compared to pre-
COVID-19 that seems a major difference between the two 
periods. 4) Before COVID-19 the focus was on supporting 
students in learning (finding answers for questions from long 
texts). Whereas after COVID-19 the focus has shifted to 
supporting teachers in generating online quizzes and assessing 
student assignments automatically. This difference also 
exhibits that the extensibility of tools used for generating 

questions got significantly positive ratings from users as 
compared to pre-COVID-19 tools [23]. This finding is 
interesting as it identified that the models used after COVID-19 
address the needs of particular users and provided only 
extensible questions to the instructors to be used after edits in 
practice. On the other hand, the analysis also shows that the 
automatic question generation process through code-tracing 
method is very limited and can generate questions when the 
topic is wide and it is difficult for instructor to cover all ideas 
when making the questions. One plausible explanation could 
be, that instructors now anticipate the questions to be more in 
line with the content they teach in the class. 

TABLE IV. ANALYSIS OF ARTICLES 

Year of 

publication  

Title of the 

study  
Domain  Aim  

Tool for generating 

questions  
Mode of delivery  Validating study  

2017 [5] Computer Science  
Teaching programming 

language  
Bayesian Network Web-based  Experimental  

2017 [2] Computer Science 
Teaching programming 

language  

ITSB tool  

(Delphi IDE) 
Web-based User feedback  

2017 [7] Computer Science 
Teaching programming 

language  

Artificial Neural Network 

based  

technique & Vortex  

Optimization Algorithm 

Theoretical 

framework  
Experimental  

2017 [13] Computer Science  
Teaching programming 

language  
Artificial Neural Network 

Theoretical 

framework 
User feedback 

2018 [4] Computer Science  
Teaching programming 

language  
Bayesian Network Web-based Student feedback  

2018 [18] Computer Science  
Teaching programming 

language  

Automatic Item 

Generation (AIG) 
test-item templates User feedback 

2019 [1] Computer Science  
Teaching programming 

language  
ITA  Web-based Teacher feedback 

2019 [23] Computer Science 
Teaching Programming 

Language 

SQL question Generation 

(DB-Learn) 

Computer based 

application 
User feedback 

2021 [19] Computer Science  

Teaching programming 

language and question 

generation  

Question Similarity 

mechanism. 
Application  

Teacher feedback 

and user response  

2019 [21] Computer Science  
Teaching programming 

language  
ITA Web-based Experimental  

2020 [3] Computer Science  
Teaching programming 

language  
JUnit Web-based User feedback 

2020 [12] Computer Science  
Teaching programming 

language  
ITA 

Computer based 

application 

Student 

performance 

2020 [22] Computer Science  
Teaching programming 

language  
AA 

Theoretical 

framework 
Teacher feedback  

2021 [6] Computer Science  
Teaching programming 

language  
JAVA software  Web-based 

Student 

performance  

2021 [14] Computer Science  
Teaching programming 

language  
Java Programming Course  Web-based 

Student 

performance 

2021 [15] Computer Science  
Teaching programming 

language  
CodeTraining  

Theoretical 

framework 
User feedback 

2021 [16] Computer Science  
Teaching programming 

language  
Dynamic codes 

Computer based 

application 

Student 

performance 

2022 [24] Computer Science  
Teaching programming 

language 
PQG model 

Computer based 

application  

Student 

performance  
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B. Techniques of Automatic Question Generation in Teaching 

Programming 

Intelligent Tutoring Systems (ITS) are mainly identified as 
major systems for teaching programming domain. The analysis 
of articles showed that there are some general ITS techniques 
such as the tools that use model tracing for analyzing the 
process followed by students to solve problems in programming 
languages. The authors contrasted production rules and buggy 
rules in [16] while other researchers in [19] used constraint-
based modeling techniques that is based on three levels, logical, 
empirical and data-based constraints. This model has a major 
limitation for how to conduct loop and eliminate the chances of 
generating error messages that could affect teachers’ ability to 
generate questions. This study identified theoretical and 
practical gaps in the literature that could be used as future 
direction by scholars. 

Dynamic code analysis through automated testing is another 
technique used by [13] as the way to teach programing and then 
generate questions for analyzing students’ abilities and 
knowledge skills. According to [25], this was identified as the 
major type of automated testing but it lacked modern 
techniques necessary for unit testing and property-based 
testing, mostly executed through pertinent test frameworks like 
JUnit. In order to address this limitation, the research in [19] 
used another technique, called basic static analysis and 
identified the misunderstood concepts and the inadequacy of 
code structures. However, recently the article [15] also 
concluded that Program Transformations are another language 
processing tool that reduces the syntactical complications and 
help instructors to produce same level of abstraction when 
designing questions. Notably, all the tools identified during the 
analysis of articles showed that they fall within two major 
categories; automated assessment (AA) and intelligent tutoring 
system (ITS). Automated assessment focused on the use of 
tools that evaluate students’ abilities to solve questions with a 
feedback report, but ITS helps students to reach solutions with 
novice feedback that is helpful for teachers to generate 
questions [17][18]. 

A recent study conducted by [15] mentioned that previous 
meta-analysis methods have been used to recognize the factors 
affecting students’ performance but this study is pioneered in 
evaluating students’ computer programming skills through 
Educational Data mining approaches. The authors stated that 
there are various categorizations of algorithms for identifying 
student’s performance studying computer programming and the 
most effective is to use pooled approach to estimate students’ 
performance progress in programming as their educational 
domain. The authors tried to identify the probable sources of 
heterogeneity by using subgroup analysis and sensitivity 
analysis; however, a major gap is identified in defining the 
sources of variability as authors were unable to establish any in 
their cases. It is highly likely that the key reason for this colossal 
heterogeneity was linked with some studies that were obtained 
from the varying sample sizes; however, it needed further 
research that could help in adopting different algorithms for 
assessing student performance. 

A study by [16] provided important contribution in 
generating quizzes for C programming language. The key 

contribution of this study is that authors solved the 
programming questions and generated questions by following 
an entity discovery approach. It was estimated during the 
analysis of the question generation process that teachers and 
students can use them for solving quizzes and attain concepts 
in a better way. However, this study has a major limitation of 
practical knowledge related to precision and inclusion of more 
features like mining answers from the posts and grouping the 
questions into different levels of their difficulty. On the other 
hand, an article by [12] generated questions for teaching C 
programming through JAVA software application that 
illustrated the likelihood to produce automatic quizzes. It is 
estimated that if students have acquired knowledge for C 
programming language, students are able to learn other 
programming languages in a better way. This paper has a key 
strength to test the students’ knowledge about how to define the 
C language functions; however, knowledge gap is identified 
about how students can enhance their aptitude skills for 
programming in other languages. This restricts the 
generalizability of the study on learning other programming 
languages. Although an article by [12] used educational 
software for studying JAVA language and then assessed their 
skills towards basics of object-focused programming. The 
authors provided very important contribution by generating 
automatic quizzes for JAVA programming through six different 
types of parametrized questions. This particular technique had 
major implication in theory as every time the test is conducted 
to test comprehensive skills of learners, new questions are 
generated. However, this article did not specify how learners 
can answer accurate questions based on their programming 
knowledge. CodeTraining is a very new approach that used an 
authoring tool for Gamified Programming Learning 
Environment; however, this particular tool lacks approaches on 
how teachers can create questions through the integration of 
different resources [25]. It is also suggested that future scholars 
can extend knowledge based on Gamification Programming 
Learning Environment by conducting experimental studies and 
through the use of an authoring tool that demonstrates how to 
design questions relevant to the course. 

V. CONCLUSION 

The objectives of this study are attained by offering a 
picture of the existing state of teaching programming and the 
tools used for generating questions. We have discussed the gaps 
in each article and the limitations of each article that could be 
used as future research directions. The article also addressed the 
objective related to comparing state of the field situation in the 
pre-COVID-19 and during COVID-19 periods. During the 
review of the studies, various effective methods were identified 
to that can be helpful in generating questions. A total of 18 
papers were analyzed from the year 2017 up to 2022 that were 
relevant to the given topic of the study. The key techniques 
included AA and ITS and in particular, Dynamic code analysis, 
JUnit tests, JAVA programming software, CodeTraining, 
Program Transformations, PQG model and Educational Data 
mining approaches. Some gaps are related to the inefficacy 
linked with the models and the techniques adopted by scholars 
for generating questions. The inability to properly evaluate 
students’ performance and abilities is related to the quality of 
the data used for that evaluation. Future studies may seek to 
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focus on the development of techniques based on key 
approaches identified in this study to improve the applicability 
of techniques on a wider scale and in practical context. 
Furthermore, interested researchers can work on the identified 
promising research topics in question generation for 
educational purposes. 

VI. FUTURE RESEARCH DIRECTIONS 

Based on the literature, the following points represent 
promising research topics for the interested researchers in 
question generation for educational purposes: 

• Implementing question generation approaches to 
generate questions on programming languages topics. 

• Enhancing experimental reporting, standardizing 
evaluation metrics, and studying and developing more 
practical evaluation metrics. 

• Extracting informative sentences from existing 
sentences need to be improved. 

• Generating questions from several sentences and 
summarizing sentences based on their relations need to 
be explored. 
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Abstract—For multicultural families to successfully promote 

social adaptation and achieve desirable social integration, the role 

of the multicultural family support center (Multi-FSC) is crucial. 

In addition, it's important to examine the factors that will 

contribute to the multicultural support center's vitality from the 

standpoint of the customers. In this study, machine learning 

models based on a single machine learning model and stacking 

ensemble using survey data from all multicultural families were 

used to examine the determinants for the utilization of 

multicultural family support centers for multicultural families. 

Additionally, based on the constructed prediction model, this 

study offered the foundational data for the revitalization of the 

multicultural support center. In this study, 281,606 adults (19 

years or older), 56,273 of whom were married immigrants or 

naturalized citizens as of 2012, were examined. The stacking 

ensemble method was employed in this work to forecast the use of 

multicultural family support centers. In the base stage (model) of 

this model, logistic regression was employed, along with 

Classification and Regression Tree (CART), Radial Basis 

Function Neural Network (RBF-NN), and Random Forest (RF) 

model. The RBF-NN-Logit reg model had the best prediction 

performance, according to the study's findings (RMSE = 0.20, Ev 

= 0.45, and IA = 0.68). The findings of this study suggested that the 

prediction performance of the stacking ensemble can be improved 

when creating classification or prediction models using 

epidemiological data from a community. 

Keywords—Stacking ensemble machine; radial basis function 

neural network; random forest; multicultural family support 

centers; prediction model 

I. INTRODUCTION 

In South Korea, the number of married immigrants and 
foreign workers has increased rapidly since the 1990s. 
Consequently, South Korea has also transformed into a multi-
cultural society starting in the 21st century. Multicultural 
Demographic Statistics [1] reported that the number of 
foreigners residing in South Korea was 1.13 million as of 2011, 
exceeding 2.3% of the resident registration population in South 
Korea. Furthermore, multicultural marriages increased by 4.0% 
(24,721 cases), and the proportion of multicultural marriages in 
total marriages in South Korea was 10.3%, up 1.1% from 2019 
[1]. If current trends continue, the number of married immigrant 
families will exceed 2 million, accounting for 5% of the total 
population, by 2050 [2]. In addition, the Ministry of Education, 
Science and Technology [3] estimated that one out of five 

citizens in their 20s will be from multicultural families and one 
out of three newborns will be born in multicultural families in 
2030. South Korean society must prepare for measures to cope 
with various issues, which may arise during the paradigm shift 
to multiculturalism (e.g., early adaptation of marriage 
immigrants to South Korean society), as well as these rapid 
changes in the demographic structure. 

As the number of multicultural families has increased, 
support for multicultural families has also been diversifying 
over the past 20 years [4]. Currently, the South Korean 
government has established and operated multicultural family 
support centers nationwide as a part of national policy for stably 
supporting a multicultural society [5]. The multicultural family 
support center (Multi-FSC) is a central management that has 
been operated since 2006 for the purpose of helping marriage 
immigrants to adapt to South Korean society quickly and 
supporting for stable family life of multicultural families 
through providing services including family education, 
counseling, and cultural programs for multicultural families. 
Twenty-one centers were established in 2006, and the number 
of centers increased to 201 by 2012, following the passage of 
the Multicultural Families Support Act (No. 8937) in 2008 
[6,7]. 

In one aspect, as the number of multicultural family support 
centers was increasing, the necessity of careful management for 
participants was emphasized in addition to the effectiveness of 
services [8]. Nevertheless, studies on the Multi-FSC have 
focused on the results of one region or just analyzed the 
achievement or satisfaction of multicultural support projects [9, 
10, 11, 12]. 

The role of Multi-FSC is very important for the successful 
social adaptation support and desirable social integration of 
multicultural families. In addition, it's important to examine the 
factors that will contribute to the multicultural support center's 
vitality from the standpoint of the customers. This study 
explored the predictors for the use of Multi-FSCs for 
multicultural families using machine learning models based on 
a single machine learning model and stacking ensemble using 
the survey data of all multicultural families. Furthermore, based 
on the developed prediction model, this study provided 
foundational data for the revitalization of the multicultural 
support center. 

*Corresponding Author. 
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II. MATERIALS AND METHODS 

A. Source Data 

This study analyzed survey data from a national survey of 
multicultural families (NS-mulfam) that the Ministries of 
Health, Welfare and Family Affairs, Justice, and Gender 
Equality jointly conducted in 2017 on multicultural families 
living in South Korea. The purpose of the NS-nulfam was to 
create tailored policies by identifying the living circumstances 
and welfare requirements of multicultural families [13]. The 
general characteristics of multicultural families, employment, 
economic status, marriage, health, and medical care were 
among the survey's questions. The NS-nulfam targeted 154,333 
married immigrants for its survey, all of whom were living in 
South Korea. A survey on married immigrants, a survey on their 
spouses, and a survey on their kids were all independently 
conducted as part of this study. The survey subjects were 
sampled by using the status of foreign residents in 16 cities and 
provinces in South Korea and the basic status data of 
multicultural families organized by the Ministry of Public 
Administration and Security. The survey was carried out from 
July 20 to October 31, 2017, and a separate sample design was 
not taken into consideration because this study used a complete 
enumeration. According to the Multicultural Families Support 
Act (No. 8937), the multicultural families used in this research 
were defined as either 1) families made up of marriage 
immigrants and South Korean citizens who became citizens by 
birth, acknowledgment, or naturalization, or 2) families made 
up of foreigners who became citizens of South Korea by 
acknowledgment or naturalization and South Korean citizens 
who became citizens by birth, acknowledgment, or 
naturalization. After removing 1,618 individuals who were 
under the age of 19 from the study, 281,606 adults (56,273 men 
and 225,333 females) who were married immigrants or 
naturalized as of 2012 were examined. 

B. Definition of Variables 

The outcome (label) was defined as the use experience of a 
Multi-FSC (not aware of or never used it OR used it before). 
Features included gender, marital status (single, having a 
spouse, bereavement / widowed, or divorcement / divorced / 
separation / separated), highest education level (elementary 
school or below, junior high school, high school, or college or 
higher), occupation (regular worker, temporary worker, day-to-
day worker, self-employed with employees, self-employed 
without employees, or unpaid family worker), age (19-29, 30-
39, 40-49, 50-, 60-69, or 70 years old or older), family 
relationship satisfaction (not applicable, satisfactory, not 
satisfied or dissatisfied, or dissatisfied), relationship 
satisfaction with a spouse’s siblings (not applicable, 
satisfactory, not satisfied or dissatisfied, or dissatisfied), 
relationship satisfaction with children (not applicable, 
satisfactory, not satisfied or dissatisfied, or dissatisfied), life 
satisfaction (good, moderate, or bad), relationship satisfaction 
with a spouse's parents (not applicable, satisfactory, not 
satisfied or dissatisfied, or dissatisfied), heritage // nationality 
of origin (Chinese, Korean-Chinese, Taiwanese or Hong Kong, 
Vietnam, Philippines, Japan, Mongolia, Uzbekistan, Russia, 
Thailand, Cambodia, North America, other southeast Asian 
countries, Western Europe, or Southern Asia), Korean 

citizenship (yes or no), social discrimination experiences (yes 
or no), and subjective state of health (good, moderate, or bad). 

C. Base Model (Single Machine Learner): Classification and 

Regression Tree (CART) 

One of the statistical decision classification methods, 
CART, uses the Gini Index to quantify impurity [14]. It is a 
binary split-based technique that only creates two child nodes 
from a parent node [14]. Advantages of CART include its 
ability to handle both continuous and categorical data as well as 
the ease with which its rules may be understood [15]. The 
likelihood that two randomly selected items from n elements 
belong to separate groups is known as the Gini coefficient [16]. 
The classifier and ideal classification that reduce the Gini 
coefficient the most are chosen as a child node once the 
algorithm has determined how much the Gini coefficient has 
decreased. 

D. Radial basis Function Neural Network (RBF-NN) 

RBF-NN is a data mining modeling technique that finds 
hidden patterns in data by repeating learning from real data and 
mimicking the human brain's neural network [17, 18]. It is a 
nonlinear flexible model used to forecast using data with 
complicated structures [17,18]. The neural network is a 
hierarchical algorithm made of several processing components 
[19]. The relationship between input and output is learned while 
weights are repeatedly changed using historical input data and 
corresponding output values [19]. The neural network is made 
up of an input layer made up of nodes that correspond to input 
variables and a hidden layer (or layers) made up of numerous 
hidden nodes. The hidden node uses a nonlinear function to 
handle the linear combination of variable values given from the 
input layer and sends it to the output layer or another hidden 
layer. The coupling function for the hidden layer in this work 
was RBF-NN, which employs the Radial Basis function. Fig. 1 
illustrates the RBF-NN idea. 

E. Random Forest (RF) 

The RF algorithm randomly selects which decision trees to 
learn [21]. Multiple bootstrap samples are used in this technique 
to create a decision tree for each sample, and the results 
showing the highest frequency among the decision tree results 
are used to forecast the outcome of a new dataset [22]. In Fig. 
2, the RF structure is shown. 

 

Fig. 1. Structure of the RBF-NN Modeling [20]. 
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Fig. 2. Structure of the Random Forest Modeling [23]. 

F. Meta Model (Stacking Ensemble) 

The stacking ensemble technique was used in this study to 
predict the use of Multi-FSCs. In recent years, stacking 
ensemble outperforms a single machine learning model in terms 
of generalization and robustness, and it has been used for 
classification and prediction in a variety of fields [24, 25, 26, 
27, 28]. This technique generates a new model by stacking 
several different models [29]. It improves the final model's 
performance by combining the strengths of each model and 
supplementing the weaknesses of each model through two 
stages (base and meta) [29]. 

In the base stage (model), this model used RBF-NN, CART, 
and RF. In the meta stage, the model used the logistic regression 
algorithm (model). The regression algorithm is the most 
straightforward way to maximize generality and stability while 
increasing the reliability of the base model, and it is unlikely to 
overfit the training data [30]. Due to this, the regression 
algorithm has been employed in numerous recent publications 
[30, 31] as the meta model for the stacking ensemble algorithm. 
For the same reason, the regression algorithm for a meta model 
was used in this study. Fig. 3 illustrates the final stacking 
ensemble model's structural layout. 

 

Fig. 3. Structure of the Prediction Model (Stacking Ensemble). 

G. Meta Model (Stacking Ensemble) 

Through the use of seven-fold cross-validation, each 
machine learning model was verified. With this approach, ten 
groups of equal size are randomly selected from the entire 
sample, and one group is used for validation while the other is 

used for learning. Seven times are run through this procedure to 
ensure that the knowledge is retained. The root-mean-square 
error (RMSE), error variance (Ev), and index of agreement (IA) 
were used in this study to assess how well the developed models 
performed as predictors. A lower RMSE among these indices 
denotes a prediction model with greater accuracy, whereas a 
lower Ev denotes a model with greater stability. A model 
becomes more stable as IA gets closer to 1. 

III. RESULTS 

A. General Characteristics of Subjects by the Experience of 

using the Multi-FSC 

Table I depicts the general characteristics of the research 
subject based on their experience with the Multi-FSC. Among 
the 281,606 subjects, 95,826 subjects (34.0%) had used the 
Multi-FSC at least once, while 185,780 subjects (66.0%) had 
not used the Multi-FSC. The results of chi-square test showed 
that the group with experience of using the Multi-FSC and the 
group without experience of using the Multi-FSC had 
significantly (p<0.05) different age, gender, relationship 
satisfaction with children, the highest level of education, family 
relationship satisfaction, relationship satisfaction with a 
spouse's parents, siblings, subjective health status, life 
satisfaction, occupation, nationality of origin, South Korean 
citizenship, and social discrimination experience. 

TABLE I. GENERAL CHARACTERISTICS ACCORDING TO THE EXPERIENCE 

OF USING THE USING THE MULTI-FSC, N (%) 

Variables 
Experience of using the Multi-FSC 

p 
Yes (n=95,826) No (n=185,780) 

Age   <0.001 

19-29 42,122 (55.9) 33,258 (44.1)  

30-39 32,219 (37.5) 53,794 (62.5)  

40-49 16,905 (23.8) 54,090 (76.2)  

50-59 3,511 (11.3) 27,586 (88.7)  

60-69 827 (6.6) 11,614 (93.4)  

70+ 244 (4.3) 5,438 (95.7)  

Gender    

Male 4,079 (7.2) 52,194 (92.8)  

Female 91,747 (40.7) 133,586 (59.3)  

Marital status    <0.001 

Single 481 (5.9) 7,639 (94.1)  

Having a spouse 92,910 (36.4) 162,535 (63.6)  

Bereavement/wi

dowed 
872 (16.5) 4,421 (83.5)  

Divocement/div

orced/separation
/separated 

1,564 (12.3) 11,185 (87.7)  

Residence   <0.001 

Urban 61,866 (28.0) 159,150 (72.0)  

Countryside 33,961 (56.0) 26,630 (44.0)  

Level of 

education 
  <0.001 
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Elementary 

school or below 

9,522  

(35.4) 
17,407 (64.6)  

Junior high 

school 
23,060 (37.1) 39,103 (62.9)  

High school 41,661 (33.1) 84,172 (66.9)  

College or 

higher 
21,583 (32.4) 45,098 (67.6)  

Family 

relationship 
satisfaction 

  <0.001 

Good 68,356 (33.5) 135,699 (66.5)  

Moderate 23,033 (37.9) 37,757 (62.1)  

Bad 
3,956 

 (45.8) 

4,685 

 (54.2) 
 

Relationship 

satisfaction with 

a spouse's 

parent 

  <0.001 

Not applicable 14,336 (22.1) 50,554 (77.9)  

Satisfactory 44,747 (37.4) 74,819 (62.6)  

Not satisfied or 

dissatisfied 
29,032 (39.9) 43,670 (60.1)  

Dissatisfied 
7,230  

(44.3) 

9,098 

 (55.7) 
 

Relationship 

satisfaction with 
a spouse’s 

siblings  

  <0.001 

Not applicable 
4,794  

(16.5) 
24,236 (83.5)  

Satisfactory 45,496 (34.5) 86,465 (65.5)  

Not satisfied or 

dissatisfied 
36,005 (39.3) 555,691 (60.7)  

Dissatisfied 
9,049  

(43.5) 
11,749 (65.1)  

Relationship 

satisfaction with 

children 
  <0.001 

Not applicable 16,878 (19.1) 71,568 (80.9)  

Satisfactory 68,229 (44.3) 85,703 (55.7)  

Not satisfied or 

dissatisfied 

8,851  

(32.6) 
18,272 (67.4)  

Dissatisfied 
1,387  

(34.8) 

2,598 

 (65.2) 
 

Subjective 

health status 
  <0.001 

Good 64,320 (37.0) 109,636 (63.0)  

Moderate 24,853 (32.2) 52,363 (67.8)  

Bad 
6,653  

(21.9) 
23,781 (78.1)  

Life satisfaction    <0.001 

Good 51,458 (35.9) 91,996 (64.1)  

Moderate 37,758 (32.7) 77,859 (67.3)  

Bad 
6,611 

 (29.3) 
15,925 (70.7)  

Heritage / 

nationality of 
origin  

  <0.001 

Chinese 18,294 (28.6) 45,602 (71.4)  

Korean-Chinese 14,865 (15.6) 80,600 (84.4)  

Taiwanese or 

Hong Kong 

453  

(11.3) 

3,572  

(88.7) 
 

Japan 
6,240  

(37.4) 
10,431 (62.6)  

Mongolia 
1,769 

 (55.5) 

1,420 

 (44.5) 
 

Vietnam 32,898 (66.1) 16,900 (33.9)  

Philippines 10,145 (69.3) 4,502 (30.7)  

Thailand 
1,930 

 (57.5) 
1,426 (42.5)  

Cambodia 
3,805  

(73.4) 
1,381 (26.6)  

Uzbekistan 
1,300 

 (57.0) 
981 (43.0)  

Russia 
570  

(30.5) 
1,299 (69.5)  

North America 
466  

(4.7) 
9,514 (95.3)  

Other southeast 

Asian countries 

832  

(35.7) 
1,499 (64.3)  

Southern Asia 
792  

(36.4) 
1,384 (63.6)  

Western Europe 
111  

(4.8) 
2,213 (95.2)  

Occupation   <0.001 

Regular worker 13,441 (24.6) 41,230 (75.4)  

Temporary 

worker 
16,681 (33.0) 33,880 (67.0)  

Day-to-day 

worker 

7,324 

 (21.2) 
27,158 (78.8)  

Self-employed 

with employees 

401 

(9.8) 
3,672 (90.2)  

Self-employed 

without 

 employees 

2,365 

 (24.1) 
7,430 (75.9)  

Unpaid family 

worker 
72,410 (56.6) 72,410 (56.6)  

Korean 

citizenship  
  <0.001 

Yes 35,709 (27.0) 96,491 (73.0)  

No 60,117 (40.2) 89,288 (59.8)  

Social 

discrimination 

 experiences  

  0.001 

Yes 40,162 (34.4) 76,705 (65.6)  

No 55,665 (33.8) 109,075 (66.2)  

B. A Comparison of the Prediction Performance of Models 

Anticipating the Utilization of the Multi-FSC 

Fig. 4 to 6 depict the prediction performance (RMSE, Ev, 
and IA respectively) of six machine learning models for 
forecasting the use of Multi-FSCs. The findings revealed that 
the RBF-NN-Logit reg model had the best prediction 
performance (RMSE=0.20, Ev=0.45, and IA=0.68). 
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Fig. 4. Models for Machine Learning Compared using the Root-mean-

Square Error. 

 

Fig. 5. Models for Machine Learning Compared using Error Variance. 

 

Fig. 6. Models for Machine Learning Compared using Index of Agreement. 

C. Predictors for the use of Multi-FSCs in South Korea 

The normalized importance of the variables of the RBF-
NN-Logit reg model, the final model, is presented in Fig. 7. The 
results confirmed that gender (100%), relationship satisfaction 
with children (93%), age (85%), country of origin (69%), 
relationship satisfaction with a spouse’s siblings (61%), and 
relationship satisfaction with a spouse's parents (57%) were a 

significant factor that carried a significant amount of weight in 
the South Korean experience of using Multi-FSCs. The gender 
(female) of these was the one that had the greatest impact on 
the final model. 

 

Fig. 7. Variable’s Importance for use of Multi-FSCs (only top 6). 

IV. CONCLUSIONS 

In our study, the RBF-NN-Logitreg model predicted 
gender, relationship satisfaction with children, age, country of 
origin, relationship satisfaction with spouse's siblings, and 
relationship satisfaction with spouse's parents for the 
application of Multi-FSC. The South Korean government can 
use these forecast results as policy data to further promote 
Multi-FSC. 

Using six machine learning techniques—three base models 
and three stacking ensemble models—this study created 
prediction models for factors linked to the use of the Multi-FSC 
in South Korea and evaluated the effectiveness of the models. 
The RBF-NN-Logit reg model based on the stacking ensemble 
algorithm had the best prediction performance, according to the 
results. Given that their RMSE was 0.03 less than that of the 
base models, prediction models based on the stacking ensemble 
technique in particular demonstrated improved accuracy (single 
machine learning model). Furthermore, given that their EV was 
0.03 higher than the EV of base models, they had better 
stability. The findings of this study suggested that the prediction 
performance of the stacking ensemble may be superior to that 
of the single machine learning model when developing 
classification or prediction models using epidemiology data 
from a community. 

The stacking ensemble takes longer to run than the single 
machine learning model because its algorithm is more complex 
than the base model [32, 33, 34, 35, 36, 37]. Furthermore, 
depending on the combination of the base model and meta 
model, it has been reported that it is more likely to cause 
overfitting than a single machine learning model in some cases 
[32, 33, 34, 35, 36, 37]. As a result, more research is required 
to evaluate the prediction performance of the stacking 
ensemble. Future research is required to investigate the stacking 
ensemble model with the best performance using more diverse 
combinations of base models and meta models in order to find 
a model that can minimize overfitting while maximizing 
accuracy. 
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Abstract—With the growth of the Internet industry and the 

informatization of services, online services and transactions have 

become the mainstream method used by clients and companies. 

How to attract potential customers and keep up with the Big Data 

era are the important challenges and issues for the banking sector. 

With the development of artificial intelligence and machine 

learning, it has become possible to identify potential customers 

and provide personalized recommendations based on 

transactional data to realize precision marketing in banking. The 

current study aims to provide a potential customer’s prediction 

algorithm (PCPA) to predict potential clients using big data 

analysis and machine learning techniques. Our proposed 

methodology consists of five stages: data preprocessing, feature 

selection using Grid search algorithm, data splitting into two parts 

train and test set with the ratio of 80% and 20% respectively, 

modeling, evaluations of results using confusion matrix. 

According to the obtained results, the accuracy of the final model 

is the highest (98.9%). The dataset used in this research about 

banking customers has been collected from a Moroccan bank. It 

contains 6000 records, 14 predictor variables, and one outcome 

variable. 

Keywords—Precision marketing; big data analysis; machine 

learning; potential customers prediction algorithm (PCPA) 

I. INTRODUCTION 

After entering the 21st century, the world witnessed a rapid 
growth in internet technology which resulted in the 
development of online transactions and the change in consumer 
habits and consumption patterns. The traditional model of bank 
marketing seriously hinders the development of the bank sector 
due to the lack of understanding of clients' needs, inability to 
adapt to the modern market characteristics, and the lack 
personalized recommendations for quality customers. 
However, Big data analysis and machine learning techniques 
applied in precision marketing will provide ideal results to 
traditional marketing. Therefore, the banking industries need to 
change their old marketing model toward a precision marketing 
model based on big data analysis, artificial intelligence (AI), 
and modern information technology to realize long-term 
development. 

The advancement of big data technology has also 
contributed to the acceleration of transformation from 
traditional banking to modern and digital banking. Meanwhile, 
machine learning techniques and big data analysis technology 
play an essential role in the precision marketing of banking 

services. Machine learning techniques provide the possibility to 
extract facts, information, and patterns about customers from 
the large amount of data gathered in banks [1]. Analyzing and 
extracting knowledge from such data can provide a decision-
making foundation for banking companies. 

The marketing strategy is a long-term scheme that 
principally studied the marketing and market environment to 
understand market opportunities and meet the customers' needs. 
It covers everything from the study of the situations confronted 
by enterprises marketing under current market conditions and 
competitions, the choice of customers, and the channel of 
communication between companies and clients. Whereas 
precision marketing refers to a marketing strategy that has a 
clear focus, it targets the consumers that have a great 
willingness to consume. Based on modern information 
technology, precision marketing precise the position accurately 
to build personalized communication between enterprises and 
customers so that companies can realize long-term 
development and maximize wealth. 

Theoretically, precision marketing is a marketing strategy 
that aims to understand customers well and their actual needs. 
Practically, based on big data analysis, machine learning 
techniques, and modern technology, precision marketing can 
render the prediction reasoning nearest to customers' needs. The 
principle of precision marketing was first proposed back in 
1999 by Lester. In 2004, the 4R rule of precision marketing was 
declared by Brebach and Zabin. Then, Philip Kotler gave a clear 
introduction to precision marketing. Jin et al. [2] have stated 
that companies can achieve high sales performance by adapting 
precision marketing. 

Precision marketing can not only achieve high sales and 
decrease the purchase cost of customers but also help 
companies to build a loyal customer base. The modern bank is 
customer-centric. It focuses on how understanding customers' 
behaviors to provide clients with accurate and quality services 
via a digital operation technologies chain. Banks not only need 
to realize deals with customers but also need to maximize 
wealth and ensure return rates last long. Thanks to the fast 
development of information technologies, precision marketing 
realize the goal of enterprises to understand clients and provide 
them with the right product at the right time and via appropriate 
methods. Precision marketing contains four parts: target 
customer, right message and channel, and a good time. 
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The main objective of this paper is to propose a new 
precision marketing model based on big data analysis and 
machine learning techniques to identify potential customers. 
The rest of this paper is organized as follows: we review 
previous related works in the next section. In Section III, we 
present and discuss the proposed methodology. Section IV is 
reserved to illustrating and analyzing our simulation results and 
performance evaluation. Finally, the conclusion of our paper is 
in Section V. 

II. RELATED WORK 

A. Literature Review 

We present a summary of what has been proposed in 
precision marketing based on machine learning and big data by 
renowned researchers. In this subsection, we have reviewed 
various researches related to our work. 

Chiu et al. [3] have proposed an Omni-channel Chabot that 
merges IOS, Android, and Web components. Based on 
convolutional neural networks (CNNs), the proposed chatbot 
can provide personalized service and precision marketing. In 
order to show the advantages of the new method, a case study 
of a shared kitchen is utilized, which can be employed for other 
consumer applications like personalized services and clothing 
selection. 

Zhang et al. [4] developed a predictive model to forecast 
high potential luxury car buyers using car owners' and telecom 
users' data. They combined two machine learning algorithms, 
logistic regression, and neural network mining. A case study of 
a traffic management department and telecom operators in a 
medium-growth city in china is used to demonstrate the 
efficiency of the new model. 

In [5], Xia Liu has compared the CNN model, LSTM 
model, LSTM attention model, and CNN + LSTM attention. As 
a result, the performance of the CNN + LSTM attention model 
and the LSTM attention model is better, with the highest overall 
accuracy of testing and training. The model is applied to 
precision marketing for obtaining precision consumer portraits'. 

In [6], Xie et al. have used Hamming distance classification 
algorithm and BP Neural network to classify clients using 
purchase data to release the purpose of precision marketing. In 
order to solve the problem of the chosen transportation 
program, the related decision objectives, and location selection. 
Xiao et al. [7] built a precision marketing optimization strategy 
using neural network modeling and the fuzzy method. 

In [8], Chong et al. adopted neural networking for consumer 
product demand prediction. In order to show the advantage of 
the proposed solution, an electronic data from Amazon.com 
was used. This data is about promotional marketing information 
and online reviews. 

Tang et al. [9] proposed an advanced K-means clustering 
algorithm to provide an accurate customer division. Scholars 
have applied this new method in the precision marketing of 
ETC credit cards to precisely detect potential ETC users. To 
build a precision marketing device for forecasting the 
cumulative number of voice app users for China Mobile 
communications, Yan et al. [10] adopted ARIMA modeling. 

The proposed method gives a reference to understanding its 
market demand. 

The studies in precision marketing based on Big data 
analysis and machine learning are fewer in the banking field. 
The related research of machine learning in the banking sector 
mainly focuses on banking crisis prediction and forecasting 
customer churn. In [11], Jessica et al. adopted artificial neural 
network modeling that predicts the short-term financial distress 
for Spanish banking. A predictive model based on Big data 
analysis and crisis Index to predict the banking crisis was 
proposed in [12]. Zizi et al. [13] used logistic regression and 
neural network modeling based on financial indicators to 
forecast financial distress in the bank sector. 

In this study, we propose a new precision marketing model 
based on banking big data to forecast potential target customers 
and realize accurate marketing of bank housing loans. The 
proposed PCPA algorithm is based on big data and machine 
learning technology. The process of PCPA consists of five 
steps: data selection and understanding, data cleaning and 
filtering, feature selection, data modeling, and results 
evaluation. After a comparison of various famous machine 
learning methods [14], we chose XGBoost as the central 
algorithm of PCPA. Moreover, we have preprocessed the data 
and extracted the significant features using the Grid search 
algorithm for well understanding of the data. 

III. PROPOSED WORK 

A. System Architecture 

In this subsection, a pictorial representation of the whole 
process of PCPA is illustrated in Fig. 1. The process of PCPA 
consists of six phases: data selection and understanding, data 
cleaning and filtering, feature selection, splitting the prepared 
data, modeling, and results evaluation. 

B. Description of Proposed Model 

1) Data selection and understanding: The dataset used in 

this study is from a Moroccan bank, Attawfiq Micro-Finance. 

The data consists of 6000 records and 14 variables; it contains 

demographic information and information about customers’ 

behaviors. The provided data are from 2018 to 2021. For 

building a suitable predictive model, a selection of important 

information from data was established using advanced data 

variance analysis and analyzing attributes correlation (using 

Correlation matrix). 

Each case from the final dataset is represented by thirteen 
variables used as input to the proposed model and one 
categorical variable that represents whether the customer has 
applied for a housing loan (Housing_credit) as output. Table I 
represents the attributes of the data. We represent the coded of 
some indicators in Table II. 

2) Data cleaning and filtering: The data cleaning and 

filtering stage consists of cleaning the selected data from 

missing values, outliers, noise, etc. This phase is eliminatory 

for reducing the dimensions of the dataset and reducing the time 

of required computation. In order to extract deeper insights, we 

have considered the data visualization in this methodology. 
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Fig. 1. PCPA Architecture. 

3) Feature selection: The feature selection stage plays an 

essential role in extracting the critical features and removing the 

non-significant attributes from the dataset. Also, it contributes 

to the improvement of model performance and reduces the time 

of training and validation. Firstly a uni-variate selection is 

applied then, Grid search (GS) method is used to choose the 

optimal parameter. 

4) Modeling: As we declared above, our proposed PCPA is 

based on machine learning techniques and big data. In this 

phase, we have applied five machine learning algorithms, 

namely, XGBoost, Random forest, Gradient Boosting, SVM, 

Logistic regression, and Decision tree. Then after comparison 

of the accuracy and performance of the five models, we choose 

XGBoost as the central algorithm of PCPA because it illustrates 

the most excellent accuracy and performance. The results of all 

the models are presented in Section IV. 

5) Results evaluation: 

a) Confusion matrix: In order to evaluate and measure 

the performance of the predictive models for forecasting the 

potential customers correctly, we have applied different 

metrics: namely, precision, recall, accuracy, and F–measure. 

The calculation of these four measures depends on information 

extracted using the confusion matrix. After the prediction, the 

confusion matrix analyzes the value of accurate and wrong 

predictions. In Table III, the representation of the confusion 

matrix is presented. 

TP: These are the correctly predicted negative values which 
mean that the value of the actual class is potential, and the value 
of the predicted class is also potential customers. 

TN: These are the correctly predicted negative values which 
mean that the value of the actual class is non-potential and the 
value of the predicted class is also non-potential customers. 
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FP: The number of non-potential customers, but the 
predictive model has forecasted them incorrectly (as potential). 

FN: The number of potential customers, but the predictive 
model has forecasted them incorrectly (as non-potential ). 

TABLE I. CONFUSION MATRIX 

 Potential Non-Potential 

Potential TP FN 

Non-Potential FP TN 

b) Performance indicators 

Accuracy: The proportion of the number of all right 
predictions is known as accuracy. It is calculated by the 
following formula: 

( )

( )

TP TN
Accuracy

TP FP TN FN

+
=

+ + +
             (1) 

Precision: It is the proportion of true positives to all 
positives. It is calculated by the following formula: 

Pr
TP

ecision
TP FP

=
+               (2) 

Recall: It is used to calculate the real positive rate. It is 
calculated by the following formula: 

Re
TP

call
TP FN

=
+               (3) 

F1-measure: The weighted harmonic average of precision 
and recall is called F1-measure. 
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TABLE II. CHARACTERISTICS OF BANK CUSTOMERS 

Attribute Possible Value Type 

Age 20-60 year Numerical 

Marital status 0-3 Categorical 

Income(dh) 1-5 Numerical 

Education level 0-6 Categorical 

Housing 0-3 Categorical 

Family_numbrs 1-6 Numerical 

Gender 0-1 Categorical 

Experience 0-42 Numerical 

Lodgment_situation 0-1 Categorical 

Credit Card 0-1 Categorical 

ASCC 0-9,30 Numerical 

Securities_account 0-1 Categorical 

Online_bank_service 0-1 Categorical 

Housing_credit 0-1 Categorical 

TABLE III. DESIGNATION OF SOME INDICATORS 

Attribute Attribute Value 

Marital status 

0—Single 

1—Married 

2—Divorced 

Income(dh) 

1—[0dh-3000dh] 

2—[3001dh-5000dh] 

3—[5001dh-8000dh] 

4—[8001dh-10000dh] 

5—10000dh>> 

Education level 

0—Baccalaureate 

1— Baccalaureate+2 

2— Baccalaureate+3 

3— Baccalaureate+5 

4— Baccalaureate+8 

5—No diploma 

Property_Area 

0—Urban 

1—Semi-Urban 

2—Rural 

Gender 
  0 — Female 

1— Male 

Lodgment_situation 

0 — Personal house 

1— Parent house 

3— House renter 

Credit Card 
0 — No 

1— Yes 

Securities_account 
0 — No 

1— Yes 

Online_bank_service 
0 — No 

1— Yes 

Housing_credit 
0 — No 

1— Yes 

C. PCPA Algorithm 

Algorithm 1: Proposed algorithm for Potential Customers prediction 

Input: The training dataset consisting of input features such as xi and output 

label y; 

 Output: Predicted labels; Potential or not potential 

Procedure; 

1. Data selection and understanding; 

2. Data cleaning and filtering; 

3. Feature selection using Grid search algorithm; 

4. Data modeling using XGBoost, Random forest, Gradient Boosting, 

SVM, Logistic regression, Decision tree; 

5. Results Evaluation (confusion matrix); 

IV. RESULTS AND DISCUSSION 

The PCPA is based on machine learning technology and big 
data. First, we split the data into two parts train with a 
proportion of 80% and a test set with a ratio of 20%. We tested 
the pre-processed data on various famous classification 
algorithms that we have chosen based on our previous study 
[14], such as XGBoost, Random forest, Gradient Boosting, 
SVM, Logistic regression, and Decision tree. Then we 
compared the performance of the selected machine learning 
methods based on performance indicators (Accuracy, 
Precision, Recall, F-measure, and Cross-validation score). We 
presented the findings in Table IV. According to the 
comparison of the performance of the six machine learning 
methods illustrated in Table IV and Fig. 2, the RF and GBDT 
have the highest accuracy (98, 9%). RF achieved good 
precision with 93, 6%, Recall of 93,5%, and an F-measure of 
93,5%. Another model which illustrates good results is 
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XGBoost. It reached a good accuracy with 98,1%, F-measure 
with 90,8%, Cross-validation score of 90,1%, and highest 
Recall of 95,4%. Also, the SVM gave significant results, 
registered a good accuracy of 97, 1%, Recall of 88,7%. We can 
notice that the GBDT shows a better performance amount the 
other models in terms of Accuracy, Precision, Recall, F-

Measure, and Cross-validation score. It accomplished the 
highest accuracy compared to other i.e. 98, 9%, precision with 
96,3%, F-measure 92,9%, Cross-validation of 94,2% with good 
Recall 89,7%. Hence Gradient Boosting outperforms the other 
ML methods used in our work. This is why, we choose Gradient 
Boosting as the central algorithm of PCPA. 

 

Fig. 2. Evaluation of Models on Performance Indicators (Accuracy, Recall, Precision, F-measure).

TABLE IV. COMPARISON OF MACHINE LEARNING MODELS 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-

Measure 

(%) 

Cross 

Validation 

(%) 

XGBOOST 98,1 86,5 95,4 90,8 90,1 

RF 98,9 93,6 93,5 93,5 91,8 

GBDT 98,9 96,3 89,7 92,9 94,2 

DT 90,2 49,7 91,8 64,5 61,2 

SVM 97,1 82,1 88,7 85,4 88,1 

LG 91,5 50,6 90,9 64,8 65,3 

V. CONCLUSION 

In this study, we have proposed a PCPA algorithm for 
precision marketing based on machine learning and Big data 
analysis. We have used a dataset collected from Moroccan 
banking. Our model predicts potential housing loan customers 
from whole banking users. This prediction can help the 
marketing department to target quality customers at a low cost 

and fast time. At the same time, we compared the efficiency of 
different famous machine learning approaches, which are: 
XGBoost, Random forest, Gradient Boosting, SVM, Logistic 
regression, and Decision tree in terms of accuracy, F-measure, 
recall, precision. The results illustrate that Gradient Boosting 
achieved better performance amount the other ML methods 
used in terms of accuracy, F-measure, recall, precision, and 
cross-validation score. Hence we choose Gradient Boosting as 
the central algorithm of PCPA. 
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Abstract—Online stores and service providers rely heavily on
recommendation software to guide users through the vast number
of available products. Consequently, the field of recommender
systems has attracted increased attention from the industry and
academia alike, but despite this joint effort, the field still faces
several challenges. For instance, most existing work models the
recommendation problem as a matrix completion problem to
predict the user preference for an item. This abstraction prevents
the system from utilizing the rich information from the ordered
sequence of user actions logged in online sessions. To address
this limitation, researchers have recently developed a promising
new breed of algorithms called sequence-aware recommender
systems to predict the user’s next action by utilizing the time
series composed of the sequence of actions in an ongoing user
session. This paper proposes a novel sequence-aware recommen-
dation approach based on a complex network generated by the
hidden metric space model, which combines node similarity and
popularity to generate links. We build a network model from data
and then use it to predict the user’s subsequent actions. The
network model provides an additional information source that
improves the recommendations’ accuracy. The proposed method
is implemented and tested experimentally on a large dataset. The
results prove that the proposed approach performs better than
state-of-the-art recommendation methods.

Keywords—Sequence-aware recommender systems; complex
networks; similarity-popularity

I. INTRODUCTION

A recommendation system (RS) is a software tool that
uses various techniques and algorithms to filter the relevant
information from the vast amount of information found in an
online platform based on multiple factors to provide users with
item recommendations that most likely suit their preferences.
RSs have been applied in various domains, including travel
and hotel industries, online shopping, books, and movie rec-
ommendations [1].

Conventionally, the recommendation problem is abstracted
as a matrix-completion problem where users correspond to
rows, items correspond to columns, and the numerical cell
values indicate the user-item ratings. The goal of matrix
completion is to predict the ratings of unseen items for a given
user based on historical data [2]. Although this abstraction has
proved helpful in various ways, it suffers from the limitation
of not utilizing the sequence of user interaction logs that are
often available in real applications [3]. Moreover, conventional
recommendation systems assume user profile availability and
long-term historical data. However, such long-term data does
not always exist for many reasons, such as the user being
new to the system, having opted not to log in, or if the user is

enabling tracking countermeasures [4], [5]. For this, sequence-
aware recommendation systems (SARS) have recently been
developed to harness the rich information from logged users’
interactions with the system. The goal is to derive predictions
for subsequent user actions based on the recent series of actions
in the ongoing user session, thus, bringing highly relevant and
practical computational tasks to real-life applications.

Despite the ongoing efforts to improve SARS, the accuracy
of recommendations remains an open challenge. Most of the
existing complex models, including deep learning and matrix
factorization, are outperformed by straightforward trivial ap-
proaches such as the k nearest neighbors’ approach [6], [7].
One of the most promising directions to remedy this is using
graph (or network) models to generate recommendations. In
network-based recommenders, where nodes represent users or
items and the weighted links between the nodes represent
relevancy, the analysis derived from the graph structure can
produce accurate predictions. Many network-based recom-
mendation approaches have been introduced in the literature,
including approaches based on real-world networks [8]–[10].
However, most approaches use networks without underlying
models or established properties. Using complex network mod-
els with well-understood and proven properties can improve
the quality of recommendations and constitutes a promising
research direction.

Moreover, one of the most relevant recent advances in
complex network modeling to the field of sequence-aware
recommendation is the development of efficient navigation and
routing algorithms [11], [12]. Since the interaction between the
user and items in SARS can be seen as navigation in the space
of items, this hints at the possibility of using complex network
models to guide the recommendation process.

In this paper, we propose a novel sequence-aware rec-
ommender system approach that takes advantage of complex
network models, primarily the hidden metric space model
[13], to generate more accurate recommendations. The hidden
metric space model is a complex network model that suggests
the existence of a hidden metric space underlying any observed
complex network. The distance between the nodes abstracts
their similarities, whereas their degrees represent popularity
[12]. Our method utilizes the rich navigation information
within the large logs of sequentially ordered actions to improve
recommendation accuracy. Moreover, introducing predefined
model characteristics as an additional source of information
enriches the model to overcome the limitations of data sparsity
and limited coverage. Additionally, constructing graph models
to guide the recommendations resembles a neighborhood struc-
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ture that is intuitive and easy to understand and allows efficient
recommendation queries. Another advantage of using graphs
is the ability to interpret and visualize the recommendations,
which is often a limitation in other complex methods. Finally,
the resulting algorithm is trained and tested on a large public
dataset and evaluated using standard performance measures to
compare its performance to state-of-art methods.

The remainder of this paper is organized as follows. Section
II covers background and related work. Section III describes
the details of the proposed method. Section IV presents the
experimental setup and performance evaluation results. Finally,
Section V summarizes the work and presents future research
directions.

II. BACKGROUND AND RELATED WORK

In this section, we briefly introduce recommender systems,
particularly sequence-aware recommender systems, followed
by an overview of the complex networks and the hidden metric
space model.

A. Sequence-Aware Recommender Systems

The goal of sequence-aware recommender systems is to
predict the evolution of the user’s current session. They
achieve this goal by predicting the user’s next action using
extracted features from historical sessions’ logs tracked by
the application [4]. Fig. 1 shows a schematic illustration of
the recommendation process under the sequence-aware setting.
The recommender system’s input takes the form of an ordered
set of users’ logged actions (sessions). These actions consist
of various user interactions towards an item, such as ’clicks’,
’views’, or ’purchases’, or actions towards the application, such
as ’searches’ or ’applies filters’. The computational task of
sequence-aware recommenders is mainly to process the input
to build a model that attempts to identify recurring patterns

in the sequences of actions. For example, this pattern may
reflect the co-occurrence of actions or their sequential ordering.
Finally, the system’s output is the predictions for the user’s next
action (or set of actions) derived from the identified pattern
based on the current user session.

Although the output from traditional RS and SARS aims
at the same goal: to provide an item recommendation for the
users, their settings and characteristics are distinct in several
ways. First, the standard input for traditional RS takes the
form of user, item, and rating tuples without any information
about the user’s behavior or interactions with the items or the
application. In contrast, the primary input for SARS is the
rich sequential session data. Moreover, a standard RS takes
the form of a matrix-completion problem, as illustrated in Fig.
2, in which the task is to fill the predicted ratings given by
users to items based solely on the long-term observed user
behavior and preferences. This formulation, however, can not
accommodate the sequential input representation [2].

The problem of sequence-aware recommendation has been
increasingly attracting researchers. Early research efforts pro-
posed oversimplified model-free attempts to provide recom-
mendations driven by data pattern mining and association
rules techniques. However, since the 2010s, machine learn-
ing and time-series techniques have shifted the algorithmic
approaches towards adopting more sophisticated models to
tackle the problem [14]. Models such as Markov chain models
[15], [16], graph-based models [17]–[19], factorization-based
models [20], recurrent neural networks [21]–[23] and attention
mechanisms [24] contributed to improving sequence-aware
recommendation systems [6].

Several graph-based approaches for sequence-aware recom-
menders exist in the literature that extends the work proposed
for traditional recommender systems. In these methods, the
graph is often modeled as a bipartite graph having items and

 Inputs 

Fig. 1. A High-Level Representation of Sequence-Aware Recommender Systems Process.
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Fig. 2. Representation of the User-Item Matrix in Traditional Recommender
Systems. The Goal of the Recommender is to Complete this Matrix.

users on separate sides. However, this poses a limitation as
these approaches fail to exploit the rich information in sessions.
To overcome this issue, authors in [17] proposed the session-
based temporal graph (STG) method that incorporates temporal
dynamics and short- and long-term preferences. The STG
graph is represented as a two-sided bipartite graph (tripartite),
with one side of the graph connecting users with items they
have interacted with before (i.e., long-term interactions) and
the other side connecting the current user session with session
items (i.e., short-term interactions). The graph is then traversed
to recommend items via random walk.

Similarly, the Geographical-Temporal influences Aware
Graph (GTAG) method [18] uses a tripartite graph represen-
tation. However, GTAG incorporates geographical location to
enhance the point of interest recommendations and traverse the
resulting graph model in a breadth-first propagation manner.
Both methods, however, as in all multipartite graphs models,
which do not allow edges between nodes on the same side,
fail to exploit information on any independent side, for exam-
ple, item-to-item data. Additionally, both methods construct
a simple graph without an underlying model. Conversely, the
proposed method in this article relies on constructing a graph
with an underlying model and established properties to guide
the recommendations.

In recent years, researchers have attempted to achieve
accurate recommendations by providing explicit interpretations
of the challenges and tasks in the SARS and then attempting
to tackle the identified challenges by designing appropriate
algorithms. Quadrana et al. [3] suggest that the main tasks
of sequence-aware recommender systems are adopting the
recommendation context, such as the current weather or the
current user location, detecting the shared and individual
trends, identifying the repeated patterns in user behavior, and
finally identifying the order constraints of the sequence in the
session. Jannach et al. [25] state the price discounts and current
offers on items as a success factor for SARS and emphasize the
impact of the user’s short-term intentions rather than only long-

term ones. Wang et al. [14] further focus on understanding
the inner interactions within the session and the interactions
between the sessions as the two key challenges to reducing the
complexity of the SARS structure.

B. Complex Networks and Hidden Metric Space Model

Complex networks refer to a class of graphs that exhibit
nontrivial topological features that can be observed in real-
life networked systems. Those features are not observable in
simple graphs such as regular and purely random graphs but
in networks resulting from complex natural phenomena such
as social, biological, technological, and physical systems [26].
For example, when modeling a real-life social network, where
the nodes represent the people and the edges between the
nodes represent the relationships between them, the resulting
graph possesses a complex network structure. Its topology
reveals some fundamental complex network properties and
characteristics [27], such as the small-world [28] and the scale-
free properties. Scale-free networks gained significant interest
within the network science community upon the publication of
the Barabási and Albert model [29]. The latter generates scale-
free networks with short paths and highly connected nodes as
hubs and is considered one of the earliest models to capture
real-life natural network properties [30].

Efforts to design network models that capture more faith-
fully the properties of real-life networks have continued after
the work of Barabási and Albert model [29]. The hidden
metric space model [13] suggests the existence of a hidden
metric space underlying any scale-free complex network and
contains all the nodes of the observed network. The nodes
are positioned and linked in the hidden metric space based
on their similarity and popularity. The distance between nodes
abstracts the nodes’ similarities, and their degrees reflect their
popularity. Thus, the shorter the distance between nodes in the
hidden metric space and the more popular they are, the higher
probability of them connecting in the observed network.

One of the successful applications of the hidden metric
space model is its capacity to guide the routing function in
networks by greedily moving toward the node nearest to the
target [31]. Unlike many complex network models, such as
the small-world model or Barabási and Albert model, the
hidden metric space model generates an embedding of the
network, which provides a useful representation of the items
for downstream applications. Furthermore, the model not only
aims at capturing the network’s structural properties but also
describes how these properties are connected with essential
functionalities. In [32], the authors propose a recommendation
method for predicting user-item ratings using a hidden metric
space model based on popularity and similarity. By using this
complex network model, the approach is able to outperform
existing methods in term of prediction accuracy. The successful
use of the model in the traditional recommendation setting
as demonstrated in [32] and various other domains, including
developing efficient information routing algorithms [11], net-
work modeling [12], information routing and signaling [31],
link prediction [33]–[35] hints at the possibility of applying it
to guide the recommendation in a SARS settings.
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Fig. 3. Illustration of the Proposed Approach. Items are Modeled as Nodes in a Complex Network and are Connected based on Similarity and Popularity.

III. PROPOSED METHOD

In this paper, we propose a sequence-aware recommen-
dation method based on complex networks where items are
modeled as a graph embedded in D-dimensional space with
a scale-free network structure controlled by an underlying
hidden metric space. Since the goal of a SARS is to predict
the next click the user will perform in a session, the problem is
defined as the task of ranking the most probable next item. The
output of the recommender is an ordered list of items r ∈ R∗

for each session s, where R∗ is a subset of the group of all
possible items permutations, and each predicted ordered list
of recommendations r consists of i items of length between 0
and t. First, each item in the system i is assigned a point xi

in a D-dimensional Euclidean space:

xi =
(
xi
1, x

i
2, . . . x

i
D

)T
, i = 1, . . . n, (1)

where n denotes the number of items. The position of
the items reflects their description or features. Hence, each
dimension represents a latent feature or a combination of
features relevant to the item. The probability pij of connection
between two items nodes i and j is based on two factors, their
similarity reflected by their distance and popularity (or degree)
as derived from the hidden metric model:

pij =

(
1 +

d2(xi, xj)

κiκj

)−α

, (2)

where κi and κj denotes the hidden degree (popularity)
of items i and j, respectively, and d2(xi, xj) is the squared
distance between them. The parameter α > 1 controls the
weights given to distance and popularity.

According to Eq. (2), the connection probability between
nodes in the generated network increases when popularity
increases and decreases with the squared hidden distance
(dissimilarity) increase. The reason behind this choice is that
generated network will have three characteristics observed in
real-life complex networks. First, a pair of popular nodes will

have a higher probability of being connected even if they are
far away from each other or dissimilar. A pair of nodes with
moderate average popularity will be connected if the distance
is moderate, and a pair of nodes with low popularity on average
will get connected if the distance is short.

As illustrated in Fig. 3, items are embedded in a D-
dimensional space, where the distance between them encodes
their similarity, which, combined with item popularity, results
in a network model. The model can be used to compute the
probability of a pair of nodes being connected and predict
the next clicked item in a sequence. We need to calculate the
item’s popularity and similarity to construct the model. The
node’s degree represents its popularity and can therefore be
directly calculated from the number of clicks or interactions
the item has in historical sessions. Next, we assign each node
a position in D-dimensional space to calculate the distances.
Since we cannot readily obtain the positions of the nodes,
we infer them from the history of interactive sessions. We
first estimate the link probabilities directly from historical
data and then use them to infer the items’ positions. There
are arguably many ways to estimate connection probabilities.
However, the method we adopt in this work is to assume
that the connection probability is proportional to the number
of items co-occurrence in sessions calculated by the cosine
similarity as follows:

pij ∝ sim(i, j) =

∑
s∈S

isjs√∑
s∈S

i2s

√∑
s∈S

j2s

, (3)

where is is set to 1 if item i is present in session s and 0
otherwise. From that, we obtain the set P of all connections
probabilities pij such that pij > 0. It is now possible to deduce
the distance d2ij in Eq. (2) as follows:

d2ij = κiκj

(
p
−1/α
ij − 1

)
. (4)
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Hence, the problem of estimating the items’ positions is
reduced to finding coordinates xi, such that the resulting
Euclidean distances are as close as possible to the distances
prescribed by Eq. (4). This problem falls into the category
of nonlinear optimization problems that can be solved by
minimizing an objective function that measures the difference
between the computed and observed distances:

∑
pij∈P

(∥∥xi − xj
∥∥2
2
− d2ij

)2

, (5)

where ∥ · ∥2 stands for the L2 norm. In order to avoid
overfitting, a regularization term is added, resulting in the
following objective function:

f(x1, . . . , xn) =
∑

pij∈P

(∥∥xi − xj
∥∥2
2
− d2ij

)2

+ λ
n∑

i=1

∥∥xi
∥∥2
2
. (6)

Since this objective function is not convex, only local min-
ima can be computed. Several algorithms for local optimization
exist to solve this minimization problem, and most of them
require computing the gradient of the objective function:

∂f

∂xi
=

∑
pij ,pji∈P

4
(
xi − xj

) (∥∥xi − xj
∥∥2
2
− d2ij

)
+2λxi. (7)

The proposed method’s objective is to predict a list of items
ordered by the likelihood that the user will click next in the
active session. Once we have the item embeddings, we can use
different techniques to capture the user’s short-term interest
in the current session to predict the next item. We propose
to use the K nearest neighbors technique, where distance is
measured in terms of connection probability. Thus, the method
recommends the items with the highest connection probability
to the most popular item the user interacted with in the active
session. In other words, the method generates a list of t items
ordered decreasingly by the probability of connection to the
most popular item in the active session as calculated by Eq.
(2).

IV. EXPERIMENTAL EVALUATION

This section presents the experimental framework used
to evaluate the proposed method’s performance. First, we
present the experimental setup and describe the dataset, the
dataset preparation techniques, the competing methods, the
evaluation metrics, the training method, and the parameter
tuning technique. Finally, we compare the overall performance
results against competing methods.

A. Dataset Description

The dataset used in this paper is the Trivago dataset [36],
[37] presented in the 2019 RecSys challenge obtainable online
from a publicly available data source (https://recsys2019data.
trivago.com). The dataset contains sequences of various users
actions on the Trivago hotels booking website. It contains

981,655 users, 927,142 hotels, and 1,202,064 sessions con-
taining a total of 19,715,327 user actions.

The dataset is pre-split into 80%-20% splits for train and
test sets, respectively. The splits were used as they are in this
experiment. We cleaned the dataset by removing sessions that
do not lead to a hotel booking. Each session in the test set ends
with a hidden hotel booking action and a list of a maximum
of 25 hotels in the impressions list, and the goal is to reorder
the list of impressions in decreasing order by the likelihood of
user clicks.

B. Evaluation Criteria

The proposed approach is evaluated using the test set
by applying standard metrics for the sequence-aware rec-
ommender systems evaluation. There are different evaluation
techniques and accuracy measures for sequence-aware recom-
mender methods in the literature. However, since the output
of a sequence-aware recommender system typically takes the
form of ordered lists, it is applicable to use standard infor-
mation retrieval accuracy metrics [6] such as mean reciprocal
rank (MRR) and mean average precision (MAP).

The MRR measures the place of the correct item in the
predicted list. Given a test set STest containing previously
unseen sessions, the MRR is defined as:

MRR =
1

|STest|
∑

s∈STest

1

Ranks
(8)

where Ranks is the place of the correct item in session
s. From Eq. (8), we can see that, at most, the MRR reaches
1 if the algorithm consistently predicts the item correctly by
placing it first in the list and reaches 1/t, where t is the length
of the recommended list when the recommender consistently
predicts the item the last in the list. On the other hand, the
MAP evaluates the predicted list up to a specific cut-off point
N . MAP@N does not consider the order of the list. However,
it checks if the correct item is present within the first N items
in the list.

MAP@N =
1

|STest|
∑

s∈STest

Top(s,N)

N
(9)

where Top(s,N) is a function that returns 1 if the correct
item for session s is in the top N items in the predicted list and
returns 0 otherwise. In this experiment, we use the following
values for N : 1, 3, 5, and 10.

C. Implementation

The experimental framework, competing methods, data
preprocessing, and experimental evaluation are implemented
using python with standard numerical and data manipulation
libraries.

Several specialized software libraries can be used to solve
the optimization problem, which is the most crucial step in
our proposed method. Interior Point OPTimizer (IPOPT) [38]
is a stable and well-tested advanced nonlinear programming
(NLP) solver based on an interior-point filter with a line-search
algorithm for large-scale nonlinear optimization. Efficient and
effective linear solvers are required by IPOPT and are essential
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for solving the optimization problem. Therefore, The solver
MA57, part of the HSL package [39], was used in the
experiment.

IPOPT NLP solver requires, at each iteration, essential
information about the optimization problem in order to solve
and proceed iteratively toward the solution. At each step, the
following information is required, given the current values of
the unknowns:

• The objective function as defined in Eq. (6).

• The gradient of the objective function (vector of first
derivatives with respect to all unknowns) as defined
in Eq. (7).

• The Hessian of the objective function (matrix of all
second derivatives). This matrix is very large. How-
ever, the library offers the possibility of approximating
the Hessian numerically. This option has been used in
order to avoid large memory consumption.

D. Competing Methods

To assess the effectiveness of the proposed method, we
compare it with a set of commonly used baselines and state-
of-the-art methods:

• Random: Even though this is not a recommendation
method, it provides insight into the lowest acceptable
value that other methods must achieve on this dataset.

• Items Popularity (I-POP): A naive baseline predictor
that consistently recommends a list of the most pop-
ular items in the training set without considering user
actions or similarities. Regardless of its simplicity,
it often provides a stable baseline in sequence-aware
recommender systems.

• Items Click-out Popularity (IC-POP): Similar to I-
POP, however, only clicked-out items are considered
when determining the item’s popularity.

• Items Metadata K-Nearest Neighbors (IM-KNN): An
implementation of a content-based filtering method
that predicts the current user’s next action based on
the k-most similar neighbors to the previously clicked
item. The similarity between the items is determined
by the cosine similarity of the item’s metadata.

• Items Co-occurrence K-Nearest Neighbors (IC-
KNN): An implementation of an item-based collabo-
rative filtering method that predicts the current user’s
next action based on the k-most similar neighbors to
the previously clicked item. The similarity between the
items is determined by the number of co-occurrence
between them in sessions, calculated by cosine simi-
larity.

• Logistic Regression (LR) [36]: A method that predicts
whether the item is clicked-out or not (i.e., binary
classification). The method requires the extraction
of specific features. We adopted the same problem
formalization and feature selection as in [36].

TABLE I. PERFORMANCE RESULTS OBTAINED ON THE TRIVAGO
DATASET

Method MRR MAP@1 MAP@3 MAP@5 MAP@10

Random 0.177 0.054 0.051 0.049 0.047

I-POP 0.262 0.116 0.091 0.078 0.061

IC-POP 0.288 0.137 0.103 0.086 0.065

IM-KNN 0.613 0.526 0.210 0.139 0.081

IC-KNN 0.620 0.523 0.215 0.145 0.084

LR 0.641 0.537 0.228 0.151 0.086

MLP 0.631 0.520 0.227 0.150 0.086

Proposed 0.644 0.540 0.230 0.153 0.087

• MLP Regressor (MLP): Multilayer perceptron is a
neural network model that trains using backpropaga-
tion with no activation function in the output layer.
We used the same features as in the LR model.

E. Parameters Settings and Tuning

For the proposed method, several adjustable parameters
require tuning. The number of dimensions D, the regulariza-
tion coefficient λ, and the constant α. In this experiment, we
used grid search to determine those parameters. The number
of dimensions D is tried with {5, 10, 20}. The regularization
λ is selected from the set {0.1, 0.01}. Finally, the constant α
is chosen from {1, 2, 3}.

An important issue when fitting our model to data is the
initialization step. Since the objective function is non-convex,
only local minima can be found, and consequently, the initial
values of the unknowns significantly affect the quality of the
solution. In particular, initialization with the same values, such
as setting all coordinates to 0, causes the gradient in Eq. (7) to
vanish, and the optimizer stops immediately. Hence, a random
initialization is essential to avoid the trivial solution where all
items are assigned the same position.

F. Experimental Results

Table I summarizes the results in terms of MRR and MAP.
The results are also displayed in Fig. 4 for the case baseline
methods and Fig. 5 for state-of-the-art methods. The results
show that the proposed method produces better scores than
other competing methods under all considered metrics.

As expected, popularity-based methods (I-POP and IC-
POP) score weak results as they rely solely on an item’s
popularity and ignore the user features. In other words, those
methods are expected not to achieve well as they do not
produce personalized recommendations.

Interestingly, the proposed method performed better not
only against KNN-based methods (IM-KNN and IC-KNN),
which rely on similarity measures without requiring feature
extractions, but also against feature-based methods (MLP and
LR), which require considerable effort in the feature engi-
neering process. This is particularly important given that the
Trivago dataset is rich in information, which may not be true
for all datasets.
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Fig. 4. Comparison of the Performance of the Proposed Approach against Baseline Methods on the Trivago Dataset.
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Fig. 5. Comparison of the Performance of the Proposed Approach against State-of-the-Art Methods on the Trivago Dataset.

Since the proposed approach does not involve the addi-
tional semantic information available in Trivago datasets, we
expect it to perform very well on datasets with limited in-
formation (similar to KNN-based approaches) while providing
better results.

V. CONCLUSION AND FUTURE WORK

This paper demonstrates the potential of using complex
networks with underlying similarity-popularity models for
a sequence-aware recommendation system. The experimen-

tal results show that the proposed method performs better
than state-of-the-art methods in terms of MRR and MAP.
Furthermore, the proposed method does not rely on feature
extraction, making it suitable for generalizing datasets with
limited information while providing better results.

In future work, we propose testing the method on other
datasets from various domains to confirm its generalization ca-
pacity. Moreover, additional similarity-popularity models other
than the hidden metric space model can be explored. Such
models range from basic similarity-popularity dot-product to
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more recent and sophisticated models found in the literature. In
this work, once the items are embedded, we use the k-nearest
neighbors technique to capture the user’s current session and
predict the next item. However, it is possible to use more
advanced techniques such as deep neural networks, namely
the LSTM or GRU variants of recurrent neural networks, by
feeding the network the user’s current sequence of actions and
item embeddings as input and then training it to predict the
next item.
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Abstract—Now-a-days, cybercrime, cyberattacks, cyber 

security, phishing and malware are taking a more notorious role 

in people's daily lives, not only at the international level. The 

great technological leaps brought with them new modalities of 

cybercrime, the number of victims of cybercriminals has 

increased considerably. The objective of this study is to 

determine the state of the art about Mobile Applications and 

their impact on Computer Crime Prevention. Therefore, it has 

become necessary to know what preventive measures are being 

taken, such as techniques for detecting computer crimes, their 

modalities and their classification. To close this knowledge gap, a 

systematic literature review (SLR), a methodology proposed by 

Kitchenham & Charters, was proposed to obtain the detection 

techniques and classification of computer crimes based on the 

review of 68 papers published between the years 2017 and 2022. 

Likewise, different tables and graphs of the selected studies are 

provided, which offer additional information such as the most 

used keywords per paper, biometric networks, among others. 

Keywords—Computer crimes; cyberattacks; cyber security; 

mobile apps; phishing; machine learning; malware; systematic 

literature review 

I. INTRODUCTION 

Due to the Covid-19 pandemic, the use of Information and 
Communication Technologies (ICT) has taken an enormous 
leap forward, especially in the less developed countries of 
Latin America. In the labor field, many continue to opt for 
teleworking, online sales have increased notoriously, in the 
same way computer crimes in all its forms have also been 
increasing. A computer crime is a crime committed through 
the use of electronic tools and methods, against people or 
organizations [1, 6]. It should also be noted that computer 
crimes have a tendency to become a long-term factor in the 
political and economic process, due to the lack of great 
success in counteracting them [4]. There are several types of 
cybercrime, for which various criteria must be used to classify 
them [2]. There are two categories of computer crimes: those 
that are computer or cell phone assisted, such as child 
pornography, fraud, money laundering and cyberstalking, 
while computer crimes that are computer-centric include 
hacking, phishing and website defacement [6]. As well as 
there are computer crimes there are also techniques to counter 
various computer crimes; such as Machine Learning, Data 
mining, Neural network, Firewall, etc. [2, 6, 8, 27,68]. 

Being clear about the types of cybercrime and possible 
techniques to counteract them, would be of great help if these 
in turn are disseminated to users, so that they can avoid 
becoming victims of cybercriminals. In 2017 cybercrime costs 

amounted to approximately $600 billion in the United States, 
by 2019 they increased by 118% in the first half of the year 
leading to huge losses and financial implications, and by 2020 
the statistics increased from 71% in mobile malware and 
689% in PowerShell malware [1]. 

Therefore, it is important to determine the types of 
computer crimes and techniques that help to counteract them 
and above all to have a dissemination plan to all users of 
mobile applications, who day by day perform different 
operations online, or simply use their cell phones to enter their 
social networks. There are different studies in which they 
apply other technologies and tools such as Machine Learning 
to prevent computer crimes [2, 6, 8, 27,68], as well as they 
also use artificial intelligence to be able to counteract 
computer crimes [70, 71]. 

Given this worrying reality, i.e., the lack of knowledge of 
the advances and achievements of experimental research 
worldwide and its impact on the prevention of computer 
crimes in the countless articles published, and the limited 
dissemination of systematic review articles on the subject will 
allow the international research community to close these 
technological and scientific gaps. 

In the present study, the aim is to conduct a comprehensive 
systematic review of research regarding mobile applications 
that help prevent computer crimes. Few studies involving both 
variables were found, but studies found on other tools and 
technologies that help to counteract computer crimes are also 
shown. 

The structure of the document is organized as follows. 
Section II presents the Background of the study. The research 
methodology is presented in Section III. Section IV presents 
the research results and discussions. Section V presents the 
conclusions and future studies. Finally, Section VI presents 
the acknowledgements. 

II. BACKGROUND AND RELATED WORKS 

In this study, no SLR has been found that is focused on 
presenting how mobile applications can improve the 
prevention of computer crimes, however, some papers have 
been found that partially provide answers to the problem of 
computer crimes, not necessarily using mobile applications, 
but other technologies and some potential methods and 
techniques to detect computer crime threats. 

The authors Al-Khater, Al-Ma'adeed, Ahmed, Sadiq & 
Khan [6] conducted a comprehensive literature review on 
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computer crime detection techniques, for this purpose they 
first made a classification of the types of computer crimes, 
then they presented the computer crime detection techniques 
using Statistical methods, Machine Learning, Neural 
Networks, Deep Learning, Fuzzy Logic Neural Network, Data 
Mining and other techniques. They managed to make a broad 
classification of computer crimes, they also analyzed 
numerous studies regarding the detection rates achieved and 
some limitations, advantages and disadvantages of each 
technique. 

Wiafe, Nti, Nyarko, Assyne & Gulliver [70], conducted an 
SLR with 131 papers, which were analyzed using quantitative 
and qualitative methods, to minimize the knowledge gap 
regarding artificial intelligence methods to combat computer 
crimes. The study was focused on intrusion prevention and 
detection systems, where it was determined that the most used 
technique was support vector machines. 

Author Jeong [71] also conducted a literature review on 
security threats and crimes related to Artificial Intelligence. 
His paper defines the term Artificial Intelligence crime and 
classifies it into 2 categories: Artificial Intelligence as a crime 
tool and Artificial Intelligence as a target crime, inspired by a 
taxonomy of cybercrime: Computer as a crime tool and 
Computer as a crime tool. Through the proposed taxonomy, 
foreseeable Artificial Intelligence crimes are systematically 
studied and related, forensic techniques are also addressed. 

Weichbroth & Łysik [72], performed a RSL on a set of 
keywords, aiming to identify and analyze existing threats and 
best practices in mobile security. To obtain the results, 167 
users were evaluated; the results show a high awareness of 
threats and their countermeasures in the mobile application 
domain. While recognizing the risks associated with physical 
and social factors, the majority of respondents stated the use 
of integrated methods to mitigate the negative impact of 
malware and social engineering scams. 

Liu, Xu, Zhang, & Sun [73] conducted a systematic 
literature review, where they suggest that machine learning is 
an effective and promising way to detect Android malware. 
This paper presents a comprehensive survey of Machine 
Learning-based Android malware detection approaches, they 
also present the background of Android applications including 
Android system architecture, security mechanisms, and 
Android malware classification with the aim to help scholars 
get a complete picture of Machine Learning-based Android 
malware detection. 

The RSL provides a comprehensive review of new threats 
and techniques to be able to counter cybercrime, given the 
new juncture of the Covid-19 pandemic, there have been huge 
leaps in the use of ICT and thus new cybercrime threats have 
also been generated. To process the information extracted 
from the papers, the artificial intelligence tool (RAj) 
developed by the author Dr. Javier Gamboa Cruzado has been 
used. 

III. METHODOLOGY 

The review method used is based on the fundamentals and 
guidelines of Kitchenham & Charters [69]. The method allows 
the formulation of research questions, objectives, search 

sources and their respective strategies, also allows the 
selection of studies by exclusion criteria, achieving the 
identification of studies, also applying quality criteria, data 
extraction and finally the synthesis of findings. It can be seen 
in Fig. 1. 

A. Research Problems and Objectives 

In the SLR conducted, the formulation of the research 
questions made it possible to formulate the search strategies 
necessary to achieve a good extraction and analysis of the 
data. It also made it possible to identify the research 
objectives, as shown in Table I. 

B. Search Sources and Search Strategies 

The libraries used to perform the research searches are: 
Web of Science, Scopus, ProQuest, ScienceDirect, ACM 
Digital Library, Wiley Online Library and Taylor & Francis 
Online. 

The search strategy included keywords relevant to the 
research. As shown in Table II. 

Formulation of 

the research 

problem

Formulate 

questions and 

objectives

Formulate search 

sources and 

search strategies

Identified StudiesExclusion CriteriaStudy Selection

Summary of 

Findings

Data Extraction 

Strategies

Quality 

Assessment

 

Fig. 1. Stages of Systematic Literature Review. 

TABLE I. RESEARCH QUESTIONS AND OBJECTIVES 

Research Question Objective 

RQ1: What are the most commonly 

used techniques in Computer Crime 

Prevention investigations? 

To know the techniques of 

Computer Crime Prevention. 

RQ2: What are the most used 

Keywords in Mobile Application 
research and Cybercrime prevention? 

Determine the most used keywords 

in the papers on Mobile 

Applications and Cybercrime 

prevention. 

RQ3: What are the most cited 

papers, by country, number of 
citations and by source in research on 

mobile applications and cybercrime 

prevention? 

Identify the most cited papers by 

country, number of citations and 
sources in research on mobile 

applications and cybercrime 

prevention. 

RQ4: What are the types of computer 

crimes in the investigations 

reviewed? 

To know the classification of 

computer crimes in the 

investigations reviewed. 

RQ5: Which Authors are Co-

Occurring in Research on Mobile 

Applications and Cybercrime 

Prevention? 

Determine the authors who 

frequently co-occur in research on 

mobile applications and cybercrime 

prevention. 
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TABLE II. SEARCH DESCRIPTORS AND THEIR SYNONYMS 

Descriptor Type of Variable 

Mobile Applications/ Applications Independent Variable 

Computer Crime Prevention/ Computer Crimes Dependent Variable 

The search equations were used according to the selected 
sources, as shown in Table III. 

TABLE III. SOURCES AND SEARCH EQUATIONS 

Source Search Equations 

Web of Science 
(ALL=((“mobile apps”) OR apps AND (“prevention 

from cybercrime”) OR cybercrime)) 

Scopus 
(ALL ( "mobile apps" ) OR ALL ( apps ) AND ALL ( 

"prevention from cybercrime" ) OR ALL ( cybercrime ) ) 

ProQuest 
(“mobile apps”) OR apps AND (“prevention from 

cybercrime”) OR cybercrime 

ScienceDirect 
(("mobile apps" OR apps) AND ("prevention from 

cybercrime" OR cybercrime)) 

ACM Digital 
Library 

[[All: "mobile apps"] OR [All: apps]] AND [[All: 
"prevention from cybercrime"] OR [All: cybercrime]]] 

Wiley Online 

Library 

("mobile apps" OR apps) AND ("prevention from 

cybercrime" OR cybercrime) 

Taylor & Francis 

Online 

[[All: "mobile apps"] OR [All: apps]] AND [[All: 

"prevention from cybercrime"] OR [All: cybercrime]] 

C. Identified Studies 

The search yielded 561,055 papers, see Fig. 2. 

 

Fig. 2. Number of Studies Identified. 

D. Exclusion Criteria 

Six exclusion criteria (EC) were applied in order to obtain 
papers with more relevance to the present investigation. The 
EC were as follows: 

CE1: The papers are older than five years. 

CE2: The papers are not written in English. 

SG3: The full text of the paper is not available. 

SG4: The papers were not published in Conferences or 
peer-reviewed Journals. 

SD5: The titles and keywords of the papers are not very 
appropriate 

SD6: The proposed solution does not apply to the 
prevention of cybercrime. 

E. Study Selection 

To select the most relevant studies, exclusion criteria were 
applied to ensure that the papers selected were relevant to the 
research. Quality criteria were then applied to ensure that the 
papers selected provided solutions and answers to the research 
questions. See Fig. 3. 

 

Fig. 3. PRISMA Flowchart. 

F. Quality Assessment 

As a final step for the selection of the papers, four quality 
criteria (QA) were applied, with the aim of selecting papers 
that are of quality for the literature review. Quality criteria 
used: 

QA1. Is the purpose of the research clearly explained? 

QA2. Is the research methodology clearly explained? 

QA3. Is the specific subject area used clearly defined? 

QA4. Are the results of the experiments performed clearly 
identified and reported? 
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These rules were applied to identify the final list of 
research papers reviewed. After the evaluation of the 4 QAs to 
the 68 papers, it was determined that all of them had met the 
quality criteria. 

G. Data Extraction Strategy 

Once the final list of papers was obtained, the necessary 
information was extracted to support and answer the research 
questions. 

The information extracted from the papers were the 
following: Article ID, title of the paper, URL, source, 
Country, Number of pages, language, type of publication, 
authors, affiliation, number of citations, abstract, keywords, 
sample size. 

The Mendeley tool was used to manage the papers, as 
shown in Fig. 4. 

 

Fig. 4. Document Management with Mendeley. 

H. Summary of Findings 

The data extracted to answer the research questions were 
tabulated as quantitative data where an in-depth analysis of the 
data was performed in order to answer each research question, 
also allowing statistical comparisons between all findings per 
research question. 

IV. RESULTS AND DISCUSSION 

A. General Description of the Studies 

The 68 papers selected were processed and the necessary 
information was extracted. Table IV shows the two types of 
publications used in the reviewed research: 66 were published 
in Journals and 2 in Conferences. 

The authors Meneses, Silva & Colaço [74], also 
considered two types of publications for their research: 
Journal with 29% and Conference with 71%. 

Other authors considered more types of publications, for 
example: Hijji & Alam [75], considered seven types of 
publications for their research of 52 documents such as: 
(Journals: 23.1%, Conferences / Workshops: 1.9%, White 
papers: 17.3%, Report articles: 19.2%, websites: 21.2%, 
blogs: 13.5% and News report: 3.8%). 

Likewise, Cascavilla, Tamburri & Van [76], for their 
research considered three types of sources: Workshop, 
Conference and Journal. 

TABLE IV. SOURCES AND SEARCH EQUATIONS 

Type of Publication N° Papers 

Journal 66 

Conference 2 

Total 68 

 

Fig. 5. Papers by Source. 

Fig. 5 shows the number of articles selected by type of 
source, where it can be seen that Taylor & Francis contributed 
20 papers, while ScienceDirect contributed 16 papers, 
followed by Scopus with 13 papers, Web of Science with 12 
papers, ProQuest with 5 papers and Wiley Online Library with 
2 papers. 

For the present study, seven types of important sources 
were initially considered, but after applying the exclusion 
criteria, six types of sources were left. 

Other authors such as Meneses, Silva & Colaço [74] 
considered five types of sources to search for the papers of 
their research on the detection of new fraudulent intelligences: 
ACM, Engineering Village, IEEE, Scopus and Web of 
Science. 

Fig. 6 shows the 68 papers selected for SLR grouped by 
country. It can be seen that United Kingdom is the country 
that publishes the most papers, with 19 papers representing 
20.88%, followed by US with 13 papers representing 14.29%. 

For the authors Tandon, Kaur, Mäntymäki & Dhir [77], the 
country that contributed most to their research was the USA 
with 135 papers followed by the United Kingdom with 82 
papers. 

For Sonkor, & García de Soto [78], they classify the 
reviewed publications by country according to 3 categories: 
(a) Constrution and Cybersecurity (USA with 42%, United 
Kingdom with 33%, United Arab Emirates with 17% and 
South Africa with 8%), (b) Constrution and OT (The levels of 
operational technology) (USA with 20%, Germany with 16%, 
Hong Kong with 8%, Russia with 8% and others with 
48%)and (c) OT and cybersecurity (USA with 18%, China 
with 12%, Singapore with 9%, United Kingdom with 9%, 
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Australia with 6%, Germany with 6%, Japan with 6% and 
others with 33%). 

B. Answers to Research Questions 

RQ1: What are the most commonly used techniques in 
Cybercrime Prevention investigations? 

The results of the literature review found 14 computer 
crime detection techniques. Which are not necessarily listed in 
a specific order, the % obtained should be considered to 
determine which technique is the most applied. Table V shows 
the computer crime detection techniques. 

The most applied techniques are Machine Learning which 
is found in 19 papers [6], [8], [12], [19], [26], [27], [32], [34], 
[46], [47], [48], [49], [50], [56], [59], [60], [63], [64] and [68] 
with 26. 4% of the total, likewise Data Mining is found in 12 
papers [6], [23], [27], [34], [47], [48], [49], [50], [54], [55], 
[61] and [68] with 16.7%. 

The authors Al-Khater, Al-Ma'adeed, Ahmed, Sadiq & 
Khan [6], considered in their research that the detection 
techniques for computer crimes are: Statistical, Machine 
Learning (which is divided into Neural (Deep Learning and 
Fuzzy Logic Neural)), Data Mining and other techniques such 
as Computer Vision Techniques, Biometric Techniques, 
Cryptography and Forensics tools. Although the authors 
classified the techniques in 4 groups, there is agreement with 
the types of techniques mentioned. 

With the authors Meneses, Silva & Colaço [74] do not 
agree with part of their classification of the detection 
techniques found, such as: Data Mining and Machine 
Learning. 

 

Fig. 6. Papers by Country. 

TABLE V. COMPUTER CRIME DETECTION TECHNIQUES 

Detection 

Techniques 
Reference 

Qty.  

(%) 

Statistical [6] 
1 

(1.4) 

Machine Learning 

[6] [8] [12] [19] [26] [27] [32] [34] [46] 

[47] [48] [49] [50] [56] [59] [60] [63] 

[64][68] 

19 

(26.4) 

Data Mining 
[6] [23][27][34][47][48][49][50][54][55] 

[61][68] 

12 

(16.7) 

Neural network [6] [26][27][49][50][56][59][68] 
8 

(11.1) 

Deep learning [6] [27][49][50][59][68] 
6 

(8.3) 

Fuzzy logic neural 

network 
[6] 

1 

(1.4) 

Computer Vision 

Techniques 
[6] 

1 

(1.4) 

Biometric 

Techniques 
[6] 

1 

(1.4) 

Cryptography [6][11][23][27][38][55][64] 
7 

(9.7) 

Forensics tools [6][61] 
2 

(2.8) 

Proxies [34] 
1 

(1.4) 

Firewalls 
[2][6][11][23][27][29]38][40][55] 

[56][62][68] 

12 

(16.7) 

Cyber Liability 

Insurance 
[5] 

1 

(1.4) 

Guo, Cho, Chen, Sengupta, Hong & Mitra [79], considered 
as data-driven deception detection techniques: data driven, 
social honeypots, user profile, message content, network 
structure, early detection, information propagation mitigation 
and blockchain - based authenticity. Therefore, there is no 
agreement on any detection technique because the authors 
more focused on online social deception techniques. 

The authors Bangui & Buhnova [80], in their research 
regarding Machine Learning techniques for intrusion 
detection, considered the following techniques: Neural 
networks with 34%, followed by SVM with 20%, Regression 
techniques with 10%, Learning Automata with 7%, Markov 
models with 7%, k-means with 7%, Naive Bayes with 7%, 
Decision Tree with 3%, Random Forest with 3% and K-NN 
with 3%. There is only agreement on some techniques since 
the study is more focused on Machine Learning techniques. 

Based on the results shown in Table V, it can be inferred 
that, although the most used techniques are Machine Learning, 
Data Mining and Neural network, they are applied jointly and 
with other techniques, such as Deep learning, Fuzzy logic 
neural network, among others, to obtain better results in 
Computer Crime Prevention. In this sense, applying these 
techniques in different organizations and countries, would 
improve the performance of their computer systems, 
generating reliability in the organization and reducing 
maintenance costs. 

RQ2: What are the most used Keywords in Mobile 
Application research and Cybercrime prevention? 
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According to the results of the literature review, the most 
used keywords are: cybercrime with 23 repetitions, followed 
by cybersecurity with 14 repetitions. See Fig. 7 and Fig. 8. 

Although the most repeated keywords are Cybercrime and 
Cybersecurity, it should be emphasized that the word covid-19 
conceptually is not related to the research, but as a result of 
the current situation, it managed to increase computer crimes, 
and even causing the emergence of new modalities of 
computer crimes, due to the technological leap worldwide. 

 

Fig. 7. Keywords Most Frequently Repeated in the Papers. 

  

Fig. 8. Number of Keywords in the Papers. 

For Tandon, Kaur, Mäntymäki & Dhir [77], in their 
research regarding the management of computer crimes, 
considers that the keyword Blockchain is the most used 
keyword with 311 times in the keywords per author and 138 
times per paper. While the research is not closely related to 
cybercrime it touches on cybercrime issues in parts of the 
paper. 

It can be emphasized that the keywords of this research 
should be considered in the bibliographic searches regarding 
Mobile Applications for the prevention of Computer Crimes. 
They should also be included as keywords in papers produced 
as a result of experimental research and systematic literature 
reviews. 

RQ3: What are the most cited papers, by country, number 
of citations and by source in research on mobile applications 
and cybercrime prevention? 

Table VI shows the list of the most cited papers by 
country, number of citations and source in this study. Of the 
68 papers selected for the literature review, the 2 most cited 
papers are: paper [37] with 67 citations, which was published 
in ScienceDirect and its author is from United Kingdom, 
followed by paper [61] with 40 citations which belongs to 
Web of Science and its author is from Lithuania. 

The papers [37, 61], are the most cited, therefore, they are 
the most relevant of the research. The paper [37] investigated 
human factors in cyber security, while the paper [61] proposed 
a tool based on digital evidence object models and habit 
attribution for computer crime investigation. No other studies 
with the same research question were found for comparison.  

TABLE VI. MOST CITED PAPERS BY COUNTRY AND SOURCE 

Ref. No. Quotations Country Source 

[37] 67 United Kingdom ScienceDirect 

[61] 40 Lithuania Web of Science 

[57] 39 South Africa Taylor & Francis 

[27] 37 Australia Scopus 

[16] 37 United Kingdom Taylor & Francis 

[25] 34 United Kingdom Scopus 

[44] 29 The Netherlands Taylor & Francis 

[60] 27 Canada Scopus 

[50] 24 Eswatini ScienceDirect 

[45] 24 Japan Wiley Online L. 

[32] 24 United Kingdom ScienceDirect 

[56] 18 United Kingdom Taylor & Francis 

[51] 17 Norway Taylor & Francis 

[42] 17 United Kingdom Taylor & Francis 

[11] 15 The Netherlands Taylor & Francis 

[29] 15 USA Web of Science 

[36] 13 Germany ProQuest 

[64] 11 United Kingdom Scopus 

…. ….   

Total 600   
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Based on what has been reported, it can be concluded that 
it is necessary to review in detail the papers published in the 
United Kingdom, Lithuania and South Africa in the 
experimental studies on Mobile Applications for Cybercrime 
prevention that will be developed in other countries and in the 
future. 

RQ4: What are the types of computer crimes in the 
investigations reviewed? 

The results of the literature review found 23 types of 
computer crimes. Which are not necessarily listed in a specific 
order, the % obtained should be considered to determine 
which computer crime is most committed by computer 
criminals. Table VII shows a list of the types of computer 
crimes. 

The types of computer crimes most commonly used by 
criminal offenders are: Malware present in 39 papers: [1] [2] 
[3] [4] [5] [6] [7] [9] [12] [15] [16] [21] [22] [23] [24] [25] 
[26] [29] [32] [33] [34] [35] [40] [42] [43][44] [46] [47] [48] 
[49] [51] [55] [57] [59] [62] [63] [64] [65] and [68] and 
represents 14. 2% of the total papers, followed by Phishing 
found in 31 papers [1] [2] [6] [7] [9] [14] [15] [16] [21] [22] 
[23] [24] [25] [26] [27] [34] [37] [39] [41] [42] [43] [44] [48] 
[50] [55] [56] [57] [60] [62] [64] [64] and [68] with 11.3% of 
the total. 

The authors Hijji & Alam [75] in their classification of 
techniques used for cyber-attacks during the Covid-19 
pandemic indicate that the type of computer crime Phishing is 
the most used with 35.3%, followed by Spam with 16.3%, and 
among the most important are Scams with 13.7%, Smishing 
with 12.4%, Extortion with 2.6%, cyberbulling with 2.0% and 
cyberstalking with 1.3%. It is agreed that Phishing is one of 
the most used computer crimes. 

An & Kim [34], classified computer crimes differently, 
separating into 2 groups crime articles for services (Phishing, 
Brute Force attack, DDoS attack, Spamming) and crime 
articles for products (Drive-by download, Botnet, Exploit, 
Ransoware, Rootkit and Trojan) do not agree with some of the 
mentioned types. 

For the authors Iakovakis & Xarhoulacos [81], the types of 
computer crimes produced during Covid-19, are: Phishing 
with 59%, Malware - Ransomware with 36%, Malicious 
Domains with 22% and new falsehoods with 14%. According 
to the results the study agrees that both Phishing and Malware 
are the most used computer crimes. 

Other authors such as Wiafe, Nti, Nyarko, Assyne & 
Gulliver [70], considered according to publications per year 
the following computer crimes: Intrusion, encryption and 
certification, imaging and capcha, phishing, malware, traficc, 
DoS and others. 

Karie, Kebande & Venter [82], consider that the major 
motivations for attacks are computer crimes with 81.7%, 
followed by Cyber Espionage with 12.2%, Cyber Warfare 
with 4.3% and Hacktivism with 1.7%. 

TABLE VII. MOST CITED PAPERS BY COUNTRY AND SOURCE 

Type of 

Cybercrime 
Reference 

Qty. 

(%) 

Cyber Terrorism [6] [11] [17] [39] [41] [42] 
6 

(2.2) 

Cyber Warfare [3] [6] [11] [39] 
4 

(1.5) 

Cyber Espionage [3] [6] [11] [39] 
4 

(1.5) 

Child Pornography [2] [6] [9] [19] [30] [41] [50] 
7 

(2.5) 

Cyber Bullying [6] [10] [43] 
3 

(1.1) 

Cyber Extortion [23] [42] 
2 

(0.7) 

Cyberstalking [2] [6] [9] [28] [50] [57] [68] 
7 

(2.5) 

Cyber Fraud / 

Online Fraud  

[2] [6] [9] [10] [16] [22] [28] [30] [33] 

[43] [53] [57] [65] 

13 

(4.7) 

Phishing 

[1] [2] [6] [7] [9] [13] [14] [16] [21] [22] 

[23] [24] [25] [26] [27] [34] [37] [39] [41] 
[42] [43] [44] [48][50] [55] [56] [57] [60] 

[62] [64] [68] 

31 

(11.3) 

Denial of service 

Attack / DOS 

[5] [6] [9] [14] [16] [25] [27] [35] [42] 

[43] [44] [52] [62] 

13 

(4.7) 

SQL Injection 

Attack / SQL 

injection 
[5] [6] [7] [27] [66] 

5 

(1.8) 

Malware 

[1] [2] [3] [4] [5] [6] [7] [9] [12] [15] [16] 

[21] [22] [23] [24] [25] [26] [29] [32] [33] 

[34] [35] [40] [42] [43] [44] [46] [47] [48] 
[49] [51] [55] [58] [59] [62] [63] [64] [65] 

[68] 

39 

(14.2) 

Trojans [6] [9] [15] [24] [34] [57] [59] [64] [68] 
9 

(3.3) 

Identity Theft 
[1] [2] [6] [8] [9] [11] [24] [28] [29] [36] 

[40] [41] [42] [43] [45] [46] [48] [57] [68] 

19 

(6.9) 

Key Logger [15] [56] 
2 

(0.7) 

Screen Logger [9] 
1 

(0.4) 

Evil Twin [9] 
1 

(0.4) 

Botnets 
[3] [6] [10] [12] [20] [23] [27] [34] [35] 

[43] [63][64] [65] 

13 

(4.7) 

Social Engineering 

[1] [2] [5] [6] [9] [14] [21] [23] [24] [25] 

[26] [27] [34] [38] [41] [42] [48] [55] [57] 

[62] [64] [65] [66] 

23 

(8.4) 

Worms [3] [6] [9] [27] [56] [57] [59] 
7 

(2.5) 

Ransomware 

[1] [5] [14] [15] [20] [21] [23] [24] [25] 

[27] [29] [31] [32] [34] [35] [38] [41] [43] 

[47] [48] [51] [55] [57] [59] [60] [64] [67] 

27 

(9.8) 

Hacking 

[2] [6] [11] [14] [15] [16] [17] [18] [19] 

[22] [25] [28] [30] [31] [34] [35] [39] [41] 
[44] [46] [47] [50] [55] [56] [57] [60] [61] 

[62] [63] [64] 

30 

(10.9) 

Data breach [5] [15] [21] [25] [27] [42] [43] [60] [68] 
9 

(3.3) 
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Likewise, Guo, Cho, Chen, Sengupta, Hong & Mitra [79], 
considered according to their classification five groups of 
computer crimes: False Information (False Newa, rumors, 
information manipulation, fake reviews), Luring (Phishing, 
spamming), Fake Identity (fake profile, compromised account, 
profile cloning attack), Crowdturfing (Crowdturfing), Human 
targeted attacks (human trafficking, cyberbullying, 
cybergrooming and cyberstalking). 

On the other hand, Senarak [83] considers as a category of 
computer crimes to: Hacktivism, Cyber criminality, Cyber 
espionage, Cyber terrorism and Cyber war. 

And the author Jeong [71], in his research regarding 
security threats, crimes and forensic analysis of artificial 
intelligence, the most committed computer crime is Advanced 
Computer as Tool Crime. 

The detailed identification of types of cybercrime is 
expected to further accelerate the development of Mobile 
Applications that enable the prevention of Cybercrime in all 
business sectors, leading to the emergence of new businesses 
based on this technology and a booming economy based on 
data protection. 

RQ5: Which Authors are Co-Occurring in Research on 
Mobile Applications and Cybercrime Prevention? 

According to the literature review, authors E. Rutger 
Leukfeldt and Steve Van de Weijer present three co-
occurrences (weight 3). See Fig. 9. 

 

Fig. 9. Co-authorship Bibliometric Network. 

While authors E.Rutger Leukfeldt and Steve Van de 
Weijer are presented together in three papers, it is important to 
mention that authors James Hawdon, Katalin Parti and 
Thomas Dearde are presented together in two papers. 

For Tandon, Kaur, Mäntymäki & Dhir [77], the author 
presenting the highest co-occurrence in the selected studies is 
Wang X. Do not agree with the authors because the research 
focused more on blockchain. 

V. CONCLUSIONS AND FUTURE RESEARCH 

This study has managed to identify and analyze which are 
the most used techniques for the detection of computer crimes, 
the classification of computer crimes, the most used words in 
the papers, the most used keywords, the most cited papers and 
the authors that present cooccurrence in their research based 
on the research questions posed and analyzed with the 
systematic literature review between 2017 and 2021 in several 
databases. The results of the review determine that the most 
used techniques for the detection of computer crimes are: 
Statical, Machine Learning, Data Mining, Neural network, 
Deep learning, Fuzzy logic neural network, Computer Vision 
Techniques, Biometric Techniques, Cryptography, Forensies 
tolos, Network Encryption, Proxies, Firewalls and Cyber 
Liability Insurance. The most used technique is Machine 
Learning. Likewise, computer crimes were classified as 
follows: Cyber Terrorism, Cyber Warfare, Cyber Espionage, 
Child Pornography, Cyber Bullying, Cyber Extortion, Cyber 
Extortion, Cyberstalking, Cyber Fraud / Online Fraud / Fraud, 
Cyber Laudering, Phishing, Denial of service Attack, SQL 
Injection Attack, Malware, Unauthorized System Access, 
Trojans, Identity Theft, Key Logger, Screen Logger, Evil 
Twin, Botnets, Social Engineering, Worms, Ransomware, 
Hacking and Data breach. Few co-authorships were identified 
among the researchers and very few systematic reviews that 
made use of bibliometric networks; however, this did not 
improve the interpretation of the results. Future research 
should consider a larger number of articles for review and 
analysis. 
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Abstract—To improve the model's efficiency, people use many 

different methods, including the Transfer Learning algorithm, to 

improve the efficiency of recognition and classification of image 

data. The study was carried out to combine optimization 

algorithms with the Transfer Learning model with MobileNet, 

MobileNetV2, InceptionV3, Xception, ResNet50V2, DenseNet201 

models. Then, testing on rice disease data set with 13.186 images, 

background removed. The result obtained with high accuracy is 

the RMSprop algorithm, with an accuracy of 88% when 

combined with the Xception model, similar to the F1, Xception 

model, and ResNet50V2 score of 87% when combined with the 

Adam algorithm. This shows the effect of gradients on the 

Transition learning model. Research, evaluate and draw the 

optimal model to build a website to identify diseases on rice 

leaves, with the main functions including images and recording of 

disease identification points for better management purposes on 

diseased areas of rice. 
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I. INTRODUCTION 

Transfer learning is a popular method used for machine 
learning recognition problems, with the goal of reusing as a 
starting point for a second task. Therefore, a Transfer learning 
model is used to learn on a certain source task and pre-trained 
this model, then it is used for another model so that the new 
model learns on the target tasks faster. With the use of pre-
trained models, Transfer learning models take a big step up 
from previous models in improving the accuracy of 
recognition model and classification based on object features. 

In practical applications, Transfer learning models are 
quite commonly used to improve the accuracy of deep 
learning models. Specifically in this regard, some studies can 
be mentioned such as: the problem of identifying patients with 
Parkinson's disease [1], predicting air quality at large time 
resolution [2], using VGG-16 classifies retinopathy caused by 
diabetes [3], improving the process of sleep organization 
method [4], improving ad accuracy by checking clicks [5], 
improving the accuracy in counting the number of wheat ears 
[6], improving the accuracy in classifying medicinal leaves 
[7], classifying diseases in poultry [8], etc. In general, when 
using a Transfer learning model with different data sets, the 
accuracy of the model is also significantly improved when the 
accuracy increases from 5-8%. This makes an important 
contribution in predicting more accurately in the recognition 
problem. However, the Transfer learning model also cannot 

get high accuracy on a number of different data sets. 
Therefore, the transfer learning model is interested in order to 
improve the accuracy of the model. 

In improving, the accuracy of the Transfer learning model 
is also approached in various data problems. In which, there 
are some applied studies in improving the accuracy of 
Transfer learning models from input data, or combining 
algorithms. For the improvement of input data, these studies 
can be mentioned: A Stacked Denoising Autoencoder [9], 
Sparse Fingerprinting [10], converting High-Resource to Low-
Resource Language [11], time series data augmentation [12], 
combine images [13], …. For the algorithm, there are studies 
such as Vector Segmentation [14], Kidney Segmentation [15], 
SURF features [16], etc. This shows that improving the 
accuracy of the Transfer learning model has been extremely 
attended in recent times, especially in the use of optimization 
models, in which there are some studies such as: using particle 
swarm. optimization (PSO)[17], heuristic optimization for 
gesture recognition [18], approaching adaptive fine-tuning  for 
routing through custom or pre-trained layer – called SpotTune 
[19], using hyper-parameters optimization to identify diseases 
on maize leaves [20], using Bayesian optimization to create a 
mixed-signal analog circuit model [21], Adam Deep Learning 
optimization algorithm for recognizing flower images with 
background [22], …. 

In general, in the past time, there have been many studies 
to improve the accuracy of Transfer learning models, but there 
has been no research to evaluate the accuracy by combining 
Transfer learning models with optimal algorithms. advantage 
on the rice leaf disease dataset. The main contribution of the 
study is the implementation of the tasks below: 

 Combining optimization algorithms with Transfer 
learning models on rice leaf disease dataset has no 
image background. 

 Evaluate the optimal model after testing; aim is 
checking the appropriateness of the Transfer learning 
model and the optimization algorithm. 

Finally, the study uses the Transfer learning model and the 
optimal algorithm with the highest accuracy to build a system. 
This system is used to diagnose rice diseases by imaging. 

II. TRANSFER LEARNING MODELS 

In this section, the study will present six Transfer learning 
models used, through the introduction to get an overview of 
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the model. In recent years, the MobileNet model has had good 
results for identifying and implementing embedded and 
mobile systems. There are different versions of this 
architecture. MobileNet [23], introduced in 2017, used depth 
integrals and started with two singles global hyper parameters 
that effectively balance latency and accuracy. MobieNetV2 
[24] was introduced two years later with residuals opposite the 
number of linear bottlenecks between classes. This model 
takes tight low dimensional space (bottleneck) as input which 
is then expanded on high dimensional space. With filtered by 
deep light convolution, then projected back to low 
dimensional space with linear convolution. MobileNetV3 [25] 
is the higher generation of Mobilenets which is public at the 
ICCV conference in 2019, this model is a config for CPUs in 
mobile phones with the association of hardware-aware 
network architecture search (NAS), and the NetAdapt 
algorithm enhanced through novel architecture refinements. 
There are two sub-models in this model, MobileNetV3-Large 
and MobileNetV3-Small, with high and low resource-use 
matching, which helps the model to promote efficiency on 
hardware effectively. Another model to be introduced is the 
network model that goes deeper and deeper, which also makes 
the training process more difficult and degrades the accuracy 
of the training rapidly. To solve this problem, in 2016, Deep 

Residual Learning (ResNet) [26] implemented connection 
skipping and used batch normalization techniques, using 
Residual Block to remove the connection layer. This block 
allows each layer to connect its inputs to its outputs. Families 
in ResNet include ResNet50, ResNet101, and ResNet152 [27], 
corresponding to a network of 60 layers, 101 classes, and 152 
classes trained on the ImageNet dataset. In 2018, similar to 
ResNet, the InceptionV3 model [28] is a network trained on 
the ImageNet dataset. It is introduced as a convolutional 
neural network model consisting of multiple convolution and 
maximal steps. DenseNet [29] further modified the model for 
ResNet, the purpose is that instead of aggregating the output 
feature maps from all previous layers, it will concatenate all 
feature maps sequentially instead of summarizing them. 
Merge output feature maps from all previous layers. DenseNet 
is used in three variants, DenseNet-121, DenseNet-169, and 
DenseNet-201. In 2020, EfficientNetB0 [30] was introduced 
with multiple optimizations when scaling each dimension 
using a fixed set of scaling factors. This approach surpasses 
other mod-ern models trained on the ImageNet dataset. In 
2017, Xception [31] was introduced as an extension of the 
Inception architecture, which is intended to replace standard 
Inceptions with depth-separable aggregates. The architectural 
models used in this study is shown in Fig. 1.

 

Fig. 1. The Architecture of the Models is used in the Study to Evaluate the Effectiveness of the Optimization Algorithm on Transfer Learning Models. 

III. OPTIMIZATION ALGORITHM 

In this section, the study will theoretically present some 
optimization algorithms used in the research. The main 
purpose helps to correct the learning coefficient to accelerate 
the training, increase the accuracy with fast convergence on 
the Transfer learning model. 

A. Adaptive Moment Estimation (Adam) 

Adam algorithm [32] adjusts the learning rate for each 
weight of the neural network by calculating the first and 
second intervals of the slope. This makes the algorithm 
optimal in using the learning rate selection method based on 
the particular situation. Adam algorithm uses parameters 𝑣𝑡, 

𝑚𝑡 to estimate of the first moment (the mean) and the second 
moment (the uncentered variance) of the gradients 
respectively; 𝛽1, 𝛽2 is speed of movement, 𝑔𝑡 is gradient at 
time t in the formula (1-4) and (5) is the Adam update rule, it 
is the same as in the RMSprop optimization algorithm. 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡             (1) 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2             (2) 

�̂�𝑡 =
𝑚𝑡

1−𝛽1
𝑡               (3) 

�̂�𝑡 =
𝑣𝑡

1−𝛽2
𝑡               (4) 
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𝑊𝑡+1 = 𝑊𝑡 −
𝜂

√�̂�𝑡+𝜖
∙ �̂�𝑡              (5) 

B. Adaptive Gradient Algorithm (Adagrad) 

Adagrad algorithm [33] implements varying the learning 
rate to reduce gradients in machine learning techniques. The 
use of learning weights based on previous inputs to 
automatically adjust the learning rate to the best divisor 
instead of a single learning rate, which makes Adagrad better 
than other algorithms. In the formula (6), η is learning rate, ϵ 
is guaranteed parameter, 𝑔𝑡 is gradient at time t, 𝐺𝑡 is the 
diagonal matrix containing the square of the derivative of the 
parameter vector at t . 

𝑊𝑡+1 = 𝑊𝑡 −
𝜂

√𝐺𝑡+𝜖
∙ 𝑔𝑡              (6) 

C. Root Mean Squared Propagation (RMSprop) 

For gradient normalization, RMSprop [34] uses the mean 
square of the gradient. This helps balance the step size – 
reduce the step for large gradients to avert Exploding Gradient 
and increase the step for small gradients to sidestep Vanishing 
Gradient. Formula (7) is used to calculate the running time 
parameter 𝐸[𝑔2]𝑡, and form aa rules for formula (8). 

𝐸[𝑔2]𝑡 = 0.9𝐸[𝑔2]𝑡−1 + 0.1𝑔2
𝑡
             (7) 

𝑊𝑡+1 = 𝑊𝑡 −
𝜂

√𝐸[𝑔2]𝑡+𝜖
∙ 𝑔𝑡             (8) 

D. Adaptive Delta (Adadelta) 

Adadelta algorithm [35] allows to reduce the learning rate 
on each dimension of SGD. Adadelta restricts the previously 
accumulated gradients to a predefined size w, which makes 
the difference in the algorithm by not having to sum the 
previously squared gradients together. The sum of the 
gradients is defined recursively as the descending average of 
all previous gradients. The only variables that affect the 
running average E[t] at time step t are the previous average 
and the current gradient (9). By substituting the descending 
mean on the previous squared gradients for the diagonal 
matrix (G[t]), in terms of parameter update vector ∆𝜃𝑡 (10). 

𝐸[𝑔2]𝑡 = 𝛾𝐸[𝑔2]𝑡−1 + (1 − 𝛾)𝑔𝑡
2              (9) 

∆𝜃𝑡 = −
𝜂

√𝐸[𝑔2]𝑡+∈
𝑔𝑡            (10) 

E. Stochastic Gradient Descent (SGD) 

Stochastic is a variant of Gradient Descent [36]. Instead of 
after each epoch we will update the weight (Weight) once, in 
each epoch with N data points we will update the weight N 
times. Therefore, it is usually much faster and can also be used 
to learn online. SGD performs frequent updates with high 
variance causing the objective function to fluctuate a lot with 
the corresponding formula with x(i) and y(i) presented for 
each training instance. 

𝜃 = 𝜃 − 𝜂 ∙ 𝛻𝜃𝐽(𝜃; 𝑥(𝑖); 𝑦(𝑖))           (11) 

IV. METHODOLOGY 

A. Data and Data Preparation 

With the background dataset provided by the Mekong 
Delta Rice Institute taken by phone (Samsung SM-N770F) 

with image size (1816x4032). We combed and collected 
additional leaf disease datasets from multiple sources 
including Kaggle, GitHub, and from previous related studies 
in Google Scholar1. This dataset contains fully captured rice 
leaf images from leaf roll to leaf apex, which increases the 
accuracy of the model and is accompanied by a more complete 
assessment (Fig. 2). By collecting progress, our dataset 
consists of 9839 images of diseased leaves of rice consisting 
of the eight most common diseases namely Bacteria blight, 
Brown spot, Hispa, Leaf scald, Leaf blast, Leaf smut, Narrow 
brown spot, and Tungro with the characteristics shown in Fig. 
3. There are 3347 images of Healthy leaves. After gathering 
data, the original size of images in the dataset has various 
sizes. Hence, we resize it to a large size (1024 x 1024 pixels) 
for keeping the quality of the image and having a standard 
size. Besides, we split this dataset into 3 parts: training, 
validation, and testing with a ratio is 60:30:10 is shown in the 
Table I. 

Since the data is enough, research used various 
preprocessing steps like image resizing to 224 x 224 and using 
the processing function of each Transfer learning model to 
preprocess images to train. With preprocessing dataset, the 
image in the dataset transforms into an array of RGB colors. 
The value of each element in array that was scaled to [0; 1], [-
1; 1], or [0; 255] depending on each Transfer learning model 
is shown in Fig. 4. 

B. Evaluation Methods 

Accuracy is an instance that is precisely determined from 
the total number of data sets. In other words, it is the correct 
predictions made by the model relative to the total predictions. 
It is given by equation (12) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒
            (12) 

In which, TP (True Positive): Total number of Positive 
matches. TN (True Negative): Total number of Negative 
matches. 

TABLE I. STATISTICS OF TRAINING, VALIDATION AND TESTING 

DATASETS FOR EACH TYPE OF RICE LEAF DISEASE 

Class Training Validation Test Total 

Bacteria blight  496  248  83  827 

Brown spot  1,738  869  290  2,897 

Hispa  1,189  594  198  1,981 

Leaf blast  1,803  901  301  3,005 

Leaf scald  214  107  37  358 

Leaf smut 203  102  34  339 

Narrow brown spot  211  105  36  352 

Tungro  48  24  8  80 

Healthy  2,008  1004  335  3,347 

Total  7,910  3,954  1,322  13,186 

1 The aggregated dataset is stored at 

https://github.com/raianrido/diseases-on-rice-leaf 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

86 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. Images are Collected from the Rice Institute in the Mekong Delta. 

 

Fig. 3. Illustrated Image of Disease Data on Rice Leaf. 

 

Fig. 4. Data Preparation on Rice Leaf Disease Dataset. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

87 | P a g e  

www.ijacsa.thesai.org 

Loss function evaluates the effectiveness of the learning 
algorithm for the model on the used data set. It produces a 
non-negative real number representing the distinction between 
two quantities: a, the predicted label, and y, the correct label. 
This is a reward-punishment mechanism, the model will have 
to pay a penalty each time the prediction is wrong and the 
penalty is proportional to the size of the error. In any 
supervised math problem, the goal always includes reducing 
the total penalty payable. In the ideal case a = y, the loss 
function will return a minimum value of 0. Cross-entropy 
(CE) is considered as a measure of classifier performance 
(13). 

𝐶𝐸 = − ∑ 𝑎𝑖𝑙𝑜𝑔 (𝑝𝑖)𝑐
𝑖             (13) 

In which, c is the number of classes, 𝑎𝑖 the actual value, 𝑝𝑖  
is the predicted value. 

The Confusion matrix gives a better view of how the data 
points are classified as true/false. It is the summary used to 
evaluate the classification model performance. The number of 
true and false predictions is summarized by the count values 
and broken down by class. When trying to increase the 
accuracy of the model, the recall will decrease and vice versa. 
The parameter F1-score reconciles the two values above. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2

1

𝑅𝑒𝑐𝑎𝑙𝑙
+

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

           (14) 

𝑃𝑟𝑒𝑠𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
=

𝑇𝑃

𝑇𝑃+𝐹𝑃
         (15) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝑎𝑐𝑡𝑢𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
=

𝑇𝑃

𝑇𝑃+𝐹𝑃
          (16) 

In which, FP (False Positive) is the total number of cases 
that predict the observations of the label Negative to Positive, 
FN (False Negative) is the total number of cases that predict 
the observations of the label Positive to Negative. 

F1-Score is a harmonized average of Precision and Recall. 
It can have the lowest score of 0 (perfect precision and recall) 
and the highest of 1. The quality of the model in machine 
learning or deep learning depends on the value of the F1-
Score, F1 is high which demonstrates the model is reasonable. 
Combining Transfer learning model and optimization 
algorithm. 

In this research, Transfer learning will help resolve the 
issue by utilizing a previously trained in ImageNet dataset as 
the base for a new model. Transfer learning allows us to 
customize an already-trained model for a specific problem. 
Therefore, we are fine-tuning the last layer of six Transfer 
learning models for the classification of leaf disease consisting 
of MobileNet, MobileNetV2, InceptionV3, Xception, 
Resnest50V2, and DenseNet201. By the base layer of model 
architecture, whose weights were pre-trained and imagined to 
be frozen, the default input is 224x224 pixels for each image. 
Then we add the last layers global_average_pooling2d (None, 
512) and Dense (0,9) with the activation ‘SoftMax’. Before 
training, each model compiles one in five optimization 
algorithms. The proposed work offers deep learning, which 

causes an increase in diseases on rice leaf classification 
efficiency. The research plotted the history of training 
processing with accuracy in the training dataset and validation 
dataset to evaluate the difference between each model with 
optimization. All optimization algorithms have a default value 
of a parameter such as a learning rate is 0.001. After training 
progress, we plotted the confusion matrix and classification 
report on the testing dataset to have a different view of 
accuracy in each class and model (Fig. 5). 

C. Results 

The study is tested on the system CPU Intel Xeon X5675 
3.07 GHz, RAM 24 Gbytes and graphics devices NVIDIA 
Quadro K2200. Experimental results on five optimization 
algorithms combined with six Transfer learning models on the 
rice leaf disease data set are presented in Table II and Fig. 6. 
The study evaluates the accuracy with parameters F1-Score 
and Accuracy. The results obtained are as follows: 

 For the F1-Score evaluation, the association of the 
ResNet50V2 model, Xception, and Adam algorithm at 
87% was the model that reached the highest results, 
and the lowest was 50% when combining the 
MobileNet model and Adadelta algorithm. 

 For accuracy evaluation, the results show that the 
discrepancy when the highest accuracy is RMSprop 
algorithm applying to the Xception model is 88%, and 
the lowest is 49% when incorporating MobileNet and 
Adadelta. 

D. Application System 

A website system is built based on the Xception trained 
model which compiles RMSprop algorithm with 88% 
accuracy on the test data set (Fig. 7), with main functions 
including: 

Image recognition: When the user uploads an image at the 
browse button under the title Detect now and clicks submit, 
the image will be recognized to detect the disease and return 
the disease name, symptoms, treatment, and prevention 
measures in both English and Vietnamese. 

 Report false identification and contribute to the system: 
This is a report function button, helping users to 
contribute images related to the disease when the 
system recognizes it wrong. Nevertheless, it will be put 
into the retraining system when passing the check 
processing by the admin. At that time, the Report 
screen will be divided into 3 states: pending (waiting 
for approval), reject (report has been processed and 
user information reported is not valid (false)), accept 
(system error, needed repair and optimization). 

 Disease area map: When the user uses the system to 
identify the disease, the system will use the user's 
location (Google API) to get information and create a 
map of the disease. Each color of the dot corresponds 
to a different disease. 
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Fig. 5. Illustrating the Combining Transfer Learning Model and Optimization Algorithm. 

TABLE II. RESULT TABLE OF COMBINING THE OPTIMAL ALGORITHM WITH THE TRANSFER LEARNING MODEL 

Optimization Algorithms SGD Adam Adagrad Adadelta RMSprop 

Model F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy 

MobileNet 84% 75% 86% 76% 77% 69% 50% 49% 85% 76% 

MobileNetV2 84% 74% 83% 73% 79% 70% 53% 55% 83% 73% 

InceptionV3 81% 76% 82% 76% 77% 70% 55% 58% 81% 74% 

Xception 84% 76% 87% 80% 76% 67% 52% 55% 81% 88% 

ResNet50V2 85% 77% 87% 78% 81% 73% 54% 57% 84% 76% 

DenseNet201 80% 71% 80% 69% 77% 69% 85% 77% 80% 69% 

 

Fig. 6. Compare the Accuracy of Each Algorithm when Combined with Each Transfer Learning Model. 
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Fig. 7. Illustrate the Website System to Detect Diseases on Rice Leaves.

V. DISCUSSION 

Based on test results at Table II and Fig. 6, ResNet50V2 
and Xception models combined with Adam algorithm show 
the efficiency of the algorithm. Analysis of the results shows 
that Adam algorithm performs better than other algorithms 
when the accuracy is always high at 87% (F1-Score) and 80% 
(accuracy). This is because the Adam algorithm further 
extends stochastic gradient descent to update the network 
weights during training. The Adam algorithm updates the 
learning rate for each individual network weight when using a 
random gradient descent algorithm. Therefore, the optimizers 
of the Adam algorithm inherit the features of the Adagrad and 
RMSprop algorithms. In Adam algorithm, instead of adjusting 
the learning rate based on the first moment (average) but in 
RMSprop it also uses the second moment of the gradient. In 
which, the cause comes from the representations of the decay 
rate 𝛽1 and 𝛽2 of the average of the gradients (17). Regardless, 
the model that compiles the Adam algorithm is still flawed by 
incorrectly receiving many images of healthy rice leaves, 
which figure shows this error. 

𝑚𝑡 = 𝛽1𝑚𝑡 + (1 − 𝛽1) [
𝛿𝐿

𝛿𝑤𝑡
] 𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2) [

𝛿𝐿

𝛿𝑤𝑡
]

2

   (17) 

However, when evaluating the accuracy of the algorithm, 
the optimal model RMSprop shows high efficiency when 
applied on six models tested on research with parameters of 
accuracy and F1-Score. This is because RMSprop maintains a 
moving average of the quadratic gradient, while adjusting the 
updates to the weights by this magnitude. 

In the opposite direction, Adadelta shows no efficiency 
when combined with Transfer learning model. As proof for 
this, we can see the results of 5/6 models such as MobileNet, 
MobileNetV2, InceptionV3, Xception and ResNet50V2. But it 
works well on the DenseNet201 model (Fig. 8 shows 
diagnostic discrepancies on some data sets). This result is 
because the Adadelta algorithm does not use a learning rate 
parameter. Instead, the algorithm uses its own rate of change 
as a parameter to adjust the learning rate. Adadelta needs to 
use two state variables to store the quadratic moments of the 
gradient and of the change in parameters. In addition, 
Adadelta uses a leak average to store dynamic estimates of the 
required statistics. As a result, the learning rate has to be 
changed manually and the learning rate will decline and 
become smaller at some point. Therefore, after a certain 
number of iterations, the model will no longer be able to learn 
new knowledge. 
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Fig. 8. Confusion Matrix of Adadelta Algorithm with Transfer Learning Models. 

VI. CONCLUSIONS 

The study proposes that Adam's method is effective when 
combined with Transfer learning models through gradient 
expansion to update network parameters and reduce random 
gradients. This also works for the SGD and RMSprop models. 
Besides, the low accuracy may come from the influence of 
input parameters. Although the used image has eliminated the 
background influence of the image, the resolution parameters 
cannot be controlled because it is taken from many different 
sources, in which the data source is generated from study with 
higher accuracy. 

VII. FUTURE WORKS 

Based on the research results, it can be seen how effective 
the optimization algorithms are on different Transfer learning 
models. However, in this study, we have not gone into 
detailed evaluation of the combination of models with the 
optimal algorithm when adjusting the learning rate. Therefore, 
the study opens up the research and evaluation of the changes 
of the parameters on the model with the optimization 
algorithm. Accordingly, the proposal of follow-up studies can 
more closely evaluate the relationship between the parameters 
in the optimal model, the influence of the input data set on 
experiment, and so on. In further research, Transfer Learning 

models will be fine turning with a more complex output 
structure and compile implementation with more optimization 
algorithms, increasing the efficiency of the model. 
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Abstract—Authentication acts as a secured method of 

usability concepts to certain transactions, especially for online 

banking transaction. Existing method is lacking in terms of 

usability, thus, making the goal of usability for authentication 

activities unsuccessful. A study has discovered some key concepts 

of usability in terms of Human Computer Interaction (HCI) by 

comparing two existing models of two different factors: 

environmental factors and display factors. An algorithm shows 

the authentication step during the online transaction activity. 

This paper is to prove that shoulder-surfing resistant 

authentication scheme that uses visual colour-blind mode-based 

model meets all the requirements of usability, hence, achieved the 

goal of usability of authentication. This study will bring forward 

an algorithm that examined the stated authentication scheme 

with the two factors, i.e environmental and display, during the 

authentication activity. 

Keywords—Authentication; usability; algorithm; model 

I. INTRODUCTION 

Online banking application deals with varied issues of 
authentication, confidentiality, integrity and non-repudiation 
[1]. A secured application is highly dependent on the 
procedures of authentication to the online banking transaction. 
Authentication has been widely studied for its security and 
trustworthiness [1][2]. A success authentication method makes 
users satisfy with the services. 

There are several methods of authentications that can be 
studied from [3][4]. These methods are highly related with 
users’ experience and interface [5][6]. Authentication method 
is applied to most of authentication procedures during login 
process to any page or application, as well as in online 
transaction [7][8][9]. However, most of the studies are limited 
to usability towards users’ experience and satisfaction [10][11]. 
This motivates us to investigate deeply to the authentication 
purposes and processes. 

The objectives of this research are to: 1) identify shoulder 
surfing attack by utilizing users’ visual perception model to the 
authentication; 2) propose a shoulder-surfing Resistant 
Authentication Scheme using Visual perception colour blind 
mode-based model and algorithm by taking into account users’ 
quality of experience (QoE); and 3) analyze the proposed 
authentication scheme against usability, accessibility 
performance and shoulder surfing attack to the human 
computer interaction (HCI). Hence, the research is significant 
to the authentication step during the online transaction activity 
due to the shoulder-surfing attack. 

This study will examine the usability in terms of human 
computer interaction (HCI) which is based on human 
preference and human satisfaction of quality of experience 
(QoE) [12][13]. This paper will be comparing the two existing 
authentication model that are based on environmental and 
display factors, and find the possible limitation of a compatible 
model of graphical-based authentication to the authentication 
activities.  

II. LITERATURE REVIEW 

There are two types of element that can give some impact 
readability: environmental factors and display factors [14] [15]. 
Regarding the surrounding environment, the users’ reading 
experience is directly affected by ambient brightness, viewing 
angle, and distance. From here, the size of the visual image of 
an item created in the viewers’ eyes is influenced by viewing 
distance. The users’ eyesight has a strong correlation with 
ambient brightness. According to geometrical optics, the 
viewers' perception of brightness is determined by the viewing 
angle and distance [16]. In addition, display parameters such as 
resolution and colour scheme, as well as screen brightness are 
also among important influencing factors [17]. 
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A. Hybrid Keypad 

Human factor is the most crucial part while handling any 
online activities. Human preference and satisfaction have been 
widely discussed from the view of usability to the 
authentication. The existed model of authentication is called 
the Hybrid keypad [18][19]. The model creates coloured-
hybrid-image keypads using superimposition. The keypad is 
developed automatically by appearing to the screen when user 
requests the one-time password (OTP). Fig. 1 depicts the 
existing model. 

 

Fig. 1. The Existing Model of Hybrid Keypad. 

Fig. 1 shows the illustration of Hybrid keypad. From the 
perspective of display factors, this model confuses the actual 
users when they keyed in their OT, due to two or more 
numbers that are overlapped on the keypad. However, the 
limitation of this model caused by environment factors is still 
uncertain, as to whether adding color-complementary 
components can further diminish the attacker's appearance and 
counteract the low frequency. 

B. HideScreen 

A researcher has developed HideScreen, utilizing human 
vision and optical system features, where users' on-screen 
information may be hidden from shoulder surfers [20]. That is, 
when the on-screen information (OSI) was viewed from 
outside of the specified range, HideScreen discretized the OSI 
into grid patterns in order to neutralize the low-frequency 
components, thus allowing the OSI to “blend into” the 
background. Fig. 2 shows the process of the grid patterns 
model. 

The existing model, however, only allows spatial frequency 
by focusing on the protection of short texts and complex 
pictures on the screen, which is shown on soft keypad or 
keyboard. This limitation focuses solely on display factors. On 
the other hand, from the perspective of environmental factors, 
there have been various graphical schemes that are resistant or 
immune to shoulder-surfing but they have substantial usability 
problems, where most notably are in terms of time and effort 
required to log in. This paper will be discussing on the said 
problems. The comparison of the two factors is depicted in the 
Table I. 

 

Fig. 2. The Existing Model of Grid Patterns. 

TABLE I. COMPARISONS BETWEEN TWO FACTORS 

Model Environment factor Display factor 

Hybrid keypad 

Adding colour-

complementary 

components which can 

further diminish the 

attacker's appearance, and 

counteract the low 

frequency 

Confusing to user due 

to overlapping 

numbers on the 

keypad  

HideScreen 

Substantial usability 

problems, most notably 

time and effort required to 

log in 

Allows spatial 

frequency by focusing 

on the protection of 

short texts and 

complex pictures on 

the screen shown on 

soft keypad or 

keyboard 

Shoulder-surfing 

resistant 

authentication 

scheme using visual 

colour-blind mode-

based 

Auto glare/auto hide which 

cannot be seen by shoulder 

surfer see from their angle 

Using four colour-

blind charts with 

eight-numbers 

combination 

III. PROPOSED MODEL AND ALGORITHM 

Due to the problems counter from the authentication type, a 
proposed model has been created to encounter the 
authentication problem. Shoulder-surfing resistant 
authentication scheme that uses visual colour-blind mode-
based model was proposed to address the problem of shoulder 
surfing attack, in order to identify any suitable authentication 
approach, as well as to simulate and analyse the proposed 
mechanism in terms of usability of HCI. The proposed model 
was accessible from the smartphone screen with no hybrid 
keypad provided to the user. 

A. Shoulder-surfing Resistant Authentication Scheme using 

Visual Colour-blind Mode-based Model 

The model represents a set of four randomly colour-blind 
pictures in every session. Each picture contained two-digits 
number that was as similar as a TAC. Uniquely, the model 
enabled HideScreen or glare to the process by utilising the 
complex pixels of complementary Red, Green, Blue (RGB) 
colours of each picture whenever shoulder surfer sees to the 
actual user [21][22]. Users can access the proposed model from 
their smartphone screen. Fig. 3 illustrates the proposed 
authentication model. 

During the transaction, users will request the one-time 
password (OTP) to the server. Server will react by randomly 
selecting four charts of colour-blind, with the combination of 
two number in each chart. Two matching colors were used for 
each chart to maintain the view of user perception. Next, the 
server will send the requested OTP to the users. Here, the OTP 
pictures will enable the auto glare or hide. The users must 
keyed in the OTP within 60 seconds since it will be 
automatically nullified after the period of time. The server will 
compare the keyed-in OTP with the one been sent. If the OTP 
is a matched, the authentication will be considered as 
successful, but if it is not, the users were to repeat the 
procedure. In addition, the proposed model can be used to all 
types of users including the one with colour vision deficiency. 
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Fig. 3. Shoulder-surfing Resistant Authentication Scheme using Visual 

Colour-blind Mode-based Model. 

B. Shoulder-surfing Resistant Authentication Scheme using 

Visual Colour-blind Mode-based Algorithm 

The algorithm represents the focus area of authentication 
step during the activity. From Fig. 4, the method started with 
the number of incoming requests, then sorted out based on their 
priority and order. Later, the server will load and announce 
QoE offer upon initiation. This method assumed that the 
provider's system that handled the incoming requests has 
access to this data. The number of requests that can be fulfilled 
within the advertised waiting time can be estimated based on 
the current server load. Fig. 4 depicted to the authentication 
step of algorithm. 

Algorithm 1: Authentication Step 

INPUT: B, 𝑈, 𝑠, E 

OUTPUT: Settlement of (Si) 

BEGIN 

1: B ← ti ∈  𝑈 

2: FOR t DO 

3:      B ←   𝑈, s read colour-blind chart 

4:      Estimate B can be served within the E 

5:      FOR each B DO 

6:           IF B can be served within the E THEN 

7:                  Authentication successful (B, Si)  

8:           ELSE 

9:                   Perform ‘auto glare/auto hide’                          

10:                       IF request within actual E THEN 

11:                           Authentication successful (B, Si)  

12:                       ELSE 

13:                            Request E from s 

        Authentication successful (B, Si)          

        accepted by s 

14:                        END IF 

15:            END IF 

16:     END FOR 

        END FOR 

END 

Fig. 4. Authentication Steps’ Algorithm. 

The programme will, then, extract the requests, their 
priorities, and the prospective providers server loads for each 
job, which was declared as the parameter to the algorithm. The 
authentication stage will further determine the total requests 
that can be fulfilled within the advertised E. Line 5 will, lastly, 
carry out the requests. As a result, the request for these duties 
will be completed. If this is not the case, the authentication step 
will request E from the provider in line 9 and conducted the 
"auto glare" or "auto hide" function. Table II depicted to the 
abbreviation from Algorithm 1. 

TABLE II. LIST OF COMMONLY USED NOTATION 

Notation Description 

B Request 

𝑈 OTP priority 

E Estimate time 

s Server load 

T Task 

ti Number of tasks 

Si Authentication settlement 

IV. EXPERIMENTAL SETUP 

The study continued with simulation setup by using an 
application namely ‘i-Smart Bank apps’ which was developed 
using Android Studio and the database was supported by 
Firebase. This experiment was to show the authentication step 
during online transaction activities. 

During the experiment, the users’ reading experience was 
directly impacted by the ambient brightness, viewing angle, 
and distance. From here, the visual image of an item created in 
the viewers’ eye was influenced by viewing distance. The 
users’ eyesight has a strong correlation with ambient 
brightness. According to geometrical optics, the viewers’ eyes 
perception of brightness is determined by the viewing angle 
and distance. Moreover, display parameters, such as resolution 
and colour scheme and screen brightness, are among important 
influencing factors. 

Fig. 5(a), (b) and (c) illustrate steps involved during the 
authentication activities when users keyed in the one-time 
password. During the activity, the users will receive randomly 
chosen colour-blind chart with numbers to be keyed in. This 
activity will enable auto glare or auto hide which disallow 
shoulder-surfer to see what is happening to users’ smartphone. 
Here, viewing angle and distance played an important role in 
determining whether the authentication will be succeeded or 
not. In addition, resolution and screen brightness also gave 
some influence to this activity. 

Table III shows the measurement setup for this experiment. 
The relationship between luminance contrast and screen 
brightness will be discovered further in the study. These 
variables were chosen in order to test the algorithm for 
authentication procedures. The measurement setup testing was 
used to compare the algorithm step. This setup started with 
10% to 100% for QoE of users’ satisfaction. 
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(a) 

 
(b) 

 
(c) 

Fig. 5. Simulation Setup, (a) Example of Server Database (b) Example of 

Shoulder Surfing and the Effect after Applying Hide Screen or Glare (c) 

Example of a User Interface. 

TABLE III. MEASUREMENT SETUP 

Display brightness Contrast luminance 

10 0.1 

20 0.2 

40 0.4 

60 0.6 

80 0.8 

100 1.0 

 

Fig. 6. Influence Trend to Human Vision (Display Brightness to Contrast 

Luminance). 

Fig. 6 shows the contrast influence trend to human vision. 
From here, users’ reading experience was found to be better 
when the contrast value is ϒ, with an improvement of 80%; 
but, when the contrast value is χ, the reading experience was 
extremely bad, with an improvement of just 50%, substantially 
impairing reading. 

 

Fig. 7. Some Effect of Viewing Angle to Resolution. 

Fig. 7 shows some effect of viewing angle to resolution. 
Users used i-Smart Bank apps at 10°, 20°, 30°, 40° and 50°, 
respectively while keeping the viewing distance of 20 cm, 
ambient brightness, and screen display content remained the 
same in order to verify the influence of viewing angle on the 
reading experience. As the viewing angle expanded, the users’ 
relative visual performance fluctuated. 

V. RESULTS AND DISCUSSIONS 

The proposed model reviewed the experimental result of 
viewing angle by the shoulder-surfer and the authority users. 
This study also compares the limitation of existing models 
based on two factors: environmental factors and display 
factors. The environmental factor will be investigated based on 
view angle, meanwhile the display factor will be examined 
based on resolution of smartphone. The result is shown in the 
following table. 

Table IV shows the test started at 0º of view angle. This 
experiment continued with another three different types of 
view angle. Users, as shown in Table II, were asked to hold 
their smartphone in different view angles. Another shoulder-
surfer volunteer were standing at the same distance but with 
different view angle. This experiment started with some 
contents were displayed and the shoulder-surfer were asked to 
read it before the actual users. The test and its results were 
recorded. 

From Fig. 8, the resolution of shoulder-surfer was increased 
up to 90% at a distance of 20 cm, proving that the experiment 
had no appreciable effects on users or the regular use. In 
comparison, the resolution values from shoulder-surfer at 20 
cm to 40 cm were barely above the boundary but less than 
60%. However, the resolution clearly decreased below the 
boundary at distances greater than 60 cm. Nevertheless, 
shoulder-surfers seldom position themselves at an angle less 
than 40 degrees when standing 20 cm to 40 cm from the 
screen. In actuality, a shoulder surfers’ viewing angle is always 
wide when the distance between them is modest. As a result, 
when resolution values from shoulder-surfer dropped as 
viewing distance increased, their overall reading experiences 
are still excellent and much exceed the minimal resolution 
barrier at 50% in the case of real applications. 
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TABLE IV. EXPERIMENTAL SETUP ENVIRONMENT 

View Angle (º) Distance (cm) Ambient Brightness 

0 20 150 

20 40 300 

40 60 500 

60 80 800 

 

Fig. 8. Experimental Result from Resolution vs. View Angle. 

The resolution values from shoulder-surfers at four viewing 
positions: (20 cm, 40°), (40 cm, 40°), (60 cm, 20°) and (80 cm, 
20°) were close to 50% minimum boundary, while the 
resolution values located outside the four points area were 
significantly less than 50%. This suggests that a privacy space 
might be constructed, i.e when actual users are in a secure 
environment, reading is going well and the resolution value is 
higher than the required minimum of 50%. The shoulder-surfer 
will have a terrible reading experience, or may not even be able 
to read when they were outside of the safety zone. 
Furthermore, it should be emphasised that this security zone is 
not a permanent location. A safe zone is established provided 
that the farthest viewing distance for the user is 50 cm. 
Depending on the actual users’ reading distance, which ranges 
from 20 cm to 80 cm, the safe zone narrows as the reading 
distance between the user and the screen decreases. In 
conclusion, the authentication procedure works well with the 
proposed model, and meets all requirements based on the key 
concepts of usability, thus, archive the users’ preference and 
satisfaction to QoE. 

VI. CONCLUSION 

This study has discovered the key concepts of usability in 
terms of Human Computer Interaction (HCI) by comparing 
two existing model models with two factors: environmental 
factors and display factors. Shoulder-surfing resistant 
authentication scheme using visual colour-blind mode-based 
model is proven to meet all the requirements of usability, 
hence, achieved the goal of usability of authentication. 
Hopefully, in future, the study will be able to bring forward an 

algorithm by investigating the colour scheme, i.e the matching 
two complementary colours by the two factors of 
environmental factors and display factors during the 
authentication activity. 
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Abstract—This paper aims to examine the effects of 

Computer-Aided Argument Mapping (CAAM) on Saudi EFL 

learners’ argumentative writing performance across the 

development of writing content and coherence and their self-

regulated learning skills. A total of 40 second-year university 

EFL learners were purposively selected as a one-group of pre- 

and post-test design. Using a mixed-method approach, three 

research tools were utilized: pre- and post-writing tests, a Self-

regulated Learning Scale (SRLS), and semi-structured 

interviews. Quantitative results demonstrated that EFL learners’ 

argumentative writing performance made noteworthy gains, as 

manifested by the statistically significant differences between 

their pre- and post-test scores. Significant positive correlations 

were also found between the EFL learners’ overall 

argumentative writing performance and the SRL factor 

subscales, indicating an increase in the self-regulation mechanism 

relative to planning, self-monitoring, evaluation, effort, and self-

efficacy. Qualitative results indicate that the participants have 

positively embraced the integration of CAAM to improve their 

writing skills and self-regulation processes. Recommendations 

for implementing digital mapping to revolutionize EFL learning 

classrooms in this digital era are provided. 

Keywords—Argumentative writing; argument mapping; 

computer-aided argument mapping; self-regulated learning; Saudi 

EFL learners 

I. INTRODUCTION 

There is a consensus that developing effective writing 
competency is a challenging task, especially among EFL 
learners [1]. As English is used as the medium of instruction 
in various academic fields at higher education institutions in 
Saudi Arabia and numerous other EFL countries, writing has 
become a necessary prerequisite for foreign language learners 
to be successful in other fields that demand 
a written representation of knowledge [2]. In addition, 
international students are not permitted to enroll in various 
academic programs unless they fulfill certain requirements; 
one is attaining a specific level on a standardized English test 
(e.g., TOEFL, or IELTS). Some academic institutions impose 
an extra requirement that entails attaining a minimum score on 
the writing section, thus increasing the need to master 
advanced L2 writing skills to achieve success in higher 
education [11]. 

The complexity of L2 writing is inherent in the 
development of effective writing ability that comprises 
knowledge of the content and task, lexical complexity, 
cohesion, coherence, and fluency of ideas [7], [8]. Writing 
genres (such as argumentative writing and expository writing) 
also contribute to the inherent complexity involved in writing 
compositions due to the special lexicon and syntactical 
features as well as the structure [8]. These tasks overburden 
learners’ cognitive loads during the learning process, creating 
a mental block against acquiring new information [15]. One 
way to support learners in managing their cognitive learning 
processes is to adopt certain problem-solving solutions, such 
as generating maps and diagrams [3], [7], [14]. 

Mapping or diagramming serves as a learning tool that 
helps facilitate comprehension when there is an abundance of 
data to process within a short amount of time. It encourages 
learners to engage in the process of developing ideas and 
information, as it activates the schemata necessary to organize 
ideas and content for writing. Learners will gain a full grasp of 
their thoughts and produce more developed and coherent 
outputs, thus stimulating their critical thinking, problem-
solving [12], and self-regulation abilities [9]. As a result, they 
will optimize their learning performance and mental capacity. 
Writing is a complex skill that requires a strategic approach to 
accelerate EFL learners’ control, confidence, and subsequent 
proficiency [5], [18]. Presumably, if learners are taught to map 
their ideas, they will be able to plan, monitor, and evaluate 
their progress [12]. 

This study was intended to examine the effects of 
computer-aided argument mapping (CAAM) on Saudi EFL 
learners’ performance in argumentative writing, as well as 
their self-regulated learning skills. 

II. LITERATURE REVIEW 

A. Argument Mapping 

Argument maps (AMs) are visual aids that facilitate the 
comprehension and evaluation of arguments [3]. They are 
organized in text-based, hierarchical representations in which 
propositions are displayed in color-coded boxes and linked 
with arrows to indicate the relationships among them [4], [17]. 
AMs visualize reasoning in a clear and concise fashion by 
diagramming the inferential construction of an argument [3]. 
It is a pedagogical tool that increases the opportunity for 
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comprehensive learning. Recent studies [3], [7], [12] have 
revealed the instructive benefits of AMs. For example, AMs 
have been adopted in language teaching methods in general 
[14], and in EFL writing in particular [7], [12]. According to 
[7], a well-constructed argument diagram enhances critical 
thinking skills and writing performance among EFL learners. 
AM stimulates EFL learners’ schemata, which are essential 
for the development of argumentative writing. 

The author [4] evaluated the effects of promoting critical 
thinking through AM compared to a strategy of generating 
themes from texts and sorting them hierarchically. Although 
AM training had no significant impact on students’ critical 
thinking skills, the experimental group exceeded the no-
instruction control groups on the evaluation and inductive 
reasoning tests. That is, after the intervention, EFL learners 
were able to compose more cohesive and developed writing. 
The study of [10] has further supported the use of AM for 
developing second-language learners’ composition writing. 
The author [3] contends that “...the process of making an 
argument map is advantageous since it encourages students to 
construct and/or reconstruct their arguments with a level of 
clarity and thoroughness” (p. 115). Fig. 1 presents the main 
conventions used in AM. 

Fig. 1 illustrates the major themes in an argument map. 
The primary premise is situated at the top. The arguments for 
the primary premise are represented by green boxes and 
connected by arrows to the primary premise. The primary 
premise in the figure has two arguments, 1A and 1B. 
Individual premises are placed inside white boxes shaded with 
green. Each premise is presented separately, with its own 
justification. Linked premises are grouped to support the 
conclusion. Additionally, claims with objections are marked in 
red. Writers designate reasons and objections using words 
such as “supports” and “opposes,” respectively [3]. 

B. Computer-Aided Argument Mapping (CAAM) 

The advent of computer software has accelerated the task 
of creating user-friendly AMs. While AM can be taught 
effectively using pen and paper [7], CAAM can facilitate and 
speed up the mapping process efficiently, as it employs a 
number of programs specifically developed to enable users to 
quickly display arguments and reasons using cells and line 
diagrams [3], [17]. CAAM is an instructional system intended 
to promote learners’ critical thinking by visually representing 
reasoning for any subject area [9] as well as offering a 
convenient workspace and a dashboard for building AMs [17]. 
Users can construct maps by simply inserting text into cells 
and then moving them to any desired location on the map 
using various levels of reasoning boxes. These cells can be 
modified, eliminated, or transferred to a different location. 
Although CAAM programs do not analyze or check the 
soundness of arguments, they help learners analyze and 
evaluate their arguments in a practical, visual, and 
professional way. According to [3], CAAM encourages 
students to compose arguments openly and thoroughly. 

 

Fig. 1. Argument Mapping Demonstrating the Main Conventions. 

CAAM serves as a platform that helps learners form 
conceptualizations by diagramming and revising reasoning 
clearly so that knowledge gaps and errors can be identified 
and reasoning can be reformulated [9], providing a better 
performance at argument analysis and evaluation. CAAM 
allows learners to access their previous essays in another panel 
while simultaneously accomplishing their AM in the panel, as 
well as helping them to be considerate of cohesion and 
coherence throughout the mapping process (see Fig. 2). In 
addition, CAAM offers learners the means for extensive 
problem-solving and critical thinking practice through 
activities with varying levels of complexity, which helps them 
develop these skills [6]. It enables learners to experiment 
practically with multiple logical structures and move the parts 
of an argument freely, allowing them to become more aware 
of the structure of their arguments, which is a prerequisite to 
critical thinking and self-regulation. Fig. 2 displays an excerpt 
of a learner’s AM conducted via CAAM. 

Numerous studies have demonstrated empirical evidence 
for the efficacy of CAAM in developing students’ writing 
skills [3], [9], [14] and critical thinking skills [3], [12], [17]. 
The author [17] conducted a study using one-subject CAAM-
based interventions during a three-month course and reported 
that courses teaching AM increased critical thinking 
performance. The authors [9] examined the effects of 
implementing CAAM to improve EFL students’ self-regulated 
writing. After completing the self-regulation pretest in writing 
skills, the respondents were randomly divided into two 
experimental groups and a control group. The experimental 
groups who carried out their writing composition via CAAM 
software during the course of the training outperformed the 
control group and enhanced the self-regulation of their 
writing. 
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Fig. 2. Example of a Student’s Argument Map (AM) Produced in CAAM. 

C. Self-Regulated Learning 

A number of empirical studies [16], [13], [14], [19] have 
viewed SRL as a valuable new construct in the field of 
education. For example, the authors [16] described SRL as an 
active process in which learners are able to self-regulate by 
setting goals for their learning, monitor their learning 
processes, control and regulate their own thinking, and 
evaluate and reflect on their learning. The author’s [19] view 
asserts that self-regulated learners actively adopt motivational, 
behavioral, and metacognitive approaches and dynamically 
engage in their learning processes. 

Researchers have further revealed that learner-related 
factors, such as learning styles, personality traits, self-
regulation, beliefs, and motivation, can substantially influence 
language learning progress [8], [14]. The author [16] argued 
that learners who self-regulate need to strategically consider 
how to approach a task, monitor their own progress while 
performing the task, assess the process and output after 
completing the task, review what they have accomplished and 
failed to accomplish, and further develop more strategies to 
use, which provide them more opportunities to execute tasks 
the next time. However, apart from understanding what areas 
to optimize and how to optimize them, self-regulated learners 
need to be stimulated to progress [19]. The authors [9] 
claimed that self-regulatory capacity can interact with 
cognitive factors since, as underscored by [14], learners who 
self-regulate can set goals, monitor, self-reflect, and assess 
their progress. The procedures involved in argument mapping 
are structured by planning and monitoring throughout the task, 
which helps raise learners’ self-reflection and self-evaluation. 
With reflection and critical thinking, learners can maximize 
their self-regulated learning potential because they have fully 
acknowledged their role in the task. 

A number of studies have been conducted that relate to 
teaching and learning EFL writing, such as critical writing 
using digital diagramming [7], descriptive writing 
achievement via CAAM [8], and teaching reasoning via 
CAAM [3]. However, to the researcher’s knowledge, no study 
has focused on the effectiveness of CAAM in developing EFL 
learners’ performance in argumentative writing and promoting 
SRLSs, particularly in the Saudi EFL context. The study is 
significant because it contributes pertinent information to 
higher education institutions in EFL contexts. It is hoped that 
the findings will help EFL teachers gain better knowledge of 
language learning from the learners’ perspectives and provide 
additional insights into the advantages of teaching English 

writing with CAAM, thereby aiding EFL learners’ 
argumentative writing skills and their ability to self-regulate 
their learning. Accordingly, the current study sought to answer 
the following research questions: 

1) How does the CAAM intervention affect Saudi EFL 

learners’ argumentative writing performance and self-

regulated learning skills? 

2) Is there a significant correlation between Saudi EFL 

learners’ performance in argumentative writing composition 

and their ability to self-regulate their learning after the CAAM 

intervention? 

3) How do Saudi EFL learners perceive the CAAM 

intervention? 

III. METHODOLOGY 

A. Research Design and Participants 

The study employed a mixed-methods approach on a 
single group of pre- and post-test designs. The quantitative 
measures were used to explore the extent to which the 
integration of CAAM affected EFL learners’ argumentative 
writing skills relative to the development of writing content 
and coherence, and self-regulated learning variables. The 
qualitative measures served to reveal how respondents 
perceived the experiment and the advantages relative to their 
argumentative writing tasks. The intervention was conducted 
over 11 weeks. The study sample consisted of 40 English 
majors at Prince Sattam bin Abdulaziz University who 
enrolled in the Essay Writing 2 course (3 credits), which was 
intended to promote EFL learners’ academic writing and 
critical thinking. 

B. Research Instruments 

Data were collected using four instruments: (1) a pre- and 
post-writing test, (2) a self-regulation learning scale (SRLS), 
and (3) semi-structured interviews. In the pre- and post-
writing tests, the respondents developed an argumentative 
essay of at least 250 words in one hour. The topic was chosen 
from a list of the topics typically used for IELTS writing task 
2 and aligned with topics they were studying in their Essay 
Writing 2 course. Prior activities, such as brainstorming, 
posing questions, and reading text to accelerate learners’ 
schemata, which took an hour, were also performed. The 
scoring rubric evaluated four components: conclusion, 
premises, evidence, and counter-arguments. The topics were 
screened by three English lecturers at the University for their 
cognitive and cultural appropriateness prior to distribution. 

Pre- and post-writing tests were checked for elements such 
as writing content and coherence, and marks were awarded 
based on a four-factor rubric including a conclusion, premises, 
evidence, and counter-arguments. “Conclusion” received 1 
mark if the respondent stated the conclusion of the argument 
properly and zero mark if not. “Premises” received a mark that 
reflected the number of premises the respondent could give 
based on the topic. “Counter-arguments” received a mark that 
reflected the number of counter-arguments the respondent 
could include. “Evidence” received a mark that reflected the 
number of premises that were supported by facts. Similarly, 
under writing coherence, “Logical connections 1” received a 
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mark that reflected the number of connections between a 
premise and the conclusion the respondent could make. 
“Logical connections 2” received a mark that reflected the 
number of connections between premises. “Signposts” 
received a mark that reflected the number of signposts that 
were properly and correctly used, and zero marks were 
awarded if no signposts were used. One point was rewarded if 
the signposts were weak, and two points if the signposts were 
strong. The writing rubric was screened by three English 
lecturers at the University for its Cognitive Appropriateness 
prior to use. 

The self-regulation learning scale (SRLS) was distributed 
before and after the intervention to assess self-regulation as a 
fairly constant trait across various learning settings. The scale 
was originally devised by [16] and comprised 46 items 
grouped into six categories: planning (9 items), self-
monitoring (8 items), effort (10 items), reflection (5 items), 
evaluation (8 items), and self-efficacy (10 items). The 
planning, self-monitoring, effort, and self-efficacy subscales 
were revised and converted into a five-point Likert scale 
ranging from (1) strongly agree to (5) strongly disagree, and 
the reflection subscale ranging from (1) never, (2) rarely, (3) 
sometimes, (4) very often to (5) always. The subscales’ 
reliability scores were 0.85, 0.82, 0.84, and 0.80, respectively. 
A pilot study was conducted to examine the reliability of the 
survey involving 30 participants from the same population, 
but who were not part of the study sample. A reliability value 
of 0.85 was reported. 

The semi-structured interviews were carried out at the end 
of the intervention to gain more information about how often 
and when the CAAM was used, as well as how this 
instructional intervention aided EFL learners’ argumentative 
writing processes across the development of writing content 
and coherence. 

C. Intervention 

Using CAAM, participants were trained to analyze and 
evaluate one or more issues from multiple perspectives and 
eventually construct their own arguments by writing essays 
once a week. The invention consisted of weekly one-hour 
sessions over an 11-week period and utilized three stages: 
planning, monitoring, and evaluation; corresponding tasks 
undertaken at each stage. The first session was the 
introduction, in which argumentative writing was presented 
and key concepts of CAAM were demystified, described, and 
discussed. The three stages were completed within the 2nd to 
11th sessions. 

During the planning stage, the activities included advanced 
organization and schema building. The teacher introduced the 
writing topic to be discussed and asked the participants to 
brainstorm and share their thoughts with their peers. 

During the monitoring stage, learners constructed 
argument maps and were asked to share them with their peers 
to refine their ideas prior to writing and solve issues 
concerning inconsistent premises, inaccurate counter-
arguments, and the like. Meanwhile, the researcher provided 
feedback to those who encountered difficulties during their 
work. 

The evaluation stage was composed of submission, 
discovery, and reflection parts in which participants composed 
their essays and sent their argument maps via CAAM software 
to the researcher. Indirect corrective feedback was also 
provided to monitor the respondents’ writing processes. When 
essays were handed back to the respondents, they had the 
chance to self-reflect and self-evaluate their performance as 
well as negotiate their written work with peers. Thus, they 
shared some possible solutions for issues they may encounter 
in the future. Finally, revising and editing checklists were also 
provided to help participants revise and edit their writing 
products. 

D. Data Analysis 

Quantitative data were statistically analyzed using 
descriptive and inferential statistics, including means, 
frequency, and percentage. Paired-sample t-tests were 
conducted to compare the means of two sets of tests to reveal 
the effects of the intervention and verify whether there was a 
significant difference between the pre- and post-test writing 
tests. The Pearson correlation coefficient was also calculated 
to examine the relationship between the use of CAAM and 
respondents’ argumentative writing across the development of 
writing content and writing coherence, as well as their SRLSs. 
Qualitative data were analyzed, coded, and interpreted using 
thematic analysis to capture the respondents’ opinions and 
understanding of the use of CAAM to process their argument 
writing. Accordingly, the following themes were identified: 
theme 1 pertains to the benefits of using CAAM, theme 2 
includes quality practice, theme 3 includes learners’ 
perceptions of CAAM integration, and theme 4 pertains to the 
enhanced SRL of the respondents. 

IV. RESULTS AND DISCUSSION 

A. Quantitative Analysis 

1) EFL learners’ argumentative writing performance 

before and after the CAAM intervention: Results from the t-

test analysis revealed that participants’ argumentative writing 

differed significantly with respect to the development of 

content and coherence before and after the CAAM 

intervention. As shown in Table I, statistical comparisons of 

the overall mean scores before the intervention (M = 8.93, p < 

.000) and after the intervention (M = 18.36, p < .000) indicate 

statistically significant differences as manifested by p-values 

that are less than the 0.05 level of significance. That is, the 

performance of EFL learners’ argumentative writing with 

respect to the development of content and coherence improved 

substantially after the CAAM intervention. 

Table II shows the statistical differences in EFL learners’ 
argumentative writing across the four components constituting 
the development of writing content (premises, conclusion, 
evidence, and counter-arguments) on the pre- and post-writing 
tests. All four components were significantly higher on the 
post-test scores, as manifested by p-values of less than the 
0.05 level of significance. The “counter-argument” part was 
the most improved element (M = 5.61), while the 
“conclusion” part demonstrated the least improvement (M = 
4.35). 
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TABLE I. PAIRED-SAMPLE T-TEST OF EFL LEARNERS’ ARGUMENTATIVE 

WRITING PERFORMANCE ACROSS DEVELOPMENT OF WRITING CONTENT AND 

COHERENCE BEFORE AND AFTER CAAM INTERVENTION 

Components 
Pretest Post-test t-

value 

Sig. 

(2-

tailed) Mean Std Mean Std 

Development 

of writing 

content 

6.22 1.22 12.33 1.73 
-

20.54 
0.000 

Development 

of writing 

coherence 

4.11 1.15 8.96 1.11 
-

17.52 
0.000 

Overall 10.35 1.79 21.30 2.07 
-

19.31 
0.000 

TABLE II. PAIRED-SAMPLE T-TEST OF EFL LEARNERS’ ARGUMENTATIVE 

WRITING PERFORMANCE ACROSS DEVELOPMENT OF WRITING CONTENT IN 

THE PRE- AND POST-WRITING TEST 

Development of 

writing content 

Pretest Post-test t-

value 

Sig. (2-

tailed) 
Mean Std Mean Std 

Conclusion  1.44 0.35 4.35 0.60 -6.74 0.000 

Premises  1.45 0.39 5.45 0.71 -13.62 0.000 

Evidence  1.63 0.30 5.50 0.96 -11.38 0.000 

Counter-

arguments  
1.69 0.31 5.61 0.74 -16.92 0.000 

Overall 6.22 1.22 21.30 2.07 -22.66 0.000 

Table III provides the statistical differences of EFL 
learners’ argumentative writing in terms of coherence on the 
pre- and post-tests. This component consists of three elements: 
(a) Logical connections 1 (referring to logical relations 
between the premises and the conclusion), (b) Logical 
connections 2 (referring to logical relations between 
premises), and (c) Signposts. The three components of 
argumentative writing differ significantly before and after the 
strategy intervention, as indicated by p-values of 0.000, which 
are less than the 0.05 level of significance. The logical 
connections 1 component was the most improved element (M 
= 3.01) compared to the pre-test score, whereas the “logical 
connection 2” component was the least improved (M = 2.87). 

TABLE III. PAIRED-SAMPLE T-TEST OF EFL LEARNERS’ ARGUMENTATIVE 

WRITING PERFORMANCE ACROSS WRITING COHERENCE IN THE PRE- AND 

POST-WRITING TEST 

Development of 

Writing 

Coherence 

Pretest Post-test 
t-

value 

Sig. (2-

tailed) Mean Std Mean Std 

Logical 

connection 1 
1.67 0.58 3.01 0.82 -10.23 0.000 

Logical 

connection 2 
1.23 0.41 2.87 0.69 -8.31 0.000 

Signposts 0.99 0.67 2.0 0.39 -9.11 0.000 

Overall 3.89 1.04 7.88 1.11 -17.53 0.000 

B. Correlations between EFL Learners’ Argumentative 

Writing Performance and SRL after CAAM Intervention 

To confirm whether there were any correlations between 
EFL learners’ argumentative writing performance and SRLSs, 
the Pearson correlation was computed. Table IV indicates that 
SRLS is significantly correlated with the EFL learners’ overall 
argumentative writing performance (r = 0.53, p < 0.01). 
Specifically, strong positive correlations exist between the 
EFL learners’ overall argumentative writing performance and 
the planning (r = 0.65, p < 0.01), self-monitoring (r = 0.52, p < 
0.01), evaluation (r = 0.45, p < 0.01), effort (r = 0.71, p < 
0.01)., and self-efficacy (r = 0.55, p < 0.01) subcategories. 
There was a moderate positive correlation with the reflection 
(r = 0.35, p < 0.01) subcategory. Overall, using CAAM as an 
instructional tool to improve argumentative writing influenced 
EFL learners’ SRLSs. 

TABLE IV. CORRELATIONS BETWEEN THE EFL LEARNERS’ 

ARGUMENTATIVE WRITING PERFORMANCE AND SRLSS AFTER CAAM 

INTERVENTION 

Argumentative writing 

performance 

SRLSs Pearson correlation 

Planning  0.65** 

Self-efficacy 0.55** 

Self-monitoring  0.52** 

Effort  0.71** 

Evaluation  0.45** 

Reflection  0.35** 

Overall 0.53** 

** p < 0.01   

V. QUALITATIVE ANALYSIS 

A. EFL Learners’ Perceptions of the CAAM Intervention 

Twenty-eight respondents from the study sample 
participated in the semi-structured interviews. The findings 
revealed several themes related to EFL learners’ perceptions 
of the benefits of using CAAM to compose their 
argumentative writing compositions. The sub-themes cover 
effective visualization of arguments, reducing cognitive 
overload, assuring quality in practice, and activating SDLSs. 

When EFL learners were interviewed about the role of 
CAAM in processing their argumentative writing tasks, they 
responded that CAAM aided them in forming better 
visualizations of their arguments. It enabled them to construct 
their arguments quickly and easily, including evidence, 
objections, and counter-arguments, using box and line 
diagrams [3] with the possibility of generating, modifying, or 
transferring these boxes to a new position as needed. The 
participants exploited this CAAM feature effectively to 
regulate their writing performance, as one respondent noted: 

1) CAAM helped me identify complex arguments 

quickly. I can divide them into smaller sections. I can 

distinguish the support and objections of my arguments as 

well as my conclusion. 

Argumentative writing is often open-textured and 
sometimes ambiguous [3], thus, distinguishing conclusions, 
support, and objections requires more time and effort due to 
the lexical complexity of the text itself. The use of CAAM 
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helped participants distinguish conclusions and premises, and 
thereby facilitated a better flow of knowledge in the brain that 
avoided mental overloading, as one described: 

2) CAAM allowed me to map graphically my arguments, 

and enabled me to interpret them correctly without 

overloading my mind with a lot of information. 

Using CAAM offered ample opportunities for quality 
practice and online feedback, ensuring that the tasks were 
enjoyable and effective. Some respondents reported feeling 
motivated in constructing these activities, as they were 
directed gradually in using CAAM to map their arguments, 
which inspired them to successfully write down their 
arguments into text composition. 

3) CAAM helps improve my writing skill because it made 

me practice purposefully. It also guided me throughout the 

process by informing us what to do next and what to avoid. I 

enjoyed the gradual complexity of the tasks in CAAM (R18, 

78-81). 

CAAM integration not only improved participants’ writing 
output but also enhanced their self-regulation learning skills as 
they were inclined to plan, self-monitor, reflect on, and 
evaluate their learning processes. As one participant stated: 

4) With CAAM, I can have an overview of my work and 

monitor by double checking to see if my writing content and 

conclusions are correct and free of mistakes and 

contradictions. 

The use of CAAM activated brainstorming techniques, 
which helped participants activate prior knowledge and create 
new ideas that they may associate with their writing tasks. It 
also promoted EFL learners’ self-monitoring processes by 
motivating them to double-check their ideas and arguments 
two or three times, edit their work more closely, or compare it 
to other arguments as these participants contended: 

1) The brainstorming activity triggered my background 

information and helped me link to the new topic to be 

developed. 

2) I can double-check my arguments by simply moving 

the elements of an argument with multiple logical structures to 

another position. Also, group sharing drew my attention to 

points of misunderstanding or not fully understood. 

Collaboration gave me inspiration and guidance about my 

arguments (R6, 98-101). 

Some respondents further reported that evaluating their 
writing performance based on whether the arguments were 
correct made them more determined to keep writing and to use 
the right argumentative markers in the future. It also helped 
them trace their performances. 

1) Mapping my arguments helped me examine my 

performance, whether or not I got the correct arguments and 

evidences. I also self-evaluate my work after receiving 

feedback from my peers. If I didn’t succeed, I challenge 

myself to do better in the future. 

Collaboration via CAAM further allowed EFL learners to 
reflect on their contributions, whether they successfully or 
unsuccessfully grasped the argument, and whether they used 
effective or ineffective approaches. One participant expressed 
her opinion regarding this: 

1) CAAM gave me the chance to assess the quality of my 

writing performance. I also consider the views my peers 

suggested on my text. 

VI. CONCLUSION 

The study findings revealed that Saudi EFL learners’ use 
of CAAM accelerated their argumentative writing 
performance with respect to the development of content and 
coherence. Given the useful features of CAAM, EFL learners’ 
reasoning skills have been enhanced substantially, which is 
considered a potential factor for successful argumentative 
writing. CAAM provided them with more enjoyable and 
productive experiences throughout the entire writing process, 
down to the final product. It offered not only a stimulating 
environment for writing but also served as a reliable scaffold 
for the writing and editing process. Through CAAMs, maps 
can be constructed easily and edited freely; therefore, learners 
can engage in many practical exercises, which consequently 
enable them to engage in self-regulated learning because they 
are able to practice different argument structures to determine 
which works best for them. CAAM facilitates the production 
of coherent paragraph texts since these mappings serve as a 
support tool to aid EFL learners in their English writing. 

Results have also demonstrated a significant correlation 
between EFL learners’ overall writing performance and the 
implementation of CAAM, as confirmed by the marked 
improvement in their writing output after the intervention. As 
for writing content, EFL learners were able to provide various 
premises to back up their theses and distinguish their 
argument conclusions as well as present supporting evidence 
and counter-arguments. They also demonstrated writing 
coherence by logically connecting their premises with their 
conclusions, as well as using their linguistic signposts more 
effectively on the writing post-tests, resulting in more 
coherent and cohesive essays. The study findings coincide 
with [8], who reported the effectiveness of implementing 
CAAM on descriptive and expository writing in an EFL 
context and found that CAAM improved coherence, cohesion, 
grammar, and task achievement. This study focused on how 
EFL learners compose the argumentative content of their 
writing, emphasizing the conclusion statement and how it can 
be reinforced with evidence and counter-arguments. It also 
examined the use of coherence markers to determine whether 
EFL learners are able to make logical relations between their 
premises and conclusions as well as between premises. 

By using CAAM, learners develop better critical attitudes 
toward arguments, evaluate arguments better, and become 
more open-minded in their thinking processes [7]. A learner 
who is able to think analytically and learn independently is 
more likely to be purposeful, strategic, and persistent in 
learning [19]. Results have further revealed that the learners 
became more aware of their self-regulated learning, as 
reflected in their inclinations toward planning, self-efficacy, 
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self-monitoring, effort, and self-evaluation. These results are 
consistent with [14], who argued that the use of CAAM 
involves well-planned and well-monitored processes that help 
raise learners’ self-evaluation and self-reflection. Similarly, 
the authors [7] claimed that if CAAM is often used, learners’ 
critical thinking will be enhanced and self-reflection can be 
optimized, which may foster learners’ SRL because self-
regulated learners have acknowledged their role in the task. 

Pedagogically speaking, the study findings have 
implications for EFL materials development, which 
contributes to learners’ improvement of argumentative writing 
skills and a better comprehension of their self-regulated 
learning procedures in general and EFL writing in particular. 
Identifying learners’ personality traits and offering them 
facilities to promote their performance can lead to remarkable 
accomplishments in EFL instruction. Likewise, the findings 
provide thoughtful insights into utilizing CAAM within 
writing courses to revolutionize EFL learning classrooms in 
this digital era, especially since educators are dealing with 
tech-savvy learners who often enjoy utilizing technological-
based platforms for more effective and meaningful learning. 
Further research needs to be conducted on the utilization of 
CAAM in different disciplines to further strengthen the many 
benefits of CAAM. 

REFERENCES 

[1] C. Bailey and P. Bizzaro, “Emancipatory assignments for English 
language learning: toward deficiency-free writing,” in B. Chamcharatsri 
and A. Lida (Eds.), International perspectives on creative writing in 
second language education (pp. 46–64). Routledge, 2022. 

[2] K. Cho and C. D. Schunn, “Scaffolded writing and rewriting in the 
discipline: a web-based reciprocal peer review system,” Computers 
& Education, vol. 48, no. 3, pp. 409–426, 2007. 

[3] W. M. Davies, A. Barnett, T. van Gelder, “Using computer-aided 
argument mapping to teach reasoning,” in J. A. Blair (Ed.), Studies in 
critical thinking 2nd

 
Edition, (pp. 115–152). Windsor Studies in 

Argumentation, Windsor, ON, Canada, 2021. 

[4] C. P. Dwyer, M. J. Hogan, and I. Stewart, “The promotion of critical 
thinking skills through argument mapping,” in C. P. Horvart, & J. M. 
Forte (Eds.), Critical thinking (pp. 97–122). Nova Science Publishers, 
2011. 

[5] C. Eccius-Wellman and J. Santana, “Variables that influence language 
proficiency in students from public and private high schools in Mexico,” 
MEXTESOL Journal, vol. 44, no. 2, pp. 1–13, 2020. 

[6] M. Eftekhari, E. Sotoudehnama, and S. Marandi, “Computer-aided 
argument mapping in an EFL setting: does technology precede 
traditional paper and pencil in developing critical thinking?” 
Educational Technology Research and Development, vol. 64, pp. 339–
357, 2016. 

[7] M. Harrell and D. Wetzel, “Improving first-year writing using argument 
diagramming,” in M. Knauff, M. Pauen, N. Sebanz, and I. Wchsmuth 
(Eds.), Proceedings of the 35th

 
Annual Conference of the Cognitive 

Science Society (pp. 2488–2493). Cognitive Science Society, 2013. 

[8] Malmir and F. Khosravi, “The effect of argument mapping instruction 
on L2 writing achievement across writing task and writing components: 
a case study of Iranian EFL learners,” Applied Research on English 
Language, vol. 7, no. 4, pp. 514–538, 2018. 

[9] P. Pahlavani and P. Maftoon, “The impact of using computer-aided 
argument mapping (CAAM) on the improvement of Iranian EFL 
learners’ writing self-regulation,” The Journal of Teaching Language 
Skills, vol. 7, no. 2, pp. 127–152, 2015. 

[10] N. Pinktwart, K. D. Ashley, C. Lynch, and V. Aleven, “Evaluating an 
intelligent tutoring system for making legal arguments with 
hypotheticals,” International Journal of Artificial Intelligence in 
Education, vol. 19, no. 4, pp. 401–424, 2009. 

[11] J. C. Richards and J. Pun, A typology of English-medium 
instruction. RELC Journal, 2021. 

[12] R. J. Robillos and P. Phantharakphong, “Enhancing EFL learners’ 
argumentative abilities in written composition and critical thinking 
dispositions through argument mapping within metacognitive 
approach,” Asian EFL Journal, vol. 27, no. 3.3, pp. 181–208, 2020. 

[13] R. J. Robillos, “Instruction of metacognitive strategies: its role on EFL 
learners’ listening achievement and awareness of their metacognitive 
listening strategies and self-regulation,” Asian EFL Journal, vol. 27, no. 
3.2, pp. 442–452, 2020. 

[14] R. J. Robillos, “Learners’ writing skill and self-regulation of learning 
awareness using computer-assisted argument mapping (CAAM),” 
Journal of Teaching English with Technology, vol. 21, no. 4, pp. 76–93, 
2021. 

[15] J. Sweller, “Cognitive load theory, learning difficulty, and instructional 
design,” Learning and Instruction, vol. 4, pp. 295–312, 1994. 

[16] T. T. Toering, Self-regulation of learning and the performance level of 
youth soccer players, vol.43, no.4, 2021. 

[17] T. van Gelder, Using argument mapping to improve critical thinking 
skills. In M. Davies and R. Barnett (Eds.), The Palgrave handbook of 
critical thinking in higher education (pp. 183–192). Palgrave McMillan, 
2015. 

[18] J. Zheng, “The metacognitive strategy in English listening 
comprehension,” Theory and Practice in Language Studies, vol. 8, no. 2, 
pp. 226–231, 2018. 

[19] B. J. Zimmerman, Investigating self-regulation and motivation: 
historical background, methodological development, and future 
prospect. American Educational Research Journal, vol. 45, no. 3, p. 16, 
2008. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

105 | P a g e  

www.ijacsa.thesai.org 

An Efficient Computational Method of Motif Finding 

in the Zika Virus Genome 

Pushpa Susant Mahapatro1, Jatinderkumar R. Saini2* 

Vidyalankar School of Information Technology, Wadala, Mumbai, India1 

Symbiosis Institute of Computer Studies and Research, Pune, India2 

Symbiosis International (Deemed University), Pune, India1, 2 

 

 
Abstract—The Zika virus (ZIKV) outbreak and spread is a 

global health emergency declared by World Health Organization. 

ZIKV rapidly spread across the world, causing neurological 

disorders. It is gaining public and scientific consideration. ZIKV 

genome biology and molecular structure are better understood 

with published papers. Genetic regulation is better understood by 

finding the motif in the DNA Genome sequence. The transcription 

factor binding sites need to be identified to understand the genetic 

code. There is diversity in gene expression. Motif-finding methods 

work towards efficiently identifying the repeated patterns in the 

genome. ZIKV genome sequence is used in the study. Identifying 

the motif is still a difficult task. There is a low probability of 

identifying the binding sites. Finding all possible solutions is 

challenging as it requires a lot of time and has high space 

complexity for finding long motifs. The Greedy search technique 

with pseudocount finds the motif in real-time. The count matrix is 

computed, and the profile matrix is constructed from the genome 

of the Zika virus. The calculated consensus string helps in 

calculating the score of the motif. The Greedy motif search 

technique is applied in this paper to find the motifs in the Zika 

virus Genome. This technique is not applied earlier to find the 

motifs in Zika Virus. The motifs are identified using a Greedy 

motif search without pseudocount and with pseudocount. 

Keywords—Consensus string; genome study; greedy search 

technique; motif search; pseudocount; regulatory proteins; ZIKV; 

Zika virus 

I. INTRODUCTION 

The Zika virus (ZIKV) was first separated from a rhesus 
macaque in Uganda in 1947. The study of ZIKV was not given 
importance till 2015. In 2015, Brazil's big epidemic of ZIKV 
infections was linked to intensification in microcephaly cases. 
ZIKV can spread sexually and is known to persevere in the male 
and female reproductive systems. West Nile virus (WNV), 
Dengue virus (DENV), Yellow fever virus (YFV), and 
Japanese encephalitis virus (JEV) are included in the family 
Flaviviridae, genus Flavivirus. These are mosquito-borne 
pathogens. Zika virus also belongs to the same family of 
viruses. The ZIKV lifespan has Aedes mosquitoes and 
monkeys, whereas a broader range of mosquito species 
transmits WNV. 

World Health Organization (WHO) has acknowledged the 
Zika virus (ZIKV) as a public health crisis worldwide. ZIKV is 
a flavivirus. It has its place in the family of Flaviviridae. It is 
spread over several parts of Africa, Southeast Asia, and the 
Pacific island. In August 2016, the ZIKV outburst in Brazil was 
the major ever recorded, with a projected 165000 doubted 

cases. ZIKV is transmitted through monkeys and the Aedes 
genus [1]. ZIKV infection causes slight illness, headache, and 
rash. A recent study suggested that the virus causes 
neurological disorders such as Guillain-Barre syndrome. ZIKV 
is transmitted from mother to child and is also transmitted 
sexually. It has identical symptoms as compared to different 
arboviral diseases like DENV. Analysis based on symptoms is 
unpredictable for precise detection. Test center analysis is vital 
to obtain conclusive results. A suitable choice of molecular 
analysis is meaningful for routine ZIKV or flavivirus detection. 
No specific treatment for the infection is available. The course 
of injection and medicine development is extremely 
complicated. Anti-ZIKV vaccine development may take 
several years. Traditional drug development policies make the 
circumstances worse. Silico methods are helpful in enlightening 
possible vaccine candidates. 

This fast rise of ZIKV cases and its consequence is severe. 
The disease has provoked the research community to produce 
interventions to battle Zika disease. The disease mechanism is 
presently unstated. Reviewing and analyzing ZIKV genome 
ecology and pathogenesis can provide awareness of ZIKV. 
microRNAs are also found to play a significant part in virus-
related diseases and activation of the phenomenal immune 
response. Methodical genome-wide study of the ZIKV genome 
may assist in designing antiviral therapeutics. Zika virus has a 
10.7 kb genome of single-stranded RNA. Multiscale 
examination of the genomic data produced throughout the 
widespread of infection and available in public databases was 
combined. The focus of the study was to inspect virus-related 
appearance at different scales [2] [3]. 

The research problem was understanding the regulatory 
mechanism of genes. This involves finding transcription factor 
binding sites. Identifying regulatory networks is also 
challenging. The objective of the research was to find the 
regulatory relations of genes. It is better considered with the 
identification of motifs. Motifs are known to have complex 
forms. An essential class of motifs is spaced motifs. It consists 
of short segments separated by nucleotides of different lengths. 
Locating motifs is a difficult task. Existing algorithms identify 
short contiguous motifs. Better algorithms identify spaced 
motifs with a different number of spaces in between [4]. So, this 
research is significant as it will help in identifying the spaced 
motifs with a mutation at one or more places in the genome. 

In this Research paper, a literature review is conducted on 
various studies conducted on the Zika virus. The study is 
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conducted on phylogenetic analysis, ZIKV circulation in 
different countries, RNA-protein interaction, Viral RNA 
targets, Host cell-binding mechanism of ZIKV, Motif finding 
and Genetic behaviors of ZIKV, ZIKV infection, and the role 
of E-protein amino acids and many other aspects of Zika virus. 
The count matrix and profile matrix is calculated on the dataset 
of the Zika virus genome with pseudocount. The Greedy motif 
search method is applied to the dataset, and results are tabulated 
with and without pseudocount. 

II. LITERATURE REVIEW 

Zika virus has turned out to be a worldwide health problem 
as it is linked to potential congenital disabilities. The virus was 
revealed 70 years ago; still, the genomic construction and 
genetic variation are not fully known. The genome structure is 
compared with different other flaviviruses. Structural and 
functional similarity is found between the various flaviviruses' 
genome structures. The similarity is found in the conserved 
terminal structures. So, it is concluded that the Zika virus shares 
a high constitutional and functional similarity with other viruses 
of the Flavi family. It is known from the genomic comparison. 
Also, the prediction of motifs in viral proteins in the Zika virus 
with other viruses shows similarities. All Zika virus strains in 
America have similarities with the strains in Asia. Some 
conserved amino acids differentiate earlier African strains from 
Asian and American strains. Studies provide clues for different 
viruses’ studies. 

The Zika virus spread over more than fifty nations of the 
world. The evolution and spread are understood by studying the 
replication in the genome. Zika infection happens when an 
infected mosquito bites a person. It is also transmitted from one 
person to another person due to various reasons. ZIKV 
molecule needs to be studied to understand the infection in 
detail. It can also help in finding a solution to the problem. The 
neural progenitor cell growth is affected by ZIKV infection in 
monkeys [5] [6]. The same things happen in the case of humans. 
The virus damages the DNA of humans and monkeys. It also 
initiates DNA damage responses. The DNA damage response 
is then attenuated. The cycle of the growth of the virus is 
considered to determine the behavior of the virus during 

different times of the day. The virus may behave differently 
during the day and during the night. A different mutation of the 
Zika virus is reported in America. These mutations are different 
from the mutations found in Asia and Africa. The Aedes 
Aegypti mosquito was studied with mutation, and the results 
were compared with the studies performed without mutation. 
Fitness is increased for new mutations. It increases the risk of 
the spread of the virus. Fitness is reduced for original mutations. 
Zika virus infects the immunocompetent adult. It precipitates 
and increases brain damage due to antiviral responses. The 
immune system of mice is studied. The modifications 
stimulated by the Zika virus were found. A significant decline 
in micro-organisms like Actinobacteria and Firmicutes phyla 
was found due to the Zika virus infection. A boost of 
Spirochaetes and Deferribacteres was prominent in infected 
mice compared to healthy mice. The modulation caused the 
enhancement of white blood cells. The Zika virus induced the 
modulation of microbiota. Birth defects are caused due to utero 
exposure to the Zika virus. The ill effects of this virus were not 
prominent in the early stages of birth. The researchers 
concluded that if they studied the toddlers till twenty-four 
months, then the effects would be clear. It was concluded that 
the women who became pregnant during the year 2016 were to 
be studied. It was the time of the outbreak of the Zika virus in 
America. The study was conducted on the neurodevelopment 
stages of toddlers from birth to twenty-four months. The 
behavior of the child was normal before and after birth. The 
activities of the body seemed to be reduced as the child started 
growing. The child started showing the symptoms of birth 
defects. The connection of birth defects to Zika virus infection 
was later identified. As such, no vaccine was available for the 
disease, and treatment of the condition was not possible. People 
were not aware of such an infection. A vaccine named VacDZ 
was produced using the dengue vaccine as a reference [7]. The 
immune responses are seen to the Zika virus. The vaccine 
seems to be showing positive results in mice infected with the 
Zika virus. Blood samples were collected from Brazil to study 
the impact and spread of the virus. The people of Brazil were 
impacted by three viruses: Zika, chikungunya, and dengue. The 
situation was challenging to handle and trace the spread of the 
virus [8]. The review of the literature is presented in Table I. 

TABLE I. LITERATURE REVIEW 

Sr. 

No. 
Year Ref. Topic 

Concept/ Theoretical 

Model 

Paradigm/ 

Method 

Context/ Setting/ 

Sample 
Findings Research Gap 

1 2016 [2] 

ZIKV 

circulation in 

America and  

phylogenetic 

analysis  

ZIKV is a global 

public health problem. 

The genetic 

alterations and 

genomic structure are 

constantly under 

study. 

The comparison 

of the genome 

organization of 

mosquito-borne 

diseases and the 

ZIKV genome 

was made to 

understand to 

features of the 

Zika virus 

genome. The 

conserved 

terminal structure 

is studied. 

The similarity of 

structural and 

functional 

components was 

found between the 

Zika virus genome 

and other viruses. It 

was clear with 

sequence 

comparison and 

prediction of 

functional motifs. 

American strains of 

the Zika virus form a 

unique clade with the 

Asian lineage. 

A sequence of 

preserved amino acids 

was identified that 

discriminated the 

Asian strains from the 

African strains. 

Studies provide an 

overview of the 

characters of the 

ZIKV genome.  

Critical study to 

be conducted in 

the virological 

and 

epidemiological 

domain. 

2 2018 [3] 
RNA-protein 

interaction 

RNA-protein 

interactions control 

RaPID has usage 

in different 

applications.  

A new mutant BirA 

has been introduced 

to progress the 

A direct study of 

Protein-RNA 

interaction is enabled 

The RNA protein 

connections can 

be further studied 
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detection in 

living cells 

cellular functionalities 

and diseases.  

Proximity-dependent 

protein labeling is 

used by RNA-protein 

interaction detection 

(RaPID).  

It helps in 

assessing protein 

binding to mutant 

RNA motifs in 

human hereditary 

illnesses in 

finding potential 

post-

transcriptional 

networks in breast 

cancer.  

BirA-labelling 

component of 

RaPID.  

in living cells. The 

timescale of 

interaction is as short 

as 1 min. 

to understand 

more about 

cellular 

functionalities. 

3 2018 [5] 

small-molecule 

ligands in  

Viral RNA 

targets  

Conserved structured 

motifs are contained 

in RNA genomes. 

These are attractive 

targets for small 

molecules of viral 

infection. 

Conformational 

states are affected 

by ligand binding. 

These play an 

important role in 

the infection 

process.  

HIV and Hepatitis 

C virus are studied.  

Inhibition process, 

RNA functions 

ligands are focused. 

The RNA targets in 

other viral 

pathogens are also 

studied.  

The structural viral 

RNA motif is targeted 

by small molecules 

called ligands. 

Ligand's 

discovery guides 

therapeutic 

opportunities. It 

guides the 

participation in 

key processes of 

infection as well 

as high 

conservation of 

pathogens. 

4 2019 [6] 

Host cell-

binding 

mechanism of 

ZIKV 

Two reputed binding 

mechanisms of 

inherited and 

emerging Zika viruses 

were identified. It 

features the envelope 

protein residue 

ASN154. 

ASN 154 was 

visible to 

neuronal cells and 

fibroblasts to 

classical Zika 

virus protein and 

cell 

communications.  

Peptides 

meaningfully 

expressed Vero cell 

contamination by 

ZIKV strains. A 

putative binding 

mechanism of 

ancestral African 

ZIKV strains and 

emergent Western 

Hemisphere strains 

is represented. 

Western hemisphere 

strains may 

additionally be 

capable of utilizing 

PS-mediated entry to 

infect host cells. The 

region surrounding E 

protein ASN154 is 

capable of binding 

fibroblasts and 

primary neuronal cells 

PS-mediated 

entry may be a 

secondary 

mechanism for 

infectivity 

utilized by 

Western 

Hemisphere 

strains.  

5 2021 [4] 

Motif finding 

and Genetic 

behaviors of 

ZIKV 

The genome of ZIKV 

is used for the study. 

Circadian behavior 

and the appearance of 

genetic factors are 

considered. 

Motif finding is 

done using a 

count matrix and 

profile matrix. 

The score of the 

consent string is 

calculated.  

The Brute force 

method is certain to 

find the motif, but it 

will take a huge 

amount of time. So 

other techniques are 

to be used. 

The motif finding is 

done using Greedy 

search techniques, and 

results are analyzed. 

The score can be 

enhanced using 

other techniques, 

such as Gibbs 

Sampler. 

6 2021 [9] 

ZIKV infection 

and the role of 

E-protein 

amino acids 

Learning of E-

proteins in ZIKV 

infection, as it is the 

furthest proteins in the 

constitution of ZIKV 

ZIKV uses 

covering proteins 

to bind to cell 

addition 

receptors.  

Many sites are 

situated in an 

unusual position of 

the protein 

construction, such 

as the α-helix in the 

stem area. 

Cover protein amino 

acids that contribute 

to the flavi virus 

initial contamination 

process are presented. 

A detailed study 

of E-protein 

assistance can 

accomplish an 

efficient antigen 

strategy. 

7 2021 [10] 

Dengue virus 

whole genome 

of structural 

landscape  

Protein binding 

domains and 

secondary structure is 

to be used for 

categorization  

A prediction 

score of 85% is to 

be achieved with 

a secondary 

structure. The 

consensus 

secondary 

structure of 

profiles is 

computed. For 

computation, 

silico models are 

used. 

Viruses of Dengue 

and Ebola are less 

structured. Viruses 

show structural 

patterns.  

A correlation between 

the number of 

interaction sites with 

human proteins and 

the secondary 

structure of 89% is 

achieved in ZIKV.  

Further 

classification of 

complex viruses 

to be done using 

the given 

approaches  

8 2021 [11] 

Dependent 

immune 

response genes 

of DENV 

provoke the 

countenance of 

PAF1 

 

To establish infection, 

DENV disturbance of 

innate excepted 

responses is critical. 

DENV non-structural 

protein five plays a 

dominant part in such 

distress.  

PAF1, LEO1, 

CTR9, and 

CDC73 are 

primary members 

of PAF1C. It 

helps in the 

immune reaction. 

It encourages the 

appearance of 

Knockout of PAF1 

enhances the DENV 

infection. NS5 

atomic localization 

and the C-terminal 

area of the methyl 

transferase field are 

compulsory for its 

PAF1C plays a 

significant role in 

restricting DENV 

reproduction.  

A study can be 

performed on 

PAF1C role in 

dengue virus 

replication. 
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antiviral, 

antimicrobial, and 

inflammatory 

responses.  

communication 

with PAF1C. 

9 2021 [12] 

Viral and 

molecular 

factors on 

ZIKV entry 

Flavivirus are 

arthropod-borne 

pathogens for a wide 

range of mortality. 

Around seventy 

viruses are 

contained in the 

genus. Different 

viruses present 

different clinical 

presentations 

even though the 

genomic and 

structural 

similarity is seen. 

New methods to 

control virus 

infection are 

searched in order to 

control the disease.  

Different steps present 

in the arboviruses 

entry process are 

attachment, 

internalization, 

endosomal escape, 

and capsid uncoating. 

Cellular machinery, 

host factor, and 

cellular pathways are 

taken over by events.  

These are 

required as 

possible 

approaches for 

developing 

broad-spectrum 

antiviral drugs. 

10 2021 [13] 

The search for 

pseudoknots 

and three-

layered 

associations in 

the genome of 

ZIKV RNA  

The Flavivirus RNA 

genome covers a 

number of 

functionally 

significant 

constructions in 30 

untranslated regions.  

The genome 

sequence has 

diversity, and its 

identification is 

difficult. 

Flavivirus 

replication is well 

understood with 

the prediction of 

structure and 

helps in the 

development of 

antiviral 

strategies. 

An algorithm is 

developed for 

structure design 

examination in the 

RNA sequence.  

Secondary 

constructions, 

pseudoknots, and 

triple base 

interactions are also 

identified.  

The structural 

descriptor is 

constructed by 

means of the data 

on preserved 

flavivirus 30UTR 

constructions. It 

enclosed a variety 

of designs in these 

motifs. 

The construction of a 

database of flavivirus 

30UTR structures is 

done. A total of 

areasidenticalto the 

overall design of 

exoribonuclease 

Xrn1-resistant RNAs 

in the rising collection 

of bug-specific 

flaviviruses is 

recognized. 

Diagnostics, 

genotyping, 

mutational study, 

and drug design 

can be done with 

the record of 

flavivirus RNA. 

11 2022 [14] 

The common 

protein -

Binding Motif 

of ZIKV and 

Dengue is PEX 

19  

ZIKV capsid (C) 

protein regulates 

peroxisomes. It causes 

reduced production of 

interferons as it 

interacts with protein 

PEX19  

The usage and 

interaction of C 

interaction with 

PEX19 in the 

Zika virus are 

studied. The 

importance and 

usage of 

peroxisomes are 

also studied.  

Peroxisomes are 

required for the 

replication of 

DENV. A 

conserved PEX19 

binding motif is 

used for DENV and 

Zika virus C 

binding. This motif 

commonly occurs in 

cellular peroxisomal 

membrane proteins 

(PMPs). 

This paper find 

identifies and 

questions how flavi 

virus C might 

downregulate 

peroxisomal 

abundance 

Study to be 

conducted on the 

unknown role of 

peroxisomes in 

ZIKV. 

12 2022 [15] 

RNA requisite 

proteins used 

for interior 

Initiation of 

mRNA 

conversion 

Viruses utilize the 

host's protein 

synthesis mechanism 

for interpreting their 

mRNAs.  

Viruses are obligate 

intracellular parasites. 

The virus-related 

mRNA (vRNA) 

contends with the 

host mRNA 

together with 

ribosomes, 

tRNAs, and the 

eukaryotic 

translation 

initiation factor 

(eIFs) pool.  

Viruses targets host 

eIFs, and RNA 

essentials 

reprogram cellular 

gene expression, 

guaranteeing the 

favored 

transformation of 

mRNAs.  

vRNA IRES 

facilitated conversion 

beginning is 

highlighted. The role 

of RNA-required 

proteins (RBPs), other 

than the established 

conversion initiation 

factors, in modifying 

their movement is also 

discussed. 

Accepting how 

the PTMs of 

ITAFs impact 

viral IRES 

activity also 

arises as a 

striking study 

domain. 

13 2022 [7] 

Computational 

method to cure 

ZIKV infection 

by the 

screening of 

phytochemicals 

against NS5 

ZIKV study provides 

stimulation for new 

and capable anti-

ZIKV agents. RNA-

dependent RNA 

polymerase (RdRp) is 

found to be significant 

among all. It is 

considered a valuable 

drug target.  

The cellular dock 

approach is used 

to reasonably 

screen the files of 

5000 

phytochemicals to 

find inhibitors 

against NS5 

RdRp.  

Polydatin, 

Dihydrogenistin, 

Liquiritin, 

Rhapontin, and 

Cichoriinwere 

investigated with 

NS5 RdRp.  

The replicated 

complexes showed 

steadiness. 

Natural and low price 

medicines are to be 

produced against the 

Zika virus 

The efficiency of 

can be obtained 

by further study 

and research  
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14 2022 [8] 

Tick-Borne 

Encephalitis 

Viral disease 

and the 

contribution of 

IFITM Proteins 

A study is conducted 

on the Tick-borne 

encephalitis virus. The 

factors that inhibit the 

multiplication are 

Interferon-induced 

transmembrane 

proteins,  

The part of 

IFITM proteins in 

the reticence of 

TBEV infection is 

studied.  

IFITM3 plays the 

important role of 

including analysis 

of useful motifs. 

The role and 

additive action of 

endogenous IFITMs 

in TBEV 

dominance is 

confirmed. 

TBEV might, to some 

extent, run off 

interferon and IFITM 

interceded 

containment 

throughout high-

density co-culture 

infection.  

Cell-to-cell reach 

may form an 

approach for 

viruses to break 

out from native 

host defenses. 

From the detailed literature review, it is identified that 
different categories of algorithms are applied to find the motif 
in DNA sequence. The limitations found in the previous search 
are that the Greedy motif search without pseudocount and with 
pseudocount is not applied to find motifs in the Zika virus [16]. 
Heuristics algorithms worked for solving combinatorial, but bit 
did not work for large datasets [17]. The greedy motif search 
algorithm is proposed to find the motif in RNA sequences [18]. 
A greedy mixture learning technique is proposed for finding 
motifs in already known motifs in real proteins by using the 
PRINTS datasets [19]. Time series-based data of different 
lengths are aligned and joined using the Greedy search 
technique [20]. The Greedy search algorithm is used to discover 
motifs in hm03r, yst04r, and yst08r. The results show that the 
algorithm is effective in finding motifs in the DNA sequences 
of hm03r, yst04r, and yst08r [21]. DNA motif discovery is 
made using the Greedy motif search method over the datasets - 
GATA1, SOX2, OCT4, STAT3, and KLF1 [22]. So, a research 
gap is identified that the Greedy search technique for motif 
finding is not applied to the genome of the Zika virus. 

III. MATERIALS AND METHODS 

A. Data Collection: Zika virus genome 

ZIKV genome structure data from openly existing catalogs 
are collected and used in this study. The Zika virus genome 
sequence is available at NCBI [23]. ZikaVirus.fasta is the file 
name of the dataset. Fasta is a file format; the genome sequence 
is stored as a nucleotide sequence. The size of the dataset is 10.7 
KB. 

B. Gene Representations 

RNA is formed using DNA. RNA further gets converted 
into proteins. Four ribonucleotides from the RNA. These four 
nucleotides are namely Adenine, Cytosine, Guanine, and 
Uracil. DNA replaces Thymine with Uracil. Amino acid 
sequences of proteins are formed by RNA transcripts [9]. 
Proteins regulate the function of the cell. Ori is the replication 
for the origin of DNA, so DNA replication starts at ori. Ori has 
some specific properties. Biologists find it difficult to identify 
the position of replication. Some other complicated tasks 
happening inside the cell are transcription and transpiration. 
The transcription process replaces what happens inside the 
cells. Thymine (T) that occurs in DNA is getting converted into 
Uracil (U) during the transcription process. The amino acids 
sequence is formed from RNA. There are a total of twenty 
different amino acids in RNA [13]. Three different nucleotides 
form these amino acids, also called 3-mers or codons. Each 
combination of these 3-mers forms different amino acids 
following a genetic code. Due to transcription, different genes 
can form RNA. Different genes may transcribe at different 
rates. This property is also called gene expression. Due to gene 
expression, different cell at different parts of the body of any 

living being behaves differently. Brain cells behave differently 
compared to skin cells. They differ in features and 
functionality. Cells with different variations know how to keep 
track of time. The variation in cell functionalities is known to 
occur in people infected with ZIKV. Pro-inflammatory 
reactions are prominent in women infected with the Zika virus. 

IV. COMPUTATION OF MOTIF IN ZIKA VIRUS GENOME 

Zika virus genome nucleotide sequence has a length of 
10780. The length is calculated using the program. Based on 
the profile matrix of the Zika virus, the probability of a string 
can be calculated. The regulatory motif binds to specific short 
DNA. It regulates the gene. The site of binding is generally the 
upstream region and is important to identify. A method to 
identify the motif is useful for gene study. 

A. Importance of Motif 

Motifs are important to identify and study. Motifs have 
finite lengths. These are short sequences in DNA. Sequence 
motifs are used to signify transcription factor binding sites. 
Transcription regulations are better assumed with motif 
sequences. Dynamic sites of enzymes and proteins are 
characterized by motifs. The individual instances of the motif 
is calculated and scored using the ideal motif. An ideal motif is 
not known and can only be predicted. To recognize motif, a k-
mer string is selected from each string. Based on identical 
nucleotides, each motif is scored. A list of t strings is created. 
The length of the string in each list is n. a motif collection is 
created by selecting k-mer nucleotides from each string. A t X 
k motif matrix is formed. From the t X k matrix created, the 
nucleotides are counted and stored in an array. There are four 
different types of nucleotides, so four rows are created. The first 
row represents nucleotide A, the second row represents C, the 
third row represents G, and the fourth row represents T. Now in 
the matrix, the columns are viewed to find the nucleotide with 
the highest count. So for that column, the nucleotide with the 
highest count is represented in the uppercase letter. Different 
motif matrices for DNA strings if formed using different values 
of k. The aim is to obtain the most conserved motif matrix. The 
conserved matrix also means the matrix has more capital letters. 
The minimum score is to be obtained for the collection of k-
mers. 

B. Calculating the Count Matrix 

A count matrix is formed for the Motifs. It is 4 X k matrix. 
It is abbreviated as count (Motifs). It is the sum of each 
nucleotide column-wise. The element (I, j) represents I 
nucleotide in jth column. The count matrix obtained is further 
used for the calculation in the next steps [4]. 
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C. Finding the Count Matrix with Pseudocount 

Pseudocount is a small number that is added to zeroes. This 
improves the unfair scoring. This method is named Laplace's 
Rule of Succession. In motifs, pseudocount method, one or a 
small number is added to the count matrix. The different 
matrices are formed for calculations. These are the motif, count, 
and profile matrices. A count matrix of 4 X k is formed for a 
given matrix. This count matrix's (I, j) element represents 
nucleotide I of column j. Pseudocounts one is added to each 
element of this count matrix.  

{'A': [46, 38, 40, 42, 43, 37, 34, 47, 46, 51, 42, 42, 43, 47, 
39, 46, 47, 37, 40, 50, 39, 43, 41, 46, 37, 40, 43, 42, 41, 31, 37, 
41, 37, 45, 41, 47, 37, 46, 41, 49, 38, 47, 42, 42, 48, 41, 45, 52, 
39, 48, 42, 47, 30, 50, 42, 52, 40, 41, 40, 47, 34, 51, 53, 37, 51, 
41, 46, 59, 48, 51], 

'C': [24, 40, 35, 30, 25, 35, 38, 34, 37, 31, 28, 35, 24, 36, 42, 
39, 35, 44, 37, 33, 47, 32, 38, 35, 36, 43, 39, 29, 41, 34, 39, 36, 
44, 38, 35, 34, 33, 42, 27, 36, 37, 37, 32, 37, 42, 35, 40, 25, 33, 
34, 33, 30, 50, 43, 32, 25, 36, 34, 33, 34, 43, 27, 27, 31, 33, 37, 
35, 27, 34, 32], 

'G': [42, 54, 47, 46, 50, 50, 43, 36, 47, 46, 49, 48, 58, 39, 46, 
51, 39, 51, 44, 43, 34, 50, 41, 43, 57, 44, 42, 47, 42, 46, 49, 49, 
40, 38, 42, 46, 43, 39, 58, 43, 48, 46, 51, 48, 42, 47, 39, 44, 57, 
50, 50, 53, 51, 36, 49, 42, 41, 47, 48, 43, 53, 43, 41, 51, 49, 49, 
49, 36, 46, 39], 

'T': [46, 26, 36, 40, 40, 36, 43, 41, 28, 30, 39, 33, 33, 36, 31, 
22, 37, 26, 37, 32, 38, 33, 38, 34, 28, 31, 34, 40, 34, 47, 33, 32, 
37, 37, 40, 31, 45, 31, 32, 30, 35, 28, 33, 31, 26, 35, 34, 37, 29, 
26, 33, 28, 27, 29, 35, 39, 41, 36, 37, 34, 28, 37, 37, 39, 25, 31, 
28, 36, 30, 36]} 

D. Framing the Profile Matrices with Pseudocount 

Finding a perfect motif is a challenging task. It binds the 
finest to the transcription site. A motif discovery problem is 
solved by finding the similarity to the ideal motif. A motif 
similar to an ideal motif is calculated, as an ideal motif is not 
known. Capital letters are used to denote the most common 
nucleotide in each column. Motif[i][j] represent the ith row and 
jth column. If the matrix has more capital letters, it means the 
matrix is more conserved. The genome of the Zika virus is used 
to create different motif matrices for different values on k. The 
count of the small letter is noted. The sum of this count gives 
the score of the matrix. Then a k-mer is assumed, which will 
reduce the value of the score. The profile of the motif matrix is 
calculated. The elements of the count are divided by the number 
of rows. The sum of any column of the profile matrix is unity. 
The profile matrix for the Zika virus genome is given below. 

{'A': [0.29, 0.24, 0.25, 0.27, 0.27, 0.23, 0.22, 0.3, 0.29, 0.32, 
0.27, 0.27, 0.27, 0.3, 0.25, 0.29, 0.3, 0.23, 0.25, 0.32, 0.25, 0.27, 
0.26, 0.29, 0.23, 0.25, 0.27, 0.27, 0.26, 0.2, 0.23, 0.26, 0.23, 

0.28, 0.26, 0.3, 0.23, 0.29, 0.26, 0.31, 0.24, 0.3, 0.27, 0.27, 0.3, 
0.26, 0.28, 0.33, 0.25, 0.3, 0.27, 0.3, 0.19, 0.32, 0.27, 0.33, 0.25, 
0.26, 0.25, 0.3, 0.22, 0.32, 0.34, 0.23, 0.32, 0.26, 0.29, 0.37, 0.3, 
0.32], 

 'C': [0.15, 0.25, 0.22, 0.19, 0.16, 0.22, 0.24, 0.22, 0.23, 0.2, 
0.18, 0.22, 0.15, 0.23, 0.27, 0.25, 0.22, 0.28, 0.23, 0.21, 0.3, 0.2, 
0.24, 0.22, 0.23, 0.27, 0.25, 0.18, 0.26, 0.22, 0.25, 0.23, 0.28, 
0.24, 0.22, 0.22, 0.21, 0.27, 0.17, 0.23, 0.23, 0.23, 0.2, 0.23, 
0.27, 0.22, 0.25, 0.16, 0.21, 0.22, 0.21, 0.19, 0.32, 0.27, 0.2, 
0.16, 0.23, 0.22, 0.21, 0.22, 0.27, 0.17, 0.17, 0.2, 0.21, 0.23, 
0.22, 0.17, 0.22, 0.2], 

'G': [0.27, 0.34, 0.3, 0.29, 0.32, 0.32, 0.27, 0.23, 0.3, 0.29, 
0.31, 0.3, 0.37, 0.25, 0.29, 0.32, 0.25, 0.32, 0.28, 0.27, 0.22, 
0.32, 0.26, 0.27, 0.36, 0.28, 0.27, 0.3, 0.27, 0.29, 0.31, 0.31, 
0.25, 0.24, 0.27, 0.29, 0.27, 0.25, 0.37, 0.27, 0.3, 0.29, 0.32, 0.3, 
0.27, 0.3, 0.25, 0.28, 0.36, 0.32, 0.32, 0.34, 0.32, 0.23, 0.31, 
0.27, 0.26, 0.3, 0.3, 0.27, 0.34, 0.27, 0.26, 0.32, 0.31, 0.31, 0.31, 
0.23, 0.29, 0.25], 

'T': [0.29, 0.16, 0.23, 0.25, 0.25, 0.23, 0.27, 0.26, 0.18, 0.19, 
0.25, 0.21, 0.21, 0.23, 0.2, 0.14, 0.23, 0.16, 0.23, 0.2, 0.24, 0.21, 
0.24, 0.22, 0.18, 0.2, 0.22, 0.25, 0.22, 0.3, 0.21, 0.2, 0.23, 0.23, 
0.25, 0.2, 0.28, 0.2, 0.2, 0.19, 0.22, 0.18, 0.21, 0.2, 0.16, 0.22, 
0.22, 0.23, 0.18, 0.16, 0.21, 0.18, 0.17, 0.18, 0.22, 0.25, 0.26, 
0.23, 0.23, 0.22, 0.18, 0.23, 0.23, 0.25, 0.16, 0.2, 0.18, 0.23, 
0.19, 0.23]} 

E. Calculating a Consensus String for the Genome of the Zika 

Virus and Score 

The consensus string of the Zika virus is calculated from the 
genome and is given below. 

AGGGGGGAGAGGGAGGAGGACGAAGGAGGTGGC
AGATAGAGAGGAGAAGGGGGAGAGGGAGAAGAGGA
AA. The score of the consensus string is calculated to be 7444. 

V. DISCUSSION OF RESULTS 

A. Using Profile Matrix for Calculation 

Iterative algorithms use select different alternatives during 
each iteration. The greedy search technique selects the most 
attractive alternative in each iteration. The profile matrix of the 
Zika virus is calculated in the preceding section and is used the 
same. The likelihood of any string can be intended. The 
probability of the consensus string is also calculated. 

B. The Search of Binding Sites 

The Greedy motif algorithm is implemented with 
pseudocount. The results of the Greedy motif search with 
pseudocount are summarized in Table II. The table contains 
values from 3-mer strings to 15-mer strings. The string with one 
nucleotide and two nucleotides have little significance and are 
hence ignored. 
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TABLE II. RESULTS TABULATED FOR GREEDY MOTIF SEARCH WITHOUT PSEUDOCOUNT AND WITH PSEUDOCOUNT FOR DIFFERENT K-MER STRINGS 

Sr. 

No. 

k-mer 

string 

The score of 

the Greedy 

motif search 

without 

pseudocount 

search 

The score of 

the Greedy 

motif with 

pseudocount 

search 

Snapshot of the output obtained k-mer string 

1 3-mer 10 17 

 

2 4-mer 85 65 

 

3 5-mer 166 159 

 

4 6-mer 288 260 

 

5 7-mer 412 359 
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6 8-mer 508 443 

 

7 9-mer 603 531 

 

8 10-mer 697 639 

 

9 11-mer 806 745 

 

10 12-mer 922 846 
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11 13-mer 1008 945 

 

12 14-mer 1113 1046 

 

13 15-mer 1190 1138 

 
 

The results of various k-mers are tabulated. The score of the 
Greedy motif search without pseudocount is compared with the 
score of the Greedy motif with pseudocount. The score of the 
Greedy motif search without pseudocount and with 
pseudocount is calculated for string of length three to sting of 
length fifteen. It is found that the score is less for calculations 
with pseudocount so these results are more promising compared 
to motifs obtained without pseudocount. For 15-mer string, the 
score is 1190 for the Greedy motif search and 1138 for the 
Greedy motif search with pseudocount. If the score is low 
means, the performance of the algorithm is good. For the fifteen 
nucleotides long string, a score of 1190 is obtained for the 
Greedy motif search without pseudocount. A score of 1138 is 
obtained for the Greedy motif search with pseudocount. So, the 
results have considerably improved by using the Greedy motif 
search with pseudocount. 

VI. CONCLUSION AND FUTURE WORK 

The genome of ZIKV is considered for the study. In the case 
of an infected mother, ZIKV causes neurological disorders in 
babies. The causes and effects of ZIKV were not identified 
earlier as the symptoms of the disease are mild headache and 
fever. Later it was linked to reduced brain activities in babies. 
The diseases pass from the infected mother to the child. 
Medicines or vaccines for this infection are not available. This 
research paper studies the Zika virus genome to get more 
insight into the molecular structure. For a given profile matrix, 
the probability of every k-mer string is calculated and tabulated. 
The score is calculated with the Greedy motif search without 

pseudocount and with pseudocount. The results are computed 
and tabulated. The comparison shows the results are improved 
with the Greedy motif search with pseudocount. The aim is to 
reduce the score, and it is obtained with a Greedy motif search 
with pseudocount. The Greedy motif search for motif finding is 
applied to PRINTS datasets, hm03r, yst04r, and yst08r, in 
earlier research. It is also applied to datasets GATA1, SOX2, 
OCT4, STAT3, and KLF1. It is not applied to the Zika virus to 
identify the motifs in the Zika virus genome. It is concluded that 
the Greedy motif search with pseudocount performs better than 
the Greedy motif search without pseudocount as it gives a score 
of 1138 over a score of 1190. 
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Abstract—Research carries a classification model that 

combines LQ analysis and hierarchical classification using a single 

linkage. The classification results are a basis for mapping the 

potential of agriculture areas based on superior food commodities 

in Merauke Regency, Indonesia. LQ analysis is used to select food 

commodities. In contrast, the application of single linkage uses the 

production of three features, rice, corn, and peanuts, which have 

an LQ value>1, to group sub-districts based on agricultural 

potential. Intelligent mapping is represented by mapping the sub-

districts agricultural areas according to the cluster. The 

classification results show that the first cluster has sixteen sub-

district members, the second consists of three sub-districts, and the 

third cluster consists of one sub-district. Each cluster member has 

similarities based on the distance measurement with the smallest 

value using the Euclidean distance. The proposed classification 

model is a creative idea to map agricultural areas, which can 

present information on regional potential based on superior food 

crop commodities. 

Keywords—Classification; agriculture; location qoutient; single 

linkage; geographic information system 

I. INTRODUCTION 

The agricultural sector is an essential source of income in 
the national economy in Indonesia, as evidenced by its 
contribution to gross domestic product. The agricultural sector's 
potential is the basis for developing rural economic activities 
through business development, namely agribusiness and agro-
industry. Merauke is one of the regencies in eastern Indonesia, 
where most of the population depends on the agricultural sector, 
especially for rice commodities, and has become a food barn in 
Papua Province, with rice production in 2022 reaching 
354192.32 tons [1]. Agriculture is a sector being the center of 
attention in efforts to develop and grow the economy that 
concerns many people's lives, not only the current generation 
but also the generations to come. Agricultural potential in 
Merauke Regency for food crops consists of various 
commodities, namely, rice, corn, green beans, soybeans, 
peanuts, cassava, and sweet potatoes [2]. 

The information on agriculture areas in Merauke Regency 
is presented by survey reports from the Central Statistics 
Agency or by seeking information directly to visit the place. 
Making it difficult for those who want to seek information on 
the agriculture sector's potential, do not support user mobility, 
and are not efficient in doing so. The agriculture sector's 
potential has to increase by determining the best commodity of 
food crops in an area to be used as information for local 
governments to make programs and policies [3]. The aim of 

developing the best commodity is to meet the needs of local 
consumption in the region and to develop prospects so the 
production can be exported outside the region. The results of 
mapping agriculture areas based on superior food crop 
commodities can be used as a source of information for 
policymakers, both the government and farmers, to support the 
sustainability of the livelihoods of people who depend on the 
agrarian sector to improve their welfare. They can also be used 
as information for the private sector as potential investors for 
assisting in finding the potential of agricultural areas based on 
superior food crop commodities. Building agricultural 
businesses following strategies maximizes the available and 
optimally managed agriculture potential. The use of technology 
with the concept of intelligent agriculture [4] is a significant 
change in the development of the agriculture sector [5][6]. The 
applications for agricultural information classification analysis 
and agriculture production management have been developed 
[7], such as the classification model used to determine superior 
food crop clusters [8], The use of machine learning models for 
crop cultivation prediction [9], allows farmers to assess the 
cultivated types, monitor plant growth, and choose the correct 
harvest time [10]. System development using a classification 
model that combines qualitative and quantitative methods 
improves the relevance [11], completeness, and accuracy in 
finding information and increases the utilization of agricultural 
data information [12]. 

The proposed classification model for mapping agriculture 
areas combines two methods, Location Quotient (LQ) and 
Single Linkage, which aims to determine hierarchically based 
on regional potential. Using the LQ method to determine the 
regionally superior food crop commodities in Merauke 
Regency[13], the classification model produces the best 
commodity types based on the LQ value > 1. The results are 
then used as a feature for cluster analysis of agricultural areas 
using the single linkage method, so the classification accuracy 
is high. The proposed classification model is generated well 
with relevant features [14]; the classification model is trained 
by reducing the number of features that are the results of the LQ 
method analysis so that the proposed hybrid algorithm can work 
optimally [15]. Classification of superior food crop 
commodities provides essential information for mapping 
agricultural areas. Implementation of Hierarchical 
classification is widely used for data mining, and the 
performance of the single linkage method is suitable for 
handling various types of data [16]. The application of the 
proposed classification model produces a mapping of 
agriculture areas in geographic information systems [17]. The 
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purpose of this research is to map agricultural areas based on 
potential clusters of superior commodity production areas using 
a creative classification model that combines LQ analysis with 
single linkage classification methods. The results of regional 
mapping are dynamic, so they can be continuously updated 
according to the production data of food crops. 

II. METHOD 

The classification model is a combination of LQ and single 
linkage methods. It aims to group agriculture areas based on 
superior food crop commodities to present cluster information 
on the hierarchy and map agriculture areas according to their 
clusters [18]. Determination of agriculture area clusters using 
data on the production of food crop commodities in a city and 
province. The stages of research methods are shown in Fig. 1, 
explained as follows: 

1) Data collection 

a) Data on food crop production in Merauke Regency, 

obtained from reports on agricultural production from the 

Central Statistics Agency, collected agricultural production 

data from 2013 to 2022. 

b) Collected data on food crop production in Papua 

Province was based on reports of agriculture production in 

Papua province sourced from the Central Bureau of Statistics 

of Papua Province. This data is used as comparison data for the 

analysis of determining superior food crop commodities in the 

Merauke Regency. 

2) Location Quotient Analysis is a step to analyze by 

comparing agricultural production data in Merauke Regency 

with production data in Papua province to determine superior 

food crop commodities using the LQ method analysis in 

Merauke Regency. 

3) Hierarchical Clustering: the process of determining the 

clusters of agricultural areas in a hierarchical manner, which 

forms certain levels such as tree structures because the 

clustering process is carried out in stages and tiers to determine 

the potential of agricultural areas by sub-district category. 

a) Normalization: the stage for scaling features or data 

used to determine clusters so that the distance between data is 

not too conspicuous and can produce valid clustering results. 

b) Implementation of Single Linkage and Euclidean 

Distance: the process of grouping agricultural areas by looking 

for similarities between two objects /sub-districts with a 

minimum distance, measuring using Euclidean distance. 

c) A dendrogram is a stage that shows a visual 

representation of the steps in cluster analysis that shows how 

clusters are formed and the value of the distance coefficient at 

each step. 

4) Mapping of agricultural area 

a) The district's mapping agriculture areas determine 

agricultural areas on a map and coordinates points. 

b) Determination of the layer structure on the map is a 

step for following the function of presenting the information 

[19] for the potential of the agriculture area. In the form of 

colored polygons according to the cluster category that has been 

formed. 

The flowchart of the classification model used for mapping 
agricultural areas based on superior commodities combining 
LQ and single linkage is shown in Fig. 2. 

A. Location Quotient Analysis 

Location Quotient (LQ) analysis is a method used to 
determine regional potential by comparing the role of a sector 
in a local area to a higher level [20]. The selection of superior 
food crop commodities can be called a basis if the LQ value is 
> 1 by analyzing food crop production data in Merauke 
Regency and Papua Province. LQ value determines superior 
food crop commodities using the equation [21]. 

 

Fig. 1. Research Method Diagram. 

 

Fig. 2. Flowchart of the Proposed Classification Model. 
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𝑖=1

]

𝐷𝑖

∑ 𝐷𝑖
𝑛
𝑖=1

⁄              (1) 

The determination of the LQ value depends on the C 
variable, which is the production of food crop commodities at 
the city/district level. In contrast, the D variable indicates the 
province. The criteria for measuring the LQ value to determine 
the leading food crop commodity are based on the following 
rules [18]: a) If LQ value >1, indicates that the commodity is a 
superior food crop, b) If LQ <1 or LQ = 1, it indicates that the 
food crop commodity is classified as not superior. 

B. Hierarchical Clustering using Single Linkage 

Cluster analysis is a statistical analysis that aims to group 
objects based on similar characteristics. These objects will be 
grouped into one or several groups (clusters) which are 
identical [13]. The hierarchical method is a cluster analysis that 
forms certain levels, such as in a tree structure, because the 
clustering process is carried out in stages and tiers [22]. 

The results of the hierarchical method analysis can be 
presented as a dendrogram. The dendrogram is a visual 
representation of the steps in cluster analysis [23]. It shows how 
clusters are formed and the value of the distance coefficient at 
each step [24]. The hierarchical method is divided based on the 
distance measurement technique between sets used to group 
objects. Distance measurement in the hierarchical approach 
includes a single linkage, and the grouping process begins with 
finding two areas with a minimum distance using the following 
equation [25]. 

𝑆(𝑣, 𝑤) = 𝑚𝑖𝑛𝑖𝑗{𝑆(𝑣[𝑖], 𝑤[𝑗]}            (2) 

Measurement of the distance between objects in a single 
linkage based on the minimum distance, grouped in one cluster 
using Euclidean Distance based on the following equation [26].  

𝑑(𝑣, 𝑤) = √∑ (𝑤𝑖 − 𝑣𝑖)
𝑛
𝑖=1             (3) 

Where v, w are two points in Euclidean at n-place, vi, wi as 
vector values indicating the starting point. The use of the 
hierarchical method with distance measurement techniques 
provides a solution in its application based on the similarity size 
to the object's distance [27][28]. 

III. RESULT AND DISCUSSION 

A. Determination of Superior Commodities 

The selection of superior food crop commodities is an initial 
stage of the proposed classification method. Food crop 
commodities analyzed as superior commodities in Merauke 
Regency consist of rice, corn, soybeans, peanuts, green beans, 
sweet potatoes, and cassava. Location quotient analysis 
compares the yield of food crop production based on 
commodities in Merauke Regency with regional production in 
Papua Province. Table 1 shows a recapitulation of data on food 
crop production in Merauke Regency and Papua Province 
obtained from survey reports from the Central Statistics Agency 

from 2013 to 2022. These data show that rice is a commodity 
that contributes the most significant production output in 
Merauke Regency. Determination of superior food crop 
commodities in Merauke Regency using the LQ method 
analysis is carried out by comparing the results of food crop 
production at the Merauke Regency level with production in the 
Papua province. 

Table I shows the LQ calculation results for determining 
superior commodities based on the rules. If the LQ value >1, 
then based on the analysis results, it is known that there are 
three superior food crop commodities in Merauke Regency, 
namely rice, corn, and peanuts. After analyzing using the LQ 
method, the next step is classifying agricultural areas based on 
sub-districts so that regional clusters are formed. Features or 
data of three types of superior commodities are used as a 
reference in grouping districts in a set. The analysis of the LQ 
value uses the recapitulation data of food crop production by 
applying equation 1, for example: 

𝐿𝑄(𝑅𝑖𝑐𝑒) =

2520692,44
2691575,59

2670060,14
6242813,40

⁄ = 2,19 

TABLE I. RESULT OF LQ ANALYSIS 

Commodity 
Production in 

Merauke (Ton)  

Production in 

Papua (Ton) 
LQ 

Rice 2520692,44 2670060,14 2,19 

Corn 35007,42 72706,37 1,12 

Soya bean 2468,11 29032,61 0,20 

Cassava 73755,19 334982,60 0,51 

Sweet potato 45862,00 3088929,71 0,03 

Peanuts 10063,40 22732,28 1,03 

Mung beans 3727,03 24369,69 0,35 

Total 2691575,59 6242813,40  

B. Clustering of Agricultural Areas using Single Linkage 

The proposed classification model maps agriculture areas 
with sub-district categories based on superior commodities. 
Implementation of a single linkage using the production data of 
these three types of commodities is used to determine regional 
clusters based on agriculture production survey data from the 
Central Statistics Agency of Merauke Regency in 2022, shown 
in Table II. The production of valid sets and normalization of 
data is carried out using the min-max normalization method. 
The mapping of agriculture areas in the Merauke Regency 
consists of twenty sub-districts grouped in clusters of the 
potential agriculture sector. Applying the single linkage method 
and calculating the Euclidean distance is used to classify 
agricultural areas using normalized data. The initial 
classification step is creating a symmetrical paired matrix by 
finding the minimum distance between regions to produce 
regional clusters. 
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The results of measuring the distance between areas of 
agriculture potential using the Euclidean distance[26] are 
shown in Table III. The use of variable Di is used to represent 
the name of the agricultural district/area. The results of distance 
measurements are used to find the minimum value [27] between 
two districts to apply the classification of agriculture areas 
using the single linkage method. The smallest distance between 
two objects at the initial stage of classification is marked with 
red text in the table. The result of a minimum distance between 
the D13 area representing Naukenjerai and D19 representing 
Elikobel will be grouped into one cluster. For example: 
S(v,w)=min(D13,D19 )=0. 

The next stage is to search for the minimum distance with 
clusters formed [22] from a combination of D13 and D19 using 
equation 2, shown in Table IV. Based on the search results for 
the minimum value, many regions have the same minimum 
distance, so at this stage, a merger is carried out between 
regions in a cluster. If a region has similar features to other 
regions, it shows a close hierarchical relationship to form a 
cluster [24], for example: S(D13D19,D1)=min(D13D1, 
D19D1) = 0,02. 

The classification step of potential agricultural areas using 
a single linkage is shown in Table III. The stage of finding the 
minimum value between the region and the process of grouping 
regions into specific clusters is repeated continuously until all 
areas become part of the cluster. The results of the analysis are 
that three clusters are formed. Each cluster member has 
similarities based on the distance measurement with the 
smallest value, represented through superior commodity crop 
production features. 

TABLE II. PRODUCTION OF THREE SUPERIOR COMMODITY IN MERAUKE 

ID Distrik 
Name of 
Distric 

Production of superior commodity 
(ton)  

Rice Corn Peanuts 

D1 Kimaam    2591,60 36,85 0,00 

D2 Tabonji 591,00 0,00 0,00 

D3 Waan 109,65 0,00 0,00 

D4 Ilwayab 18,55 0,00 0,00 

D5 Okaba 544,05 26,88 0,00 

D6 Tubang 100,10 0,00 0,00 

D7 Ngguti  5,75 0,00 0,00 

D8 Kaptel 16,10 0,00 0,00 

D9 Kurik  105746,03 712,88 33,00 

D10 Animha 219,01 15,00 0,00 

D11 Malind 50943,60 59,40 70,60 

D12 Merauke 11127,44 60,20 0,00 

D13 Naukenjerai 1727,76 66,72 0,00 

D14 Semangga 62285,81 1238,52 0,00 

D15 Tanah Miring 108983,61 1275,43 59,38 

D16 Jagebob 3615,01 1321,25 713,50 

D17 Sota 22,00 14,30 0,00 

D18 Muting 904,50 78,98 18,70 

D19 Elikobel 2622,50 63,00 0,00 

D20 Ulilin 2018,25 63,00 32,62 

 

TABLE III. COMPARISON MATRIX USING EUCLIDEAN DISTANCE 

ID Distric D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 D16 D17 D18 D19 D20 

D1 0 0,03 0,04 0,04 0,02 0,04 0,04 0,04 1,08 0,03 0,46 0,08 0,02 1,1 1,4 1,39 0,03 0,04 0,02 0,05 

D2 0,03 0 0,01 0,01 0,02 0,01 0,01 0,01 1,11 0,01 0,48 0,11 0,05 1,1 1,4 1,41 0,01 0,07 0,05 0,07 

D3 0,04 0,01 0 0,01 0,02 0,01 0,01 0,01 1,11 0,01 0,48 0,11 0,05 1,1 1,4 1,41 0,01 0,07 0,05 0,07 

D4 0,04 0,01 0,01 0 0,02 0,01 0,01 0,01 1,11 0,01 0,48 0,11 0,05 1,1 1,4 1,41 0,01 0,07 0,05 0,07 

D5 0,02 0,02 0,02 0,02 0 0,02 0,02 0,02 1,1 0,01 0,48 0,1 0,03 1,1 1,4 1,4 0,01 0,05 0,03 0,06 

D6 0,04 0,01 0,01 0,01 0,02 0 0,01 0,01 1,11 0,01 0,48 0,11 0,05 1,1 1,4 1,41 0,01 0,07 0,05 0,07 

D7 0,04 0,01 0,01 0,01 0,02 0,01 0 0,01 1,11 0,01 0,48 0,11 0,05 1,1 1,4 1,41 0,01 0,07 0,05 0,07 

D8 0,04 0,01 0,01 0,01 0,02 0,01 0,01 0 1,11 0,01 0,48 0,11 0,05 1,1 1,4 1,41 0,01 0,07 0,05 0,07 

D9 1,08 1,11 1,12 1,12 1,11 1,12 1,12 1,12 0 1,11 0,72 1 1,07 0,6 0,4 1,41 1,11 1,08 1,07 1,07 

D10 0,03 0,02 0,01 0,01 0,01 0,01 0,01 0,01 1,11 0 0,48 0,11 0,04 1,1 1,4 1,41 0,01 0,06 0,04 0,07 

D11 0,46 0,47 0,48 0,48 0,48 0,48 0,48 0,48 0,71 0,48 0 0,38 0,46 0,9 1,1 1,39 0,48 0,47 0,46 0,45 

D12 0,08 0,1 0,11 0,11 0,11 0,11 0,11 0,11 1 0,11 0,38 0 0,08 1 1,3 1,38 0,11 0,1 0,08 0,09 

D13 0,02 0,05 0,05 0,05 0,03 0,05 0,05 0,05 1,07 0,04 0,47 0,08 0 1,1 1,4 1,38 0,04 0,03 0 0,05 

D14 1,06 1,09 1,1 1,1 1,08 1,1 1,1 1,1 0,56 1,09 0,91 1 1,04 0 0,4 1,14 1,09 1,04 1,04 1,05 

D15 1,36 1,39 1,4 1,4 1,38 1,4 1,4 1,4 0,43 1,39 1,07 1,29 1,35 0,4 0 1,34 1,39 1,35 1,35 1,34 

D16 1,39 1,41 1,41 1,41 1,4 1,41 1,41 1,41 1,41 1,41 1,39 1,38 1,38 1,1 1,3 0 1,41 1,35 1,38 1,35 

D17 0,03 0,01 0,01 0,01 0,01 0,01 0,01 0,01 1,11 0,01 0,48 0,11 0,04 1,1 1,4 1,41 0 0,06 0,04 0,07 

D18 0,04 0,07 0,07 0,07 0,05 0,07 0,07 0,07 1,08 0,06 0,47 0,1 0,03 1 1,4 1,35 0,06 0 0,03 0,03 

D19 0,02 0,05 0,05 0,05 0,04 0,05 0,05 0,05 1,07 0,04 0,46 0,08 0,01 1,1 1,4 1,38 0,04 0,03 0 0,05 

D20 0,05 0,07 0,07 0,07 0,06 0,07 0,07 0,07 1,07 0,06 0,45 0,09 0,05 1,05 1,34 1,35 0,07 0,03 0,05 0 
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TABLE IV. IMLEMENTATION OF SINGLE LINKAGE  BASED ON MEASUREMENT OF THE FORMED CLUSTER 

 ID Distric D13,D19 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D14 D15 D16 D17 D18 D20 

D13,D19 0 0,02 0,05 0,05 0,05 0,03 0,05 0,05 0,05 1,07 0,04 0,46 0,08 1,04 1,35 1,38 0,04 0,03 0,05 

D1 0,02 0 0,03 0,04 0,04 0,02 0,04 0,04 0,04 1,08 0,03 0,46 0,08 1,06 1,36 1,39 0,03 0,04 0,05 

D2 0,05 0,03 0 0,01 0,01 0,02 0,01 0,01 0,01 1,11 0,02 0,47 0,1 1,09 1,39 1,41 0,01 0,07 0,07 

D3 0,05 0,04 0,01 0 0,1 0,02 0,01 0,01 0,01 1,12 0,01 0,48 0,11 1,1 1,4 1,41 0,01 0,07 0,07 

D4 0,05 0,04 0,01 0,1 0 0,02 0,01 0,01 0,01 1,12 0,01 0,48 0,11 1,1 1,4 1,41 0,01 0,07 0,07 

D5 0,03 0,02 0,02 0,02 0,02 0 0,02 0,02 0,02 1,11 0,01 0,48 0,11 1,08 1,38 1,4 0,01 0,05 0,06 

D6 0,05 0,04 0,01 0,01 0,01 0,02 0 0,01 0,01 1,12 0,01 0,48 0,11 1,1 1,4 1,41 0,01 0,07 0,07 

D7 0,05 0,04 0,01 0,01 0,01 0,02 0,01 0 0 1,12 0,01 0,48 0,11 1,1 1,4 1,41 0,01 0,07 0,07 

D8 0,05 0,04 0,01 0,01 0,01 0,02 0,01 0 0 1,12 0,01 0,48 0,11 0,05 1,4 1,41 0,01 0,07 0,07 

D9 1,07 1,08 1,11 1,12 1,12 1,11 1,12 1,12 1,12 0 1,11 0,71 1 0,56 0,43 1,41 1,11 1,08 1,07 

D10 0,04 0,03 0,02 0,01 0,01 0,01 0,01 0,01 0,01 1,11 0 0,48 0,11 1,09 1,39 1,41 0 0,06 0,06 

D11 0,46 0,46 0,47 0,48 0,48 0,48 0,48 0,48 0,48 0,71 0,48 0 0,38 0,91 1,07 1,39 0,48 0,47 0,45 

D12 0,08 0,08 0,1 0,11 0,11 0,11 0,11 0,11 0,11 1 0,11 0,38 0 1 1,29 1,38 0,11 0,1 0,09 

D14 1,04 1,06 1,09 1,1 1,1 1,08 1,1 1,1 0,05 0,56 1,09 0,91 1 0 0,44 1,14 1,09 1,04 1,05 

D15 1,35 1,36 1,39 1,4 1,4 1,38 1,4 1,4 1,4 0,43 1,39 1,07 1,29 0,44 0 1,33 1,39 1,35 1,34 

D16 1,38 1,39 1,41 1,41 1,41 1,4 1,41 1,41 1,41 1,41 1,41 1,39 1,38 1,14 1,33 0 1,41 1,35 1,34 

D17 0,04 0,03 0,01 0,01 0,01 0,01 0,01 0,01 0,01 1,11 0,01 0,48 0,11 1,09 1,39 1,41 0 0,06 0,07 

D18 0,03 0,04 0,07 0,07 0,07 0,05 0,07 0,07 0,07 1,08 0,06 0,47 0,1 1,04 1,35 1,35 0,06 0 0,02 

D20 0,05 0,05 0,07 0,07 0,07 0,06 0,07 0,07 0,07 1,07 0,06 0,45 0,09 1,05 1,34 1,34 0,07 0,02 0 

C. Classification Result of Agricultural Area 

Mapping the potential of agriculture areas by carrying out 
the intelligent mapping concept is based on the results of 
regional classification using hierarchical clustering, namely the 
single linkage method. The implementation proposed a 
classification model for intelligent mapping by compiling a 
layer structure that is categorized based on the clusters that have 
been formed, which consist of three. The layer representation 
on the map for mapping the potential of agricultural areas is 
shown through colored polygon images that show the 
boundaries of agriculture areas based on sub-district categories 
in Merauke Regency based on their respective clusters. 

Fig. 3(a) shows the stages of classifying potential 
agricultural areas represented in the form of a dendrogram. Sub-
districts that have the same color symbol are in one cluster. The 
first cluster with the blue sign has 16 sub-districts with a low 
potential for producing only commodities. The second cluster 
with the red mark has three members, and the third consists of 
one sub-district. 

The area is in one cluster if a sub-district has the same 
polygon color. The mapping of agriculture areas shown in Fig. 
3(b) can represent regions or sub-districts that produce the best 
production of superior commodities with the following 
information on the order of clusters: 

1) Cluster 1 indicates that the area has a low amount of 

superior commodity production. 

2) Cluster 2 can be called the central cluster. The sub-

districts members of this cluster have a high number of superior 

commodity productions in the high category, with particular 

dominance on rice commodities. 

3) Cluster 3 is the highest level, indicating that cluster 

members are agricultural areas producing the most increased 

production of superior commodities with the dominance of two 

types, corn, and peanuts. 

 
(a) 

 
(b) 

Fig. 3. (a). Dendrogram of Agricultural Area Classification using Single 

Linkage, (b). Implementation Classification Model for Mapping Agricultural 

area based on Superior Commodities. 
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The proposed classification method is the concept of 
intelligent mapping that helps map agricultural areas that 
provide information on superior food crop commodities so that 
it can become data for policymakers. The development of the 
agriculture industry can increase GDP income from the 
agriculture sector regionally and nationally, focusing on 
superior commodities. 

IV. CONCLUSION 

The classification model combining location quotient 
analysis and single linkage to group areas based on the 
agriculture sector's potential showed it could be used as a 
reference for intelligent mapping in a geographic information 
system. The classification stage groups sub-districts/regions in 
a cluster by measuring the minimum distance between two sub-
districts that focus on superior commodities that can be used as 
information for those who need it. The sustainable agriculture 
industry develops prospects so it can be exported outside the 
region and improve the welfare of people who depend on the 
agriculture sector. 

The stage of future research is mapping of livestock 
potential areas that are integrated with agricultural potential by 
utilizing Global Position System (GPS) technology in 
geographic information systems, to assist in finding potential 
land locations for both the agricultural and livestock sectors. 
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Abstract—Customer segmentation is key to a corporate 

decision support system. It is an important marketing technique 

that can target specific client categories. We create a novel 

consumer segmentation technique based on a clustering 

ensemble; in this stage, we ensemble four fundamental clustering 

models: DBSCAN, K-means, Mini Batch K-means, and Mean 

Shift, to deliver a consistent and high-quality conclusion. Then, 

we use spectral clustering to integrate numerous clustering 

findings and increase clustering quality. The new technique is 

more flexible with client data. Feature engineering cleans, 

processes, and transforms raw data into features. These traits are 

then used to form clusters. Adjust Rand Index (ARI), 

Normalized Mutual Information (NMI), Dunn's Index (DI), and 

Silhouette Coefficient (SC) were utilized to evaluate our model's 

performances with individual clustering approaches. The 

experimental analysis found that our model has the best ARI 

(70.14%), NMI (71.75), DI (75.15), and SC (72.89%). After 

retaining these results, we applied our model to an actual dataset 

obtained from Moroccan citizens via social networks and email 

boxes between 03/06/2022 and 19/08/2022. 

Keywords—Machine learning; customer segmentation; 

marketing; clustering ensemble; spectral clustering 

I. INTRODUCTION 

It is possible to win the competition in the market and 
enhance corporate earnings by better understanding the client's 
needs. Companies can develop successful marketing strategies 
if they are aware of the wants and needs of their target 
audiences. While the requirements and expectations of each 
customer are unique, many customers share identical or quite 
similar qualities. Customer segmentation is one method that 
may be used to put together multiple different consumers who 
share similar qualities. Improving the quality of the 
connections with your customers also requires proper 
consumer segmentation. Marketing intelligence is conducting 
information analysis to comprehend better a target market and 
its consumers' demographics [1], [2]. 

In marketing, it is common for analysts to categorize 
customers into comparable customer groups to understand 
better how to advertise to each group of customers. Therefore, 
segmentation is a collection of approaches that might be 
useful in categorizing different types of customers. 
Customers’ existing relationships with a company are the 
primary focus of most direct marketing operations. The more 
you know about your customer's needs, desires, and 

purchasing habits, the easier it is to tailor marketing programs 
to their needs and desires and how they buy things [3]. 

Marketers can determine the approach that will be most 
successful in communicating with each unique consumer by 
segmenting their customer base. Marketers can zero in on 
particular demographic, behavioral, and other characteristics 
of their target audience by conducting in-depth analyses of 
vast amounts of data about existing and prospective clients 
[4], [5]. 

A frequent objective in marketing is to increase the worth 
of each consumer (revenue and profit). To achieve success in 
this aspect of the marketing mix, it is vital to understand how 
a particular marketing action influences customers' behaviour. 
Regarding customer segmentation, and "action-centric" 
approach prioritizes the impact that marketing activities will 
have on a customer's lifetime value (CLV) over the value that 
marketing activities will have in the short term. This is in 
contrast to a "short-term value" approach. As a direct result, 
consumers ought to be divided into distinct categories 
according to the amount of money they will spend throughout 
their lifetime [6]. 

In this paper, we ensemble four basic clustering models 
(DBSCAN, K-means, MiniBatch K-means, and MeanShift) to 
develop a novel consumer segmentation strategy based on a 
clustering ensemble, which yields a more consistent and high-
quality result than any of the individual clustering techniques. 
We then use spectral clustering to combine the findings of 
different clustering methods to increase the overall quality of 
our clustering results. After the retention of these results, we 
applied our model to a real dataset, which was collected from 
Moroccan residents using a questionnaire sent via social 
networks and email boxes between 03/06/2022 and 
25/07/2022. As for the rest of this paper, it is structured as 
follows: The literature review is described in Section II, the 
methodology and proposed model are presented in Section III, 
the findings are covered in Section IV, as well as the findings, 
interpretations of the study and directions for future research 
are presented in Section V. 

II. BACKGROUND 

Knowing customer behavior in today's highly competitive 
and ever-changing business environment is crucial. Customers 
must be categorized according to their demographics and the 
products they buy. This is an essential component of client 
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segmentation that enables marketers to target certain target 
groups more precisely with their promotional, marketing, and 
product development strategies. The relevance of data-driven 
marketing, a crucial component in client segmentation, is 
growing due to the growth of data sources, particularly social 
networks. Because of their immense size and complexity, 
modern databases make data-driven marketing and customer 
segmentation exceedingly challenging in the retail industry. 
Until recently, traditional cluster analysis approaches were 
employed on retail databases. Nevertheless, because there are 
so many different kinds of customers today, statistical 
clustering algorithms find it harder and harder to evaluate and 
understand what customers do [7]. 

In the past five years, due to the recent development of 
machine learning techniques and data science, many one-of-a-
kind algorithms in these two fields have been developed for 
customer relationship management, specifically for customer 
segmentation. These algorithms have been developed for 
customer relationship management (CRM) software [8]. An 
integrated strategy employing the Apriori algorithm and the 
CRM method with associated mining is used in customer 
segmentation [9]. This strategy brings the benefits of both 
methodologies to bear in solving this challenge. For consumer 
segmentation, [10] utilized two primary methods: the LRFM 
(Length, Recency, Frequency, and Monetary) techniques and 
an extended model known as the LRFM-Average Item (AI) 
model. Both of these methods utilized LRFM techniques. The 
authors concluded that adding simple parameters and averages 
did not improve customer segmentation and did not show a 
significant change in results. This means that complex 
parameters are needed for better customer segmentation 
results. 

As demonstrated in [11], an investigation into silent 
customers was carried out since silent consumers are a 
category of customers that a company runs the risk of quickly 
losing. As a result, it is essential to research the characteristics 
of these clients to arrive at the most appropriate business 
decisions. This research came up with a K-means method for 
customer segmentation that focused on silent customers to 
help the company make more money in the telecom industry. 

About the Yunnan Electricity Market, an algorithm for 
market segmentation was developed in [12] that was primarily 
concerned with density-based spatial clustering of applications 
with noise (DBSCAN) and the K-means technique. In [13], 
the K-means clustering algorithm and the SPSS Software were 
used to construct a real-time and online system for predicting 
seasonal sales in annual cycles. This system integrated an 
important complex feature of temporal spikes in the sales of 
particular items, making it capable of predicting seasonal sales 
on annual cycles. The study [14] explains how the technique 
of unsupervised machine learning can be used to tackle the 
difficult problem of consumer segmentation by analyzing 
purchase data from credit cards used by African customers. 
The objective of [15] customer segmentation with a multi-

layer perceptron (MLP) neural network is to categorize 
customers into separate groups according to the characteristics 
of those categories. 

Furthermore, in [16], The Mini Batch K-means technique 
is implemented to group sediment samples. The clustering 
result will be verified using a set of four typical evaluation 
indices. Using this approach, simulations show that the 
Sample network may be divided into three sedimentary 
clusters: fluvial, marine, and lacustrine. Researchers have 
found that experimental results on sediment particle size have 
an accuracy of up to 0.92254367, suggesting that this 
technique of studying sedimentary environment by grain size 
works exceptionally well and precisely. On the other hand, in 
[17], Using the proposed automatic selection of nearest 
neighbors for density gradients, it is proven to identify the 
number, position reliably, and form of non-elliptical clusters 
in multivariate data analysis and picture segmentation using 
mean shift. 

Recent years have seen an increase in ensemble learning 
(EL), which has emerged as a successful teaching strategy. EL 
utilizes a meta-classifier to integrate the results of different 
classification techniques [18]. The complete training set is 
utilized for training the base classifiers, and the outputs of the 
base-level model are used as features in the learning process 
for the meta-classifier. Another thing to add is that EL is 
superior to other approaches because it combines the most 
accurate components of numerous machine learning to 
provide more accurate predictions than any algorithm in the 
ensemble can produce. This makes EL the method of choice 
[19]. 

III. METHODOLOGY 

This study offered a new customer segmentation strategy 
based on the Clustering ensemble technique. DBSCAN, K-
means, MiniBatch K-Means, and MeanShift algorithm are 
used in the suggested method, shown in Fig. 1. The outputs 
are combined with a consensus function. Stacking ensemble 
learning allows us to use each model's structural and 
functional benefits while increasing overall performance. The 
consensus function and unsupervised machine learning models 
will be discussed in greater detail in the following paragraphs. 

 

Fig. 1. The Global Architecture. 

The general architecture structure is made up of the five 
fundamental steps listed below: 
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TABLE I. THE USED DATASET 

Variable Data Type Range Description 

ID numerical Integer Displays a customer's ID. 

Sex categorical {0,1} Customer's gender. 0=male/1=female 

Marital status categorical {0,1} Customer's marital status. 0=single/1=non-single 

Age numerical Integer The customer's age in years 

Education categorical {0,1,2,3} Customer’s education. 1=high school, 2=college, 3=graduate 

Income numerical Real Customer's self-reported annual US income. 

Occupation categorical {0,1,2} Customer'sprofession.0=unemployed/1=employee/official/2=management or self-employed 

Settlement size categorical {0,1,2} Customer's city size. 0=small/1=midsize/2=big 

TABLE II. SOME DESCRIPTIONS OF DATASET 

 ID Sex Marital status Age Education Income Occupation Settlement size 

count 35000 35000 35000 35000 35000 35000 35000 35000 

mean 1.00 0.457 0.496500 35.909 1.038 120954.419000 0.810500 0.739000 

std 5.77e+02 0.4982 0.500113 11.7194 0.599 38108.824679 0.638587 0.812533 

min 1.00 00 00 18.00 0.00 35832.00 00 00 

25% 1.00 00 00 27.00 1.00 97663.250 00 00 

50% 1.00 00 00 33.00 1.00 115548.50 1.00 1.00 

75% 1.00 1.00 1.00 42.00 1.00 138072.250 1.00 1.00 

max 1.00 1.00 1.00 76.00 3.00 309364.00 2.00 2.00 

A. Dataset 

The data for this study, which involves 35,000 clients and 
eight different characteristics, was collected from a 
supermarket mall. This database includes essential customer 
information, such as the customer's identification number 
(Customer ID), annual income, gender, age, and expenditure 
score. In order to make sense of the marketing team and 
develop a suitable strategy for the situation, we need to have a 
solid understanding of these clients, such as who the target 
customers are. The full dataset description is provided in 
Table I and II. 

1) Data preparation: Data selection, preprocessing, and 

transformation are the three stages of the process that are 

involved in getting data suitable for an algorithm that does 

machine learning [20] [21]. 

2) Data selection: At this point, we narrow down all of 

the data we have access to and are utilizing by selecting a 

subset of it to work with. Consider the data we already own, 

the data we do not possess, and the data we can get rid of. 

3) Data preprocessing: The preprocessing of data is 

necessary because we frequently receive a large amount of 

raw data that machine learning algorithms cannot use. It is 

essential to process the raw data entirely before incorporating 

it into the various machine learning algorithms. In order to 

compile our selected data, we first formatted it, then cleaned 

it, and last, we took some samples from it. The data's poor 

quality hinders several attempts to process the data. 

4) Data transformation: Data processing can be 

transformed through a series of procedures known as "data 

transformation." Another name for this practice is "feature 

engineering." The extraction of features from our data is a 

time-consuming process, but the benefits of machine learning 

may be worth the wait. The following are the three most 

frequent methods in which data is altered: 

Depending on the amount being measured, the properties 
of the pre-processed data may have been given a variety of 
scales. Each of the characteristics must be the same size. 

 Aggregation: It is possible that some features can be 
combined to make a single feature that fits the issue 
that we are attempting to solve better. 

 Decomposition: It is possible that intricate elements are 
easier to understand if they are broken up into chunks. 
Decomposing the subject into its parts may be helpful. 
For illustration, a feature that displays the time and 
date as a long string can be simplified such that it only 
displays the current hour of the day. 

B. Ensemble Clustering Algorithms 

The DBSCAN, K-means, MiniBatch K-means, and 
MeanShift basis clustering algorithms will be the topics of 
discussion in this article section. 

 DBSCAN 

Density-Based Clustering is a term that refers to different 
unsupervised learning approaches that identify different 
clusters in the data. These approaches are premised on the idea 
that a group in data space is a sector that contains a significant 
number of points and is partitioned into smaller regions that 
include a less considerable amount of points [22]. 

The abbreviation for a technique that uses density-based 
clustering as its basis is DBSCAN, which stands for Density-
Based Spatial Clustering of Applications with Noise. Using 
large amounts of data with outlying values and noise, clusters 
of different shapes and sizes can be found [23]. 
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The DBSCAN method makes use of two different 
parameters, which are as follows [24]: 

minPts is the minimum amount of clustered points (also 
known as a threshold) that are necessary for a region to be 
considered dense. 

Eps() is an abbreviation for the distance measure used to 
determine which points are located in close proximity to a 
specific point. 

 K-means 

Unsupervised machine learning K-means clustering may 
be used on a dataset to determine the data object groupings 
within it. There are other alternative data grouping methods, 
but the k-means clustering method is one of the oldest and 
simplest to comprehend [25]. The "K-Means algorithm" 
parameter "k" represents the number of data clusters. We have 
two ways of picking the right number of clusters: the Elbow 
method (which graphs random values to achieve the best k 
value) (see Fig. 5) and the Silhouette score approach (the 
value which has the greatest score will be considered as the 
optimal k value) (the value which has the highest score will be 
taken as the best k value). Using these two, we find the 
optimum k value is three and train the model using three [26]. 
According to the Euclidean distance, clustering goals are 
chosen which reduce the total of squares of all types in a given 
data set X, which contains n multi-dimensional data points. 

𝑑 = ∑ ∑ II(𝑥𝑖 − 𝑢𝑘)

𝑛

𝑖=1

𝑘

𝑘=1

II2 

K denotes the centers of the first K clusters, uk is shorthand 
for the kth cluster center, and xi is shorthand for the ith data 
point. The answer to the problem of the centroid uk can be 
found as follows: 

𝛿

𝛿𝑢𝑘
=

δy

δuk
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𝑛
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𝑘
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𝑛
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𝑘
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= ∑ 2(𝑥𝑖 − 𝑢𝑘)
𝑛

𝑖=1
 

Let the second equation be zero. Then 𝑢𝑘 =
1

n
∑ 𝑥𝑖𝑛

𝑖=1  

 MiniBatch K-means 

Clustering on enormous datasets can also be accomplished 
using the Mini-batch K-means clustering algorithm as an 
alternative to the K-means technique. It frequently 
outperforms the standard K-means algorithm when working 
with big datasets since it does not cycle over the entire dataset. 
This is because it does not cycle over the entire dataset. It 
starts by making random data batches to store them in 
memory. Then, for each loop, it collects a random data batch 
to update the clusters [27] [29]. 

The key benefit of mini-batch K-means is that it reduces 
the processing required to identify clusters. The K-means 
algorithm may be more to your liking, but when dealing with a 
big dataset, the mini-batch method is the way to go [28]. 

 Mean Shift algorithm 

The Mean Shift Clustering Algorithm is a technique based 
on the centroid that is useful in various applications, including 
unsupervised learning. It is one of the most successful 
algorithms for a variety of machine learning applications, 
including clustering, which is one of those applications. Each 
individual data point is then relocated in the direction of the 
centroids of the region, which are determined by taking the 
average of all the other places. A different name for this 
technique is the mode-seeking algorithm. The benefit of the 
method is that it disperses groups of objects according to the 
data without automatically estimating the number of clusters 
depending on bandwidth. This is an advantage over competing 
algorithms. 

C. Consensus Function 

Clustering ensemble (CE) is a method that has emerged as 
an essential tool for improving the overall quality of clustering 
solutions. This method merges the multiple clustering results 
obtained through DBSCAN, K-means, MiniBatch K-means, 
and MeanShift. This research project describes a novel 
approach to cluster ensembles predicated on spectral 
clustering. This function is the first step in the CE algorithm, 
and it is possible to improve the outcomes of individual 
clustering algorithms because it is the major step in the 
algorithm [30] [31]. The final consensus partition is found, 
which is the result of any CE technique that has been used. 

D. Evaluation 

Adjust Rand Index (ARI), Normalised Mutual Information 
(NMI), Dunn's Index (DI), and Silhouette Coefficient (SC) 
were the performance indicators that we used to compare the 
results obtained by the proposed method with those obtained 
by base classifiers (DBSCAN, K-means, MiniBatch K-means, 
and MeanShift). This allowed us to determine whether or not 
the method that was proposed was effective. We applied it to 
the dataset that was described above. 

 Adjust Rand Index (ARI) 

The adjusted Rand index (ARI) is a measurement that is 
frequently utilized in the field of cluster analysis to determine 
the level of agreement that exists between two data partitions. 
Since the index's inception, there has been a growing amount 
of interest in investigating cases involving extreme agreement 
and disagreement under various conditions. This investigation 
aims to gain a deeper understanding of the index [32], [33]. 

The following denotes the ARI: 

𝐴𝑅𝐼 =
∑ (

𝑛𝑖𝑗

2
) − [∑ (

𝑎𝑖

2
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Where nji, ai and bj are values from the contingence table. 
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 Normalised Mutual Information (NMI) 

Normalized mutual information, also known as NMI, is a 
measurement that is frequently utilized to compare different 
community identification approaches. More recently, the 
necessity of adjusting information theory-based measures have 
been advocated because of the so-called selection bias 
problem. This problem is that these kinds of measures tend to 
pick clustering solutions that include more communities [34], 
[35]. The Mutual Information (MI) score is normalized to 
produce the Normalized Mutual Information (NMI), which 
scales the results between 0 and 1 (1 perfect correlation). 

The following formula shows the NMI: 

𝑁𝑀𝐼(𝑦, 𝑐) =
2 ∗ I(y, c)

[𝐻(𝑦) + 𝐻(𝑐)]
 

where, 1) y = class names 2) c = group identifiers 3) H(.) = 
Entropy 4). The formula for the amount of mutual information 
between y and c is I(y; c). 

 Silhouette Coefficient (SC) 

A statistic that can be used to evaluate a clustering 
technique is called the silhouette score. The silhouette score is 
the sum of two separate scores, referred to as a and b. ‘a’ 
indicates the average range between a sampling site and every 
other point that is part of the same cluster. [36] In contrast, ‘b’ 
shows the typical mean distance between a sample and all 
other points that are part of the cluster that is the next closest 
to it [37]. The following formula is used to determine a 
sample's score for the silhouette category: 

𝑠 =
𝑏 − a

max (a, b)
 

The average of the silhouette scores obtained for each 
sample constitutes a set's overall silhouette score. The score 
for the silhouette might range anywhere from -1 to +1. A 
silhouette score of -1 indicates that the clustering was 
inaccurate, whereas a score of +1 indicates that the clustering 
was correct and highly dense. A score of 0 for the silhouette 
indicates that the groups are overlapping. 

 Dunn’s Index(DI) 

Another statistic might be employed when evaluating 
clustering techniques, like DI [38]. The formula for 
calculating DI is dividing the shortest distance between 
clusters by the most significant size possible. A more 
significant DI indicates that the clustering is done more 
effectively. It works under the assumption that more effective 
clustering results in clusters that are both closely packed and 
physically distinct from one another [39]. The following 
formula can be used to determine the value of the Dunn's 
Index: 

𝐷𝐼 =
𝑚𝑖𝑛1≤𝑖<𝑗≤𝑛d(i, j)

𝑚𝑎𝑥1≤𝑘≤𝑛d′(k)
 

where I j, and k are indices for groups, d represents the 
distance between clusters, and d' measures the difference 
between clusters within the same group. 

IV. RESULTS AND DISCUSSIONS 

The following information can be found in this section: 
The research results of our tests assess the effectiveness of the 
most common diverse analytical and unsupervised techniques 
and offer a new customer segmentation strategy based on the 
Clustering ensemble technique. The suggested strategy uses 
the algorithms DBSCAN, K-means, MiniBatch K-means, and 
MeanShift. 

Before beginning the presentation and discussion of the 
results obtained, it seems like it would be of some use to us to 
have a better understanding of the potential connections that 
exist between the many different variables that are contained 
within our dataset. The bivariate analysis of the relationships 
between the various factors is depicted in Fig. 2. 

  

 
 

  

 
 

  

Fig. 2. Bivariate Analysis between the Various Variables. 

The analysis of the data reveals several interesting 
correlations, including the following (Fig. 3): 

1) People with an occupation of '0' (unemployed) are 

more likely to reside in smaller cities closer to the customers. 

2) Married customers are more likely to have post-

graduate or high school-level education. 

3) Married people are more likely to reside in less 

populous cities. 

4) A woman on the client list is more likely to be married 

than a man. 
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5) Males make up a larger proportion of the customer list 

than females. On the other hand, the dataset has a 

disproportionately high number of unemployed women. 

 

Fig. 3. Correlation between the Various Variables. 

 

Fig. 4. Clusters Visualization. 

 

Fig. 5. Elbow Method (k=6). 

To begin, we should note that the clusters are incredibly 
distinct from one another and that the algorithm performs the 
cluster separation task accurately, given that the clusters' 
boundaries appear pretty distinct. 

In the following, we present the statistical characteristics 
of the different clusters generated by our model (Fig. 4). 

This cluster comprises unemployed, middle-income, single 
men residing in small cities. As we will see later in the 
analysis, this also occurs in other clusters. Therefore we 
conclude that age and education are good cluster separators 
for clusters 2 and 4 in our dataset. 

This cluster consists of married women with a high school 
diploma or higher and a moderate salary. They are either 
unemployed or work as employees/officials and reside in 
small cities. The age falls within the same range as before, so 
we will disregard it. 

Summary statistics of Clusters 1 to 6 are shown below in 
Tables III to VIII. 

TABLE III. SUMMARY STATISTICS OF CLUSTER 1 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
9048.

0 
00 00 0.0 0.0 0.0 0.0 0.0 

Marital 

status 

9048.

0 
00 00 0.0 0.0 0.0 0.0 0.0 

Age 
9048.

0 
40.00 

11.9

4 
20.0 31.0 37.0 47.0 75.0 

Educatio

n 

9048.

0 
0.82 0.61 0.0 0.0 1.0 1.0 2.0 

Income 
9048.

0 

14537

3 

3828

6 

8239

8 

11927

6 

13632

3 

15975

7 

28724

7 

Occupati

on 

9048.

0 
1.26 0.48 0.0 1.0 1.0 2.0 2.0 

Settlemen

t size 

9048.

0 
1.52 0.50 0.0 1.0 2.0 2.0 2.0 

Labels 517.0 00 00 0.0 0.0 0.0 0.0 0.0 

TABLE IV. SUMMARY STATISTICS OF CLUSTER 2 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
5355.

0 
1.00 0.0 1.0 1.0 1.0 1.0 1.0 

Marital 

status 

5355.

0 
1.00 0.0 1.0 1.0 1.0 1.0 1.0 

Age 
5355.

0 
34.28 

13.0

0 
18.0 25.0 29.0 40.0 76.0 

Educatio

n 

5355.

0 
1.33 0.57 1.0 1.0 1.0 2.0 3.0 

Income 
5355.

0 

13653

6 

3810

3 

8880

0 

10845

5 

12677

8 

15510

7 

30936

4 

Occupati

on 

9048.

0 
1.26 0.48 0.0 1.0 1.0 2.0 2.0 

Settlemen

t size 

9048.

0 
1.26 0.48 0.0 1.0 1.0 2.0 2.0 

Labels 
5355.

0 
1.18 0.40 0.0 1.0 1.0 1.0 2.0 

TABLE V. SUMMARY STATISTICS OF CLUSTER 3 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
5460.

0 
1.00 0.0 1.0 1.00 1.0 1.00 1.0 

Marital 

status 

5460.

0 
1.00 0.0 1.0 1.00 1.0 1.00 1.0 

Age 
5460.

0 
32.41 

10.9

1 
18.0 

25.0

0 
28.5 36.00 71.0 

Educatio

n 

5460.

0 
1.21 0.46 1.0 1.00 1.0 1.00 3.0 

Income 
5460.

0 

10214

2 

2580

1 

3583

2 

8628

1 

10232

3 

12045

9 

20726

2 

Occupati

on 

5460.

0 
0.42 0.49 0.0 0.00 0.0 1.00 1.0 

Settlemen

t size 

5460.

0 
0.01 0.10 0.0 0.00 0.0 0.00 1.0 

Labels 
5460.

0 
2.00 0.0 2.0 2.00 2.0 2.00 2.0 
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Cluster 3 comprises non-single females with at least a high 
school diploma and a high level of education and income. 
Large to medium-sized cities are where they reside. This 
cluster's distribution of Age is also identical; hence this trait 
does not provide any further information. 

If we look at the median Age of the people in clusters 2 
and 3, we obtain 28.5 and 29 years, respectively, whereas the 
median Age of the people in clusters 1 and 4 is significantly 
older (Clusters 0 and 3 have a median value of 36, while 
clusters 3 have a median value of 37.). However, the change is 
not negligible, as we can see from the next cell. 

In Table VI, the cluster represented is single men with 
higher incomes and managerial or self-employed employment. 
They reside in medium to big urban centers. Education is 
comparable to cluster one, with the majority holding a high 
school diploma or less. Ages appear to fall within the same 
range as cluster one; hence they will not be considered. 

Cluster 5 is made up of married or cohabiting men who 
have completed high school or higher levels of education but 
have a low to medium income. The vast majority of them hold 
jobs as employees or officials. It is important to note that this 
consumer base is equally represented in small, medium, and 
large cities; hence, we have chosen to ignore that fact in this 
research. Age suffers from the same issue as the other clusters, 
which is why it is not taken into consideration. 

Cluster 6 is made up of single females of low education. 
The vast majority of them have completed their high school 
education, reside in small cities, and are either unemployed or 
working for someone else. 

The performance of this model, which is based on 
clustering ensemble and spectral clustering, is presented 
together with its comparison to the performance of other 
classical models in Table VIII, which allows us to evaluate the 
effectiveness of our model. 

As a result of the findings acquired at the ARI, NMI, SC, 
and DI levels, respectively, compared to other traditional 
models, our model demonstrates the highest level of 
performance across all four evaluation levels. 

TABLE VI. .SUMMARY STATISTICS OF CLUSTER 4 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
4497.

0 
0.0 0.0 0.0 0.00 0.0 0.00 0.0 

Marital 

status 

4497.

0 
0.0 0.0 0.0 0.00 0.0 0.00 0.0 

Age 
4497.

0 
37.56 

10.6

3 
21.0 

29.7

5 
36.0 42.00 74.0 

Educatio

n 

4497.

0 
0.73 0.57 0.0 0.00 1.0 1.00 2.0 

Income 
4497.

0 

10256

6 

2658

4 

4368

4 

8180

4 

10361

8 

12039

6 

21931

9 

Occupati

on 

4497.

0 
0.36 0.50 0.0 0.00 0.0 1.00 2.0 

Settlemen

t size 

4497.

0 
0.06 0.23 0.0 0.00 0.0 0.00 1.0 

Labels 
4497.

0 
3.0 0.0 3.0 3.00 3.0 3.00 3.0 

TABLE VII. SUMMARY STATISTICS OF CLUSTER 5 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
3115

.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Marital 

status 

3115

.0 
1.0 0.0 1.0 1.0 1.0 1.0 1.0 

Age 
3115

.0 
33.96 10.75 18.0 26.0 31.0 40.0 67.0 

Educatio

n 

3115

.0 
1.26 0.50 1.0 1.0 1.0 1.0 3.0 

Income 
3115

.0 
122976 38529 

6226

3 

9676

9 

1153

69 

1465

19 

2805

70 

Occupati

on 

3115

.0 
0.93 0.63 0.0 1.0 1.0 1.0 2.0 

Settleme

nt size 

3115

.0 

0.9182

88 

0.8274

68 
0.0 0.0 1.0 2.0 2.0 

Labels 
3115

.0 
4.0 0.0 4.0 4.0 4.0 4.0 4.0 

TABLE VIII. SUMMARY STATISTICS OF CLUSTER 6 

 count 
mea

n 
std min 25% 50% 75% max 

Sex 
7525.

0 
1.0 0.0 1.0 1.0 1.0 1.0 1.0 

Marital 

status 

7525.

0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Age 
7525.

0 

35.1

4 
9.75 19.0 27.0 34.5 41.0 70.0 

Educatio

n 

7525.

0 
0.93 0.55 0.0 1.0 1.0 1.0 3.0 

Income 
7525.

0 

9799

7 

2170

2 

3676

0 

8089

2 

10151

1 

11326

5 

14332

1 

Occupati

on 

7525.

0 
0.37 0.50 0.0 0.0 0.0 1.0 2.0 

Settlemen

t size 

7525.

0 
0.07 0.26 0.0 0.0 0.0 0.0 1.0 

Labels 
7525.

0 
5.00 0.0 5.0 5.0 5.0 5.0 5.0 

Then, we put our model to the test by applying it to an 
actual database collected from Moroccan residents using a 
questionnaire sent via social networks and email boxes 
between the dates of 03/06/2022 and 19/08/2022. This 
authentic database had 1357 individuals with eight 
distinguishing traits (the same as the last database). We used 
the programming language python and its library to 
manipulate and process the collected data. The results that 
were obtained are displayed in the figure that follows (Fig. 6). 

Comparative analysis of several performance metrics for 
various models is shown in Table IX. 

 

Fig. 6. Percentage of the 5 Clusters. 
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TABLE IX. COMPARATIVE ANALYSIS OF SEVERAL PERFORMANCE 

METRICS FOR VARIOUS MODELS 

 DBSCAN 
K-

means 

MiniBatch 

K-means 
MeanShift 

The 

proposed 

model 

ARI 0.6953 0.6917 0.6252 0.6164 0.7014 

NMI 0.7110 0.7035 0.6937 0.6839 0.7175 

SC 0.7215 0.7172 0.6991 0.6927 0.7289 

DI 0.7461 0.7201 0.7104 0.7063 0.7515 

 

Fig. 7. Elbow Method (k=5). 

We can clearly see in Fig. 7 that the elbow method reports 
five different clusters and that the distribution of these clusters 
differs from each other; however, cluster 0 has the highest 
percentage of 46.10%, followed by cluster 4 with a value of 
26.30%, while clusters 1, 2 and 3 have a total of 27.60%. 

 

Fig. 8. Presentation of the Clusters According to our Model. 

The clusters generated in this real dataset are characterized 
by the following (Fig. 8): 

 Cluster 0 consists of middle-class single men who are 
highly educated and/or self-employed. We could be 
inclined to claim they are between twenty and forty 
years old. 

 People in Cluster 1 are evenly split between the sexes; 
on average are 56 years old and have all earned at least 
a bachelor's degree. 

 Cluster 2 consists of women who are married and have 
higher incomes, as well as management or self-
employed employment. They have education up to a 
high school diploma and live in medium to large cities. 

 Single people of either gender with a middle-class 
income and education equal to or higher than that of a 
high school graduate make up cluster 3. They reside in 
relatively tiny towns and either do not have jobs or 
work as employees or officials. 

 Cluster 4 includes married or cohabiting women who 
have graduated from high school or above and have a 
high income. They are either employed or run their 
businesses. They call somewhat large to sizable cities 
home. 

V. CONCLUSION AND FUTURE DIRECTIONS 

This paper proposes a novel clustering ensemble approach; 
based on a clustering ensemble; in this step, we used four 
essentials clustering models; DBSCAN, K-means, Mini Batch 
K-means, and Mean Shift, to provide a superior-conclusion, in 
terms of consistency and quality, to that produced by the 
individual clustering algorithms. After that we utilize spectral 
clustering to merge the multiple clustering results to improve 
the overall quality of clustering solutions. After the retention 
of these results, we applied this model to a real dataset, which 
was collected from Moroccan residents using a questionnaire 
sent via social networks and email boxes between 03/06/2022 
and 19/08/2022. Therefore, the research can involve deep 
learning models and other performance indicators. The model 
can also be compared to other datasets. 
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Abstract—Research data and community service in academic 

environment is a very important asset that must be managed 

properly. They have to be applied synergically in order to obtain 

as quality standards of higher education. A centralized web-

based application designed for research data management and 

community service have been applied in terms of supporting the 

managerial of activities. To make the application suitable for 

users, it is necessary to estimate the size of the software built. 

This study aimed at measuring the consistency of the apps based 

on feature point analysis method which is owned by research and 

community service in Indonesia. Fourteen Modification 

Complexity Adjustment Factor (MCAF) were used for 

calculating a program scale with adequate precision. The main 

cost is determining the quality of application sequentially, which 

includes measuring the weighted value of feature point 

components, namely, Crude Function Points (CFPs), calculating 

the Relative Complexity Adjustment Factor (RCAF), and 

estimating the Function Point (FP) by using the formula itself. 

The results depict that the size of application was estimated 

about 18381 lines using FPA methods and achieved successful 

estimation with 2.2 percent of deviation. 

Keywords—Application complexity; program scale; software 

size; function point analysis 

I. INTRODUCTION 

Research data and community service in an academic 
environment is a very important asset that must be managed 
properly. Research and community service is an essential 
factor of higher education in Indonesia. Both have to be 
applied synergically in order to obtain higher education quality 
standards. Some institutions have been focused on learning 
activities only and they neglect research and community 
service. The quality of their institution is not only seen from 
their learning quality, but also from the side of their research 
and community service. 16 of 24 performance indicators of 
higher education quality standards in Indonesia are determined 
by research and campus service to the community. These two 
factors must be considered properly [1]. Higher-education 
institutions have to pay more attention to the quality of their 
research and community service. They must be able to present 
data obtained from the result of their research along with 
provided contents, processes, assessments, facilities, 
infrastructure, and funds. If they able to manage all those data, 
then it can be said that quality of their institution is excellent 
[2], [3]. 

Research and community service are generally carried out 
by lecturers. A source of lecturers' work is not just research, 
but is a long-term work starting from the implementation of the 

research, responsibility and ranging from the baseline to 
achievement. If management of research data and community 
service is not running well, so then it will become problematic 
for lecturers as a researcher. 

In order to support this matter, we have developed a 
centralized web-based application for management of research 
data and community service which can be used by the 
academic community such as lecturers and students. The key 
features of an application consist of a machine login module, a 
master consumer, a textbook, and journal publishing 
application. Therefore, the consistency of an application needs 
to be evaluated in order to determine the status of the product 
during and after the build. Otherwise, to ensure that the 
application can run properly, it is necessary to measure the 
compatibility of the application. Software or application 
measurement is appraisal method consisting of size, review and 
adaptation to enhance software development [4]. The tool that 
is widely used to measure functional size of the software work 
product is Function Point Analysis (FPA). FPA is the software 
which is relocated to the production application at project 
implementation. FPA technique is used to analyze the 
functionality of the software by using Unadjusted Function 
Point (UFP) [5]. FPA approach calculates the size of the 
program in Function Point (FP) units derived from five 
parameters, namely: Internal Logical File (ILF), External 
Interface File (EIF), External Input (EI), External Output (EO) 
and External Inquiries (EQ) which are divided into low, 
medium or large classes depending on the amount of Record 
Entity Types (RET), Data Element Form (DET) and File Type 
Reference (FTR) [6]. 

The quality of software product is a convenience from the 
user's point of view that can fulfil many characteristics such as: 
performance, usability, robustness, and security/safety. 
Meanwhile a high value of maintainability, availability and 
reusability were tested for specific quality attribute of software 
project [7]. Quality software is inseparable from both program 
code, the suitability of data entered and generated by the 
software process without errors. Hence, this study aims to 
estimate the size of web-based application project using FPA 
method. Subsequently, about 72 features were used to estimate 
the project size. The estimated size is compared with the actual 
project size. 

II. RELATED WORK 

In 2018 [8], the author proposed on designing and 
implementing a system that makes it convenient for users in 
analyzing software functionality size based on FP method 
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referring to IFPUG CPM 4.3.1 standards. The system helps 
users to perform FP analysis in a faster and easier way without 
sacrificing accuracy. Whereas, in [9], the author builds the 
application chat messenger fellow android user through 
internal operation office. Their result shows that the application 
can translate automatically into a different language. It also 
shows the application can achieve the good performance in 
CPU, RAM, GPU and bandwidth usage. 

Furthermore, [10] performs a good estimation of size of a 
mobile software project using FPA method about 4235 lines. 
When the estimated size is compared to the actual size, the 
deviation gained a highly successful estimation by 1.2%. 
Another study by [11], aims to identify improvements 
proposed for FPA to make the results generated more accurate. 
Their paper has presented eleven additional factors for FP 
analysis and suggested to address FPA as considered as an 
outdated method given by the great diversity and complexity of 
currently existing technology scenarios. Bani et. al [12] 
confirm that Random Forests has a better Confusion Matrix 
and scored better in both classification accuracy, and precision 
measures. The results of this work verify the validity of data 
mining in general and the applied technique in particular for 
software estimation. 

Recently, in [13] it was investigated that the PSO feature 
selection can increase the accuracy or reduce the RMSE 
average value to 1552,999. Their result indicates that, 
compared with the original regression linear model, the 
accuracy or error rate of software effort estimation has 
increased by 3.12% by applying PSO feature selection. Also, 
[14] reviewed the machine learning models have been 
introduced to handle the flaws of parametric estimation 
models. These models also complement the modern project 
development and management. 

Commonly, several earlier studies have presented only one 
type of feature that was used. Therefore, this study uses more 
features which differ from prior study. We will use the function 
point analysis method to perform software measurements 
complexity for research and community service application. 
Another objective of this research is to measure the consistency 
of the apps which we hope can provide more understanding 
about the level of complexity application from user’s point of 
view. 

III. RESEARCH METHOD 

This research applies a Function Point Analysis (FPA) to 
measure the complexity of web-based application of research 
and services community in academic environment. It has been 
done after making several observations in [14]-[19], in which 
they also use FPA for measure software complexity. 

The proposed stages include: measurement of crude 
function points (CFP), calculating the relative complexity 
adjustment factor (RCAF), and measurement function point 
(FP). The stages of software quality measurement are based on 
feature point analysis of research and community service 
application called E-LPPM application which is illustrated in 
Fig. 1. 

 

Fig. 1. Stages of Measurement Software. 

Calculating the software's quality begins with the 
determining how to measure the success of software. It has 
been done with the decipherment of an application into its data 
and transactional functions. The data functions characterize the 
functionality afforded to the user by attending to their internal 
and external requirements in relation to the data, whereas the 
transactional functions explains the functionality delivered to 
the user in relation to processing this data by the application. 

Second stage is calculating the CFP (Crude Function 
Points). The number of functional components of the system 
were first recognized and followed to calculate the complexity 
of quantization weight of every component including input, 
output, online queries, logic files, and the external interface. 

The next stage is calculating the complexity of transcription 
factors of RCAF (Relative Complexity Adjustment Factor) for 
the project. RCAF is to calculate the complexity assessment of 
software system from several characteristics of subject. Rating 
scale from 0 to 5 is given to each subject that most affect the 
development effort required. Lastly, calculating Function 
Points by the formula: 

FP = UFP x VAF              (1) 

The UFP is calculated as the complexities from parameters 
provided in the question where VAF is Value added Factor 
0.65 + (0.01 * TDI), where TDI is Total Degree of Influence of 
the 14 General System Characteristics. 

IV. IMPLEMENTATION AND RESULTS 

Actual total size of the application which is specified by 
PHP source code files is 17988 lines in 300 files. Comment 
line inside the code is also taken in this counting because 
important comments are the key as the actual code line. 

A. Calculating Crude Function Points (CFP) 

The number of functional components of the system were 
first recognized and followed to calculate the complexity of 
quantization weight of every component. 

FP calculation includes five types of software system 
components following: 1) the number of input applications; 2) 
the number of output applications; 3) the number of online 
query applications; 4) the application related to query against 
the data stored; 5) the number of logical files or tables which 
are involved; 6) the number of external interfaces. Then given 
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a weighting factor to every of the above components based on 
its complexity. 

Table I shows the User Function (UF) results for 
compatibility feature of External Input (EI). There are two 
modules with low complexity, nine modules with medium 
complexity, and nine modules with high complexity. The result 
represents that processes data or control information comes 
from outside by external applications. As per Table I, this EI is 
considered as an "Average" complexity EI. 

Table II describes Internal Logical File (ILF). There are 11 
rows for overall with a low complexity ILF worth 4 points, an 
average ILF worth 2 points, and a high worth 5 points. ILFs 
represent data that is stored and maintained within the 
boundary of the application being counted. 

Meanwhile, External Interface File (EIF) listed with their 
complexity levels is shown in Table III. Low complexity EIF is 
worth 4 points, an average EIF worth 2 points and high 
complexity worth 5 points. EIFs represent the data that 
application used or referenced. This means an EIF is counted 
for an application in an ILF in another application. As per 
Table III, EIF is considered as “High”. 

Using the UF result and complexity of data, UFP value was 
calculated afterwards and depicted of 276 as shown in 
Table IV. 

TABLE I. THE PERFORMANCE OF MODULES AND COMPLEXITY OF 

EXTERNAL INPUT (EI) 

Module Complexity 

Login System Module Low 

Master User Low 

Upload Textbook Data Medium 

Upload Lecturer Journal Publish Data Medium 

Upload Lecturer Presenter Data Medium 

Upload Main Speaker Data (Keynote / Invited Speech) Medium 

Upload Data Intellectual Property Rights (IPR) Medium 

Upload Data on Grants or Research Funding / External  

Service Resources Ristekbrin Funds 
Medium 

Upload Lecturer Output Data Medium 

Upload Lecturer Research Data Medium 

Upload Lecturer Community Service Data Medium 

Input, Update, Delete Textbook Data High 

Upload Lecturer Community Service Data High 

Input, Update, Delete Textbook Data High 

Input Data Publish Lecturer Journal High 

Lecturer Speaker Data Input High 

Input Data Keynote Speaker (Keynote / Invited Speech) High 

Input Data Intellectual Property Rights (IPR) High 

Input Data Grant or Funding Research / Pengabmas  

External Source Ristekbrin 
High 

INPUT Data Output Lecturer High 

INPUT Data Advanced Research & Lecturer High 

INPUT Data Pengabmas Lecturer High 

TABLE II. INTERNAL LOGICAL FILE (ILF) 

Module Complexity 

Table lppm_ user Low 

Table lppm_periode Low 

Table lppm_book Low 

The lppm_patent table Medium 

The lppm_item_pen research table Low 

Table lppm_journal Medium 

Table lppm_luaran High 

Table lppm_author High 

Table lppm_speaker High 

Table lppm_research High 

Table lppm_ext_monev_external High 

TABLE III. EXTERNAL INTERFACE FILE (EIF) 

Module Complexity 

Excel Textbook Files Low 

Excel File Publish Lecturer Journal Low 

Excel File Speakers Lecturers Low 

Excel Main Speaker File (Keynote/Invited Speech) Medium 

Excel Intellectual Property (IPR) File Low 

Excel File Grants or Research Funding/External 

Service Resources Research Funds 
Medium 

Excel Lecturer Output File High 

Excel Lecturer Research File High 

Excel Lecturer Community Service File High 

Excel Textbook Files High 

Excel File Publish Lecturer Journal High 

After calculating the UFP, then the Relative Complexity 
Adjustment Factor (RCAF) value was computed and portrayed 
of 46 as total degree of influence which can be seen in Table V. 

Finally, the Function Point (FP) of application was 
calculated by multiplying the UFP to RCAF as in (2).  

FP = 276  1.11 = 306.36             (2) 

To estimate the size of application within source code line, 
the FP value was multiplied by 60 as reference in the [20] and 
[21]. 

Size_in_LOC = 306.36  60  18381           (3) 

Size of the project was estimated about 18381 lines using 
the FPA method. Accomplishment of the project, the actual 
size was 17988 lines. The estimated size then equaled to the 
actual size, depicted deviation of around 2.2%. This was 
considered as successful estimation. Nevertheless, there might 
be a larger dissimilarity between the estimate and the actual 
size since acceptable identification of the function type was a 
tough process. 
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TABLE IV. CALCULATION OF THE UFP VALUE 

Software Parameters 

Level of Complexity 
Total CF 

Low Medium High 

Count Weight Point Count Weight Point Count Weight Point  

A B C=A*B D E F=D*E G H I=G*H J=C+F+I 

External Input (EI) 2 5 10 9 6 54 9 2 18 82 

External Output (EO) 4 5 20 4 3 12 0 4 0 32 

External in Query (EQ) 0 5 0 7 4 28 2 2 4 32 

Internal Logic File (ILF) 4 6 24 2 7 14 5 10 50 88 

External Interface File (EIF) 3 2 6 3 5 15 3 7 21 42 

Unadjusted Function Point (UFP)        276 

TABLE V. CALCULATION OF THE RELATIVE COMPLEXITY ADJUSTMENT 

FACTOR (RCAF) 

System Characteristic Value 

Data Communication 3 

Distributed Data Processing 3 

Performance 3 

Heavily used configuration 3 

Transaction rate 4 

Online Data Entry 3 

End-user efficiency 3 

Online Update 3 

Complex Process 4 

Reusability 3 

Installation Ease 3 

Operational Ease 3 

Multiple Sites 4 

Facilitate Change 4 

Total Degree of Influence 46 

As discussion matters, complexity of the identified function 
types was a particular matter although International Function 
Point Users Group (IFPUG) have been provided a broad 
guideline. Hence, it would be adequate to anticipate a disparity 
among the estimate and the actual size to a certain point. 

V. CONCLUSIONS 

In this report, Function Point Analysis software size 
estimation method was described at some point. The method 
was used on a web-based application developed by the author, 
the results were investigated. Applications developed in a web-
based are commonly small in size and running properly when 
compared to regular software tasks like information systems. It 
is realized that the FPA method yields a perfect estimate for a 
small-scale web-based application. In extension to function 
point-based approach, the full data set requires to be prepared 
for future studies. The observation by end user can be used to 
make increasingly accurate estimates and classifications of 
web-based application. Thus, it will be of much support to the 
researchers’ goal in the future for emerging languages and 
tools of programming tasks. 
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Abstract—Brain tumor detection becomes more complicated 

process in medical image processing. Analyzing brain tumors is 

very difficult task because of the unstructured shape of the 

tumors. Generally, tumors are of two types such as cancerous 

and non-cancerous. Cancerous tumors are called malignant and 

non-cancerous are called benign tumors. Malignant tumors are 

more complex to the patients if these are not detected in the early 

stages. Precancerous are the other types of tumors that may 

become cancerous if the treatment is not taken in the early 

stages. Machine Learning (ML) approaches are most widely used 

to detect complex patterns but ML has various disadvantages 

such as time taking process to detect brain tumors. In this paper, 

integrated learning process detection (ILPD) is introduced to 

detect the tumors in the brain and analyzes the shape and size of 

the tumors, and find the stage of the tumors in the given input 

image. To increase the tumor detection rate advanced image 

filters are adopted with Deep Convolutional Neural Networks (D-

CNN) to improve the detection rate. A pre-trained model called 

VGG19 is applied to train the MRI brain images for effective 

detection of tumors. Two benchmark datasets are collected from 

Kaggle and BraTS 2019 contains MRI brain scan images. The 

performance of the proposed approach is analyzed by showing 

the accuracy, f1-score, sensitivity, dice similarity score and 

specificity. 

Keywords—Machine learning (ML); deep convolutional neural 

network (D-CNN); brain-tumor-detection; integrated learning 

process detection (ILPD) 

I. INTRODUCTION 

A tumor is a type of irregular tissue or cell that didn't have 
any shape or size [1]. Tumors will grow irregularly and can 
cause more damage to health if they are not detected in the 
early stages. These tumors may convert into cancerous or non-
cancerous. Generally, the human brain is closed with a strong 
skull. Skull is a very small area, if it is extended this will 
become more complicated. Abnormal cells grow more heavily 
than normal cells and this may transform tumors [2]. It is very 
tedious to recognize tumors in the brain by using MRI images. 
This is based on the experience of the doctor and some 
methods are selected from the treatment of the patient for fast 
recovery. One of the tough tasks in this context is to detect the 
particular type of tumor in the early stages; this will help the 
experts treat the patient accordingly [3]. Hybrid feature 
extraction is one of the approaches which is used to extract the 
accurate features that show the huge impact on brain tumor 
detection [4]. 

Glioma is one type of brain tumor that shows severe 
damage to the brain. The properties of glioma are entirely 
different compared with other types of tumors. This consists 
of three types of tumors such as whole tumor (WT), tumor 
core (TC), and enhancing tumor (ET) [5]. Some tumors are 
very complicated like glioma because to reduce the impact of 
these tumors surgery is required. Segmentation is one of the 
most difficult tasks to detect tumors using MRI scan images. 
In MRI brain image analysis modality gives the unique and 
key details that belong to every piece of the tumor. The four 
modalities that are present in the segmentation are T1, T1c, 
T2, and FLAIR [6]. Multi-atlas segmentation (MAS) is the 
approach that segments the brain tumor images. To recover 
the brain image into a normal-looking image the low-rank 
approach is used. MAS approach is an iterative approach that 
recovered the image and increases the segmentation accuracy 
[7]. Brain tumor segmentation has many unsolved issues. 
Brain tumor segmentation considers every label as one unit 
[8]. In general, the segmentation of brain images didn't contain 
the tumor tissue or other anomalies [9]. In brain images, 
several types of segmented images are present such as gray 
matter and white matter. Gray matter consists of necrotic cells. 
White matter consists of militated axons called tracts. 

In this paper, Integrated Learning Approach (ILA) is 
introduced to detect the tumor regions by using advanced 
filtering techniques and a Deep Convolutional Neural 
Network (D-CNN). 

II. LITERATURE SURVEY 

Several authors discussed about the brain tumors detection 
using MRI images. In this section, various methodologies are 
discussed about brain tumors detection and also discussed 
about traditional image processing and DL approaches. 

V. Shreyas et al., [10] proposed a novel approach that 
shows the rapid runtime compared with traditional 
approaches. The proposed approach Brain Tumor 
Segmentation (BraTS) achieved better performance by 
showing a dice score of 83% in the full tumor region, 75% in 
the core region, and 72% in the intensified tumor region. The 
proposed BraTS is 18 times faster than the other existing 
approaches. M. Ali et al., [11] introduced the two new 
segmentation approaches such as 3D CNN and U-Net are 
merged to give the better accurate results. The training is 
given by using the BraTS-19 challenge dataset that gives the 
segmentation of the brain input images. This system segments 
the tumor sub-regions that are used to predict the final output. 
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A. Kumar et al., [12] developed the ML approach to recognize 
tumors in brain by using the MRI images. This approach uses 
the Particle Swarm Optimization (PSO) for feature selection 
and Support Vector Machine (SVM) for classification of 
tumors. This approach achieved better results in classification 
of input images. 

Zhang, D et al., [13] proposed the unique segmentation 
approach called a task-structured brain tumor segmentation 
network (TSBTS net). This approach mainly focused on 
predicting the tumor regions in the given dataset images. From 
the modality data the weights are also extracted in this 
approach. The proposed approach achieved better 
segmentation performance compared with existing 
approaches. Zhou C et al., [14] proposed the One-pass Multi-
task Network (OM-Net) be used to solve the irrelevant issues 
in detecting the tumor regions. The OM-Net is the 
combination of segmentation and DL model that consists of 
shared parameters and used to learn the merged features. This 
is also the task specific parameters to learn preferential 
features. Badrinarayanan V., [15] proposed the novel deep 
fully segmented approach called as SegNet. SegNet is one of 
the decoder networks which is mapped with the low-resolution 
encoder that uses pixel-wise classification. Hu, K. et al., [16] 
proposed the novel tumor segmentation technique based on a 
multi-cascaded convolutional neural network (MCCNN) and 
fully connected conditional random fields (CRFs). This 
technique is a combination of MCCNN and CRFs. Each 
feature has its properties to detect the brain. The proposed 
technique finds the image patches that are extracted from 
axial, coronal, and sagittal used to train the three segmentation 
approaches. This will gives the final segmented output. 

III. ROLE OF DEEP LEARNING (DL) 

In recent years, CNN becomes more popular in the 
classification of images. Pereira S et al., [17] introduced the 
dynamic partition approach that uses the CNN that has a 3 x 3 
core size. This approach will follow the steps such as 
preprocessing, training, and validation of the dataset. The 
dataset used to analyze the algorithm is BraTS 2015. Hao et 
al., [18] proposed the automatic segmentation approach that 
uses the U-net D-CNN. This is applied to BraTS 2015 dataset. 
Better segmentation is applied in this to get accurate results. 
Wang et al., [19] introduced the cataract network. The 
proposed network follows several steps for tumor 
segmentation. Secondly, the bounding box is implemented on 
tumor image, and the segmented region is shown. By using the 
multi-view fusion techniques the false positives are reduced. 
Myronenko A [20] introduced the 3D tumor segmentation 
approach that uses the auto-encoder to redesign the brain 
tumor images. The dataset is the 2018 BraTS Challenge used 
for result analysis. Xue F et al., [21] introduced the 3D MRI 
tumor segmented technique. The input uses the encoder and 
decoder defines several block sizes and weight loss. The 
training is also increased in this paper. Zhou X et al., [22] 
introduced 3D approach for segment the brain tumor images. 
To achieve high performance the 3D shuffleNetV2 as encoder, 
and decoder with residual blocks are used. Saman S et al., [23] 
introduced the active lineation model for the MRI brain tumor 
images with segmentation. This approach is mainly used to 
extract the features that belong to tumor parts in MRI. Liu et 

al., [24] discussed the DL approach that learns the set of 
convolution and deep supervision. This technique is replaced 
with the feature extraction that leans with group convolution. 
The dataset is collected from BraTS2018 and the proposed 
technique detects the segmented region of an input image. 

M. Rizwan et al., [25] introduced a new approach called 
Gaussian Convolutional Neural Network (GCNN). CNN 
applied two benchmark datasets to classify the multiple tumor 
diseases. This is mainly focused on finding the grades of the 
tumor. The accuracy of GCNN is 99.8% for one dataset and 
97.15% for another dataset. Bhuiyan et al., [26] proposed an 
automated approach to finding the cancer cells present in the 
human brain. The proposed approach is combined with several 
ground-truth-level approaches giving better approaches than 
existing approaches. Compare with all the existing models, the 
proposed approach achieved the 98.6% of accuracy. Yazdan 
SA et al., [27-32] proposed the automated diagnostic approach 
called as Multi-Scale CNN (MSCNN) to classify [32-36] the 
brain tumors. Compare with AlexNet and ResNet the 
proposed MSCNN achieved the accuracy of 91.2%. 

IV. VGG 19 FOR MRI BRAIN IMAGES 

Visual Geometry Group (VGG) is the CNN architecture 
which consists of number of layers. Transfer learning is one of 
the domains that reduce the training set size and computation 
time when deep learning models are built. This domain helps 
us to transfer the pre-trained learning to a new model. This is 
utilized in the segmentation of tumors, classifications of tumor 
images, etc. The proposed approach is integrated with 
advanced image filters with VGG-19 and Deep CNN. In this 
paper, VGG-19 is used as the pre-trained model which 
contains 19 layers. VGG19 is mainly used to recognize the 
brain tumors. From the ImageNet database, the training is 
done with huge number of predefined brain tumors and other 
types of brain images. Based on this pre-trained model the 
tumor and non tumor images are classified. The input size of 
brain images are converted to 224 by 224. 

The VGG contains very small convolutional filters. VGG-
19 contains 19 convolutional layers and three are fully 
connected layers (see Fig. 1). 

Input: The input brain image size is 224x224. For this 
tumor detection, the image is cropped to the center of the 
image for maintaining consistency. 

 

Fig. 1. Shows the Architecture of VGG19 with Total Number of Layers 

Present in this Process. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

138 | P a g e  

www.ijacsa.thesai.org 

Convolutional Layers: This layer contains the minimal 
responsive field, i.e., 3×3, very small size catches the up/down 
and left/right. In this scenario, the 1x1 filters also act as the 
linear transformation of the input. The continuation of this is 
done by the ReLu function, which reduces the training time by 
using the AlexNet. 

Hidden Layers: These layers used the ReLu in VGG. To 
reduce the memory consumption and training time ReLu is 
used by the VGG. This will show the huge impact on overall 
accuracy. 

Fully-Connected Layers: In VGG-19 there are three fully 
connected layers. Among these, two layers contain 4096 and 
3rd contains 1k channels and one for every class. 

V. IMAGE FILTERING AND PRE-PROCESSING OF INPUT 

BRAIN IMAGE 

Image filtering is one of the significant tasks that will 
analyze the specific features of the image. There are various 
operations that show impact on image filtering such as 
smoothing and sharpening. The properties of the image filters 
are represented as: 

f(a) =∝ a + β              (1) 

The result of the integer is rounded and fixes the range [0, 
255]. The color component value (R, G, or B) is represented 
as x. α is the contrast with the range (α>1 initializes high 
contrast and 0<α<1 low contrast). To make it easy for making 
changes in "brightness" and "contrast" the formula is given as: 

f(x) =∝ (a − 128) + 128 + b            (2) 

Where b controls brightness. 

More complex contrast adjustments can be done using 
arbitrary "curves" f:[0,255]→[0,255], which are be provided 
by the user of the image processing software using graphical 
tools. 

By using the linear smoothing layer the quality of the input 
image is improved as shown in Fig. 2. These are very good 
filters that can easily remove the noise from the images. By 
using the weighted sum of the pixels the linear filter is 
implemented. In every window, this weighted sum is 
implemented using a convolution mask. A filter that does not 
have the weighted sum of pixels then is considered non-linear 
filters. 

 

Fig. 2. (A) Input Image, (B) Filtered Image, (C) Sharpen Image and (D) Pre-

Processed Image. 

A. Mean Filtering 

This is one of the better filtering approaches which are 
used in this paper. By using the local averaging operation 
(LAP), the filtering approach is implemented. In this context, 
the pixels are replaced with all the nearest values of the input 
image. 

h(a, b) =
1

M
∑ f(k, l) (k,l)∈N              (3) 

Where ‘M’ represents the total pixels in the nearest ‘N’. 

B. Region based Segmentation for Finding the Statistical 

Information of the Input Image 

Region based mathematical model is used to find the 
statistical information of the image. For example, the region in 
the image u of the image domain calculates the intensity of the 
mean of X with u. 

μu =
1

|X|
∫

u
X(a)da              (4) 

Where |𝑋| = 𝑓𝑢𝑑𝑎 (the measure if X, or the variance within 

X. 

𝜎𝑢
2 =

1

|𝑋|
 ∫

𝑢
(𝜇𝑢 − 𝑋(𝑎))2𝑑𝑎             (5) 

Equation 4 and 5 combined to show the hybrid model. 

𝑢𝑡 +  𝐹||∇𝑢|| = 0              (6) 

Where, u=u (a, t) initializes the level sets of curves of 
family C (a, t). F is used to combine the equations. 

C. Preprocessing 

In this step, the input images subtracts the mean “µ” for 
every sample image “i” and standard deviation (SD) “σ” 
divides to extract “i0” output image as: 

𝑖𝑜 =
𝑖−𝜇

𝜎
                (7) 

D. Deep CNN 

Deep CNN is focused on finding the important patterns 
from the MRI dataset. Deep CNN or CNN works better on 
brain MRI image classification for detecting the tumor or non-
tumor images. The D-CNN takes the input image and 
classifies the image based on specific types such as tumor or 
abnormality is present or not. This classification of tumor 
images is based on image resolution. Image resolution mainly 
considers the height (h), width (w), dimension (d). For this 
brain image segmentation, two types of images are present 
such as RGB and grayscale images. RGB image contains 8 x 8 
x 3 array of matrix and the grayscale image contains a 6 x 6 x 
1 array of the matrix. To segment the image into two parts the 
threshold-based segmented approach is integrated with the 
input image. Based on the pixel values the segmentation is 
done. For every image, the pixel values are different for the 
tumors and background of the image. The system will set the 
threshold value. The threshold value is based on pixel values 
are between low and high. According to this, the classification 
is done. 
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E. Non Linearity (ReLU) 

Rectified Linear Unit (ReLU): This is utilized to analyze 
output and shows result as positive or zero. Positive represents 
the tumor is present and zero represents no tumor. In general, 
ReLu is very fast and easy to implement on MRI brain images. 
The output of the ReLu is given below. 

ƒ(x)  =  max(0, x)             (8) 

F. Pooling Layer 

This layer mainly reduces the size of the input image 
without losing any pixels. This layer consists of two pooling 
hidden layers contains five nodes at each pool and this will 
help the proposed algorithm to limit the iterations. MRI brain 
image is reduced by size and extracts only tumor affected 
image which is most important for classification. 

 

Fig. 3. The Overall Process of MRI Input Image and Output of the Image. 

Fig. 3 shows the number of layers that are used to process 
the MRI input images. The input layer consists of eight nodes 
and one pooling layer consists of two hidden layers with five 
nodes each. Finally, the output layer shows the final output of 
the input image which is tumor present or not. 

VI. DATASET DESCRIPTION 

Two datasets used for experimental analysis are Brain 
Tumor Segmentation Challenge (BraTS) 2019 [17] (see Fig. 7 
and Fig. 8) and Kaggle dataset (see Fig. 5 and Fig. 6). These 
datasets contain two folders such as training and testing. 
BraTS 2019 contains 259 high and low-grade glioma patient 
samples. From these samples, 125 are unknown status [18]. 
This dataset contains five types of images namely T1, T1ce, 
T2, and FLAIR images as shown in the Fig. 4. The dimensions 
are 240 x240 x155 with 1mm3 resolution. The algorithm 
shows the three-segmented regions such as deep segmented 
region, normal region, and light segmented region (see Tables 
I to III). 

 

Fig. 4. Types of Images Present in Dataset. 

A. Limitations and Challenges 

• Finding the accurate location of tumor becomes more 
challenging task. 

• Finding the abnormal cells becomes more complex by 
using the state-of-art approaches. 

• Accurate classification of tumors and cancer cells is 
detected using MRI scan images. 

• Two types of datasets are used to diagnose the MRI 
scan images. 

VII. PERFORMANCE METRICS 

The performance of the proposed models is analyzed by 
using the confusion matrix (CM). This is the advanced 
representation to predict the accurate prediction of diseases. 
This presents the actual value and predicted value of the given 
inputs. To count the overall values the following are the 
attributes used to find the accurate values. 

True Positive (TP)-This initializes the actual value as 
positive (tumor identified) and the predicted value is also 
positive (tumor identified). 

True Negative (TN)-This initializes the actual value as 
negative (No tumor) and the predicted value is also negative 
(No tumor). 

False Positive (FP)-This initializes the actual value as 
positive (tumor identified) and the predicted value is negative 
(No tumor). 

False Negative (FN)-This initializes the actual value as 
negative (No tumor) and the predicted value is also positive 
(tumor identified). 

Specificity: This parameter mainly detects the total 
number of TP and FP and this parameter has more potential to 
predict the background region. 

Specificity =
TN

TN+FP
              (9) 

Sensitivity This parameter mainly detects the total number 
of TP and FN and this parameter has more potential to predict 
the segmented region. 

Sensitivity or Recall =
TP

TP+FN
          (10) 

Accuracy is one metric that measures the reliability of the 
classification result. The formula is give below. 

Accuracy =
TP+TN

TP+FN+FP+TN
            (11) 

Precision: The percentage of quality of predictions is 
defined as: 

Precision =
TP

TP+FP
            (12) 
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TABLE I. TRAINING AND TESTING TIME (SEC) FOR TWO DATASETS 

Algorithms Training Time (Sec) Testing Time (Sec) 

EffecientNetB0 [28] 66.78 69.12 

YOLO5 (You Only 

Look Once) [29] 
74.67 75.78 

ILPD 49.89 56.89 

TABLE II. PERFORMANCE OF EXISTING AND PROPOSED ALGORITHMS 

APPLIED ON NAVONEEL BRAIN TUMOR IMAGES 

Algorithms Specificity Sensitivity Accuracy Precision 

YOLO5 (You 

Only Look 

Once) [28] 

90.2% 91% 93.1%  91.6% 

EffecientNetB0 

[29] 
99.2% 99.5% 98.8% 

 99.4% 

 

ILPD 99.45% 99.71% 99.23% 99.6% 

 

Fig. 5. Line Graph Representation for Kaggle Dataset. 

 

Fig. 6. Bar Graph Representation for Kaggle Dataset. 

TABLE III. PERFORMANCE OF EXISTING AND PROPOSED ALGORITHMS 

APPLIED ON BRATS 2017 BRAIN TUMOR IMAGES 

Algorithms Specificity Sensitivity Accuracy Precision 

YOLO5 (You 

Only Look 

Once) [28] 

91.2% 92% 92.1%  92.9% 

EffecientNetB0 

[29] 
98.12% 99.1% 98.1% 

 99.1% 

 

ILPD 99.7% 99.5% 99.9% 99.1% 

 

Fig. 7. Line Graph Representation for BraTS Dataset. 

 

Fig. 8. Bar Graph Representation for BraTS Dataset. 

VIII. CONCLUSION 

In this paper, the ILPD is the efficient approach for finding 
tumors in the given MRI images. The MRI image is 
preprocessed and filtered by utilizing the advanced filtering 
approach. The classification is mainly focused on detecting 
the tumors or healthy images by using Integrated Learning 
Process Detection (ILPD). The final output consists of two 
neurons that belong to tumor or normal image. Two 
segmented images are represented by showing red and green 
color regions. From these images the features are extracted 
from last convolution layer. The ILPD focused on solving 
various issues in detecting brain tumors by using the 
segmentation approach and advanced image filters with the 
preprocessing method. Advanced image filters eliminate the 
noise from the MRI images and segment the images and 
represent the tumors with the green and red colors. Red 
represents the deep tumors and the green represents the tumors 
with low density. The performance of the existing and 
proposed approach shows the results based on the parameters. 
The ILPD achieved precision (99.67%), dice score (98.87), 
sensitivity (97.89%), specificity (99.12%), and accuracy 
(98.45%). The dice score shows the efficiency of the 
segmented image. In the future, the deeply segmented 
approach is used to increase the performance in terms of 
detecting the density of the image. 
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Abstract—Transcranial direct current stimulation (tDCS), a 

neuromodulation technique that is painless and noninvasive, has 

shown promising results in assisting patients suffering from brain 

injuries and psychiatric conditions. Recently, there has been an 

increased interest in home-based therapeutic applications in 

various areas. This study proposes a low-cost, internet of things 

(IoT)-based tDCS prototype that provides the basic tDCS features 

with internet connectivity to enable remote monitoring of the 

system's usage and adherence. An IoT-enabled microcontroller 

was programmed with C++ to supply a specific dose of direct 

current between the anode and cathode electrodes for a predefined 

duration. Each tDCS session's information was successfully 

synchronized with an IoT cloud server to be remotely monitored. 

The accuracy of the resulting stimulation currents was close to the 

expected values with an acceptable error range. The proposed 

IoT-based tDCS system has the potential to be used as a 

telerehabilitation approach to enhance safety and adherence to 

home-based noninvasive brain stimulation techniques. 

Keywords—IoT; Internet of medical things; tDCS; home-based; 

brain stimulation; cloud 

I. INTRODUCTION 

Neurostimulation has a long and rich history of gaining 
scholarly and public interest. The use of electricity in treating 
medical disorders was well documented in ancient times. The 
first documented evidence of electrical stimulation dates to 
ancient Greek, when Plato and Aristotle explained the torpedo 
fish's potential to generate therapeutic effects through its 
electric discharges [1, 2]. In the first century AD, Scribonius 
Largus reported that placing a live torpedo fish over a patient's 
scalp had curative effects in healing headaches and gout [2, 3]. 
Moreover, in the late 11th century, Ibn-Sidah suggested that 
torpedo fish could be used to treat epilepsy by placing them on 
the patients' foreheads [2, 4]. It is important to note that the 
electrical energy produced by electric fish is an alternating 
current. Nevertheless, in the 18th century, Giovanni Aldini was 
one of the first to use galvanism in medicinal applications, 
creating direct current stimulation [5, 6]. Since then, 
transcranial electrical stimulation has progressed from simple 
galvanic batteries to the most precise and advanced electronic 
microprocessors [1, 7]. 

From a biomedical engineering perspective, there are three 
electrical interactions between tissues and electronic systems. 
The first type is invasive, in which medical devices are 
surgically placed into the body to restore function. The second 

type is minimally invasive, when medical instruments are 
temporarily inserted for diagnosis and short-term treatment. 
The last type involves noninvasive devices used for monitoring, 
diagnosis, and treatment [8]. 

Transcranial direct current stimulation (tDCS) is a 
noninvasive brain stimulation technique that modulates cortical 
excitability by transmitting a low-intensity direct current to 
facilitate or inhibit cortical neuronal activities [9]. This 
approach has been shown to be safe and painless and to induce 
long-lasting excitability changes [10]. The cortical excitability 
changes caused by tDCS are presumed to follow the long-term 
potentiation (LTP) and long-term depression (LTD) 
neuroplasticity mechanisms [11]. Two standard stimulation 
montages are used in tDCS protocols. First, the anodal tDCS 
induces an enhancement in the cortical excitability (i.e., LTP-
like effect) by depolarizing the resting membrane potential. 
Second, the cathodal tDCS induces a reduction in cortical 
excitability (i.e., LTD-like effect) by hyperpolarizing the 
resting membrane potential [12, 13]. 

In the past two decades, many studies have investigated the 
tDCS effects and their biomarkers in neuropsychiatric, 
cognitive, and motor disorders. tDCS is a promising and 
effective therapeutic tool in several conditions such as stroke, 
Parkinson's disease, Alzheimer's disease, depression, and 
schizophrenia [14]. For instance, a tDCS study was conducted 
on 10 clinically depressed patients. Half of them (five patients) 
received a 1mA anodal stimulation for 20 minutes per day, and 
the other half underwent sham treatment. The study showed that 
the tDCS stimulation led to a significant decrease in depression 
symptoms in the sample group compared with the sham group, 
suggesting tDCS can be an effective treatment for acute major 
depression [15]. In addition, tDCS antidepressant effects were 
shown to last up to 30 days after treatment [16]. 

It was also reported that almost 30% of patients with 
schizophrenia suffer from auditory hallucinations that are 
refractory to medications [14]. For this reason, the treatment of 
hallucinations in schizophrenia was studied using tDCS. 
Brunelin et al. [17] investigated the effect of tDCS on 30 
patients with schizophrenia randomly assigned to receive an 
active 2mA tDCS or sham stimulation. A significant decrease 
in the severity of the hallucinations was observed, suggesting 
that tDCS could reduce symptoms of hallucinations, and the 
reduction lasted for up to three months [17]. Moreover, eight 
sessions of anodal tDCS treatment were applied to 13 patients 
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diagnosed with Parkinson's disease and compared with a 
control group of 12 Parkinson's patients who received sham 
stimulation. Using 2mA for 20 minutes over three weeks led to 
an enhancement in the anodal tDCS stimulation group's upper 
extremity bradykinesia and gait [18]. Furthermore, tDCS 
showed promising results in enhancing cognitive performance 
in healthy populations [19]. For example, a study aimed to 
investigate the effect of tDCS on attention demonstrated a 
significant increase in concentration for a group who underwent 
2mA tDCS when compared with those receiving 0.1mA [20]. 

Certain health-related events such as the global spread of 
COVID-19 have revealed the necessity of telehealth 
applications in various areas [21]. Such applications have 
proven to be a practical and effective approach by facilitating 
remote access and monitoring of healthcare services and 
reducing the associated contamination risks during the 
pandemic [21]. Furthermore, telehealth-based tDCS systems 
have therapeutic potential as they enable use for severely ill 
patients, enhance the recruitment rate in clinical studies, and 
optimize patients' and physicians' schedules [22]. 

Several investigators have developed a smart tDCS system 
to facilitate the in-home-based approach of tDCS. For instance, 
Sourav et al. [23] developed an Android application-controlled 
tDCS system with an adjustable headset to enhance the user's 
experience. This system was able to deliver a constant current 
of 0.1–2.5 mA and can store the session's information on 
external memory. 

Additionally, Charvet et al. [24, 25] implemented 
supervision protocols of telemonitored tDCS and investigated 
the feasibility of monitoring and controlling the delivery of 
home-based tDCS sessions. The stimulation in these studies 
was applied using the Soterix mini-Clinical Trials tDCS device 
(Soterix Medical, New York, NY, USA). The tDCS sessions 
were monitored in real-time via the videoconferencing 
platform. It was concluded that telemonitored tDCS has a high 
compliance rate with no observed technical issues. 

In this paper, a home-based tDCS device equipped with the 
internet of things (IoT) and controlled by a microcontroller is 
proposed. The internet cloud-based storage and monitoring 
system would be integrated with the traditional tDCS device to 
help healthcare providers monitor the system remotely. The 
main objective of the approach is to improve the patients' 
experience since it is a home-based device, self-administered 
with minimal training and cost-effective. 

The remainder of this paper is organized as follows: Section 
II describes the main hardware components of the proposed 
IoT-based tDCS as well as the software structure and interface. 
Section III discusses the integration and validation of the 
proposed system. Finally, Section IV concludes the objective of 
this study and suggests future directions. 

II. METHODS 

The proposed system consists of electrical hardware, 
custom-made software, and an IoT platform. The custom-made 
software controls the stimulation duration and intensity of the 
pulses, and the IoT platform registers session information on 
the cloud. The block diagram of the IoT-enabled home-based 
tDCS system is illustrated in Fig. 1. 

 

Fig. 1. Block Diagram of the Proposed IoT-based tDCS Device. 

A. Hardware 

The proposed IoT-based tDCS device consists of the 
following main hardware components: 

• Computer: The proposed tDCS must be connected to a 
personal computer (PC) or notebook to power the 
system and send the commands to the microcontroller 
through a simple and user-friendly interface. 

• Microcontroller: A low-cost consumer-grade 
microcontroller with internet connectivity (Arduino 
MKR1000) was used to control and regulate the 
operation of the proposed IoT-based tDCS system. 

• Current regulators: Four three-terminal adjustable 
current sources (LM334-Z; Texas Instruments, USA) 
that operate with a sense voltage of 64 mV were 
connected in a parallel configuration to provide 0.5 mA 
in each loop, with a maximum current of 2 mA when the 
microcontroller triggered all loops. The LM334-Z was 
connected to digital pins 2, 3, 4, and 5. 

• tDCS electrodes: A pair of commercially available tDCS 
electrodes (anode and cathode) as well as electrode 
wires, sponges, and an elastic headband for electrode 
placement (TheBrainDriver, USA) were used in the 
testing of the current tDCS system. 

• Resistors: Four sets of resistors with an equivalent 
resistance of 128 Ω were connected in a parallel 
configuration to ensure that each loop in the tDCS 
circuitry provided 0.5 mA. 

• Light-emitting diodes (LEDs): Four green LEDs were 
used as visual indicators of the current intensity. 

B. Internet of Things (IoT) Platform 

The ThingSpeak platform was used in the IoT-based tDCS 
device because it has the advantage of simplicity. A private 
channel was set to record, monitor, and retrieve real-time 
information on the stimulation duration and selected current 
intensity. The collected data are used for further analyses. 
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C. Software Architecture 

The control and user interaction of the IoT-based tDCS 
prototype were programmed with an open-access Arduino IDE 
based on the C++ language. The flowchart of the system is 
shown in Fig. 2. A custom-made algorithm based on a switch 
statement to select an option from a set of defined discrete 
options was uploaded to the microcontroller (Arduino MKR 
1000). The discrete options were constructed based on the most 
commonly used tDCS settings, which depend on the current 
intensity and stimulation duration. Thus, for this tDCS 
prototype, four current intensity options (low: 0.5 mA, medium: 
1 mA, high: 1.5 mA, and very high: 2 mA) and three stimulation 
duration options (5, 10, and 20 minutes) were selected, defined, 
and coded to be received as a serial input entered by the user as 
illustrated in Table I. Based on the entered session's condition 
code, the microcontroller would activate all or some of the 
defined digital pins to supply the required current level for the 
selected time. Each digital pin (pins 2, 3, 4, and 5) on the 
microcontroller has a voltage of 3.3V when triggered, which is 
sufficient to supply 0.5 mA of direct current. Additionally, the 
operation of the IoT-based tDCS system could be terminated at 
any time during the session by pressing any keyboard character. 
Furthermore, data points were uploaded to the Thinkspeak 
cloud when the session was started and at the end of each 
session. The recorded data points report the selected stimulation 
current intensity and duration of each session. 

D. System Testing and Validation 

The amount of current produced by the system was 
continuously measured using a digital multimeter (DMM) for 
each condition separately and compared with the expected 
calculated values to ensure an accurate and stable operation of 
the proposed IoT-based tDCS device. The stimulation duration 
was also recorded and confirmed with each selected state. 
Moreover, the real-time data synchronization accuracy between 
the proposed device and the ThinkSpeak cloud was validated. 

TABLE I. THE TDCS STIMULATION SESSION SETTINGS 

Current 

Intensity levels 

Session Setting 

Code 

(entered by users) 

Delivered 

Current 

(mA) 

Session 

Duration 

(min) 

Low 

L05 

0.5 

5 

L10 10 

L20 20 

Medium 

M05 

1 

5 

M10 10 

M20 20 

High 

H05 

1.5 

5 

H10 10 

H20 20 

Very High 

VH05 

2 

5 

VH10 10 

VH20 20 

 

Fig. 2. Flowchart Illustrating the Operation Principle of the Proposed IoT-

based tDCS Device. 
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III. RESULTS AND DISCUSSION 

A. System Integration 

The IoT-based tDCS system hardware was securely placed 
in a compact, lightweight box (20 cm x 20cm x 9 cm), as shown 
in Fig. 3. The LEDs were lit up according to the selected 
amount of current passing between the anode and cathode. 

B. System Validation 

The IoT-based current outputs were measured using a 
DMM (GDM-451, GW Instek) for all current intensity settings 
and compared with the calculated current output. The measured 
currents were 0.58, 0.99, 1.6, and 2 mA for the low, medium, 
high, and very high settings, respectively. Furthermore, the 
error percentage of the output current intensity ranged from -
1% to +16%, as shown in Table II. However, when the selected 
current was at the higher end of the system output (i.e., high and 
very high), the output current measured between the anode and 
cathode showed a minimum to 0% error compared with the 
expected current intensity. Compared with another study that 
implemented a mobile-controlled tDCS system [23], our 
approach has significantly lower error rates. 

In addition, all the proposed tDCS current and duration 
settings were tested, and successful real-time information was 
uploaded to the private channel on the ThingSpeak platform, as 
shown in Fig. 4. Two recorded readings were registered on the 
ThingSpeak private channel as starting and ending points. The 
starting point was marked at 0, while the ending point was 
marked at the selected current intensity and duration. This 
provided the advantage of remote monitoring and registration 
of the tDCS session data, which can benefit healthcare 
providers. 

 

Fig. 3. Photograph of the IoT-based tDCS Device. 

TABLE II. THE COMPARISON BETWEEN CALCULATED CURRENT 

INTENSITY AND MEASURED CURRENT INTENSITY AND THE ERROR 

PERCENTAGE AT DIFFERENT CURRENT INTENSITY LEVELS 

Current 

Intensity 

Levels 

Calculated 

Current Intensity 

(mA) 

Measured 

Current Intensity 

(mA) 

Error 

(%) 

Low 0.50 0.58 +16.00% 

Medium 1.00 0.99 -1.00% 

High 1.50 1.60 +6.67% 

Very High 2.00 2.00 0.00% 

 

Fig. 4. The Figure Shows a Caption of the ThingSpeak Channel Information: Column (a) Exhibits Trials Taken at L05, L10, and L20 Settings. Column (b) 

Exhibits Trials Taken at M05, M10, and M20 Settings. Column (c) Exhibits Trials Taken at H05, H10, and H20 Settings. Column (d) Exhibits Trials Taken at 

VH05, VH10, and VH20 Settings. 
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Moreover, the proposed IoT-based tDCS system could be 
configured based on the subject's needs as prescribed by 
clinicians. Thus, the safety of delivering in-home tDCS sessions 
will be enhanced by ensuring that users can only apply the 
recommended current intensity and duration for each session. 

IV. CONCLUSION 

The present study focused on the feasibility of developing 
an IoT-based tDCS prototype using low-cost materials and a 
free-of-charge and accessible IoT platform. The use of IoT in 
our system could enhance the safety and adherence to home-
based noninvasive research and therapy. 

Future studies will be conducted to further improve the 
system's performance. Moreover, upon receiving the internal 
review board's approval, testing on human subjects will be 
investigated to evaluate the system's efficacy. Finally, the 
feasibility of a clinician remotely controlling the tDCS system 
over the internet will be explored. 
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Abstract—Sentiment analysis can detect hate speech using the 

Natural Language Processing (NLP) concept. This process 

requires annotation of the text in the labeling. However, when 

carried out by people, this process must use experts in the field of 

hate speech, so there is no subjectivity. In addition, if processed by 

humans, it will take a long time and allow errors in the annotation 

process for extensive data. To solve this problem, we propose an 

automatic annotation process with the concept of semi-supervised 

learning using the K-Nearest Neighbor algorithm. This process 

requires feature extraction of term frequency-inverse document 

frequency (TF-IDF) to obtain optimal results. KNN and TF-IDF 

were able to annotate and increase the accuracy of < 2% from the 

initial iteration of 57.25% to 59.68% in detecting hate speech. This 

process can annotate the initial dataset of 13169 with the 

distribution of 80:20 of training and testing data. There are 2370 

labeled datasets; for testing, there are 1317 unannotated data; 

after preprocessing, there are 9482. The final results of the KNN 

and TF-IDF annotation processes have a length of 11235 for 

annotated data. 

Keywords—Natural language processing; text annotation; semi-

supervised learning; TF-IDF; K-NN 

I. INTRODUCTION 

The concept of text mining in natural language processing 
is often experienced in the annotation process, including the 
length of the human annotation process in data labeling. This 
annotation process also often causes errors due to time pressure 
and instructions to complete it [1]. In addition, sometimes, they 
are not trained and skilled in annotating specific fields. Thus, it 
is necessary to annotate with little knowledge (data labels) from 
humans semi-automatically, making complete annotations with 
machine learning. 

Text classification also includes processing, which puts 
documents into predetermined categories [2]. Text 
classification can be done for solving several cases, such as 
sentiment analysis [3], emotion analysis [4], and hate speech 
detection [5], [6]. 

This study discusses detecting hate speech in the text, 
especially in text annotation. The discussion starts with 
determining the hate speech category, then grouping documents 
into those categories and validating them. The hate speech 
detection process in documents uses the basic principles of 
sentiment analysis, starting with document preprocessing, 

vectorization, modeling, and validation. There are three models 
in the classification of sentiment analysis (or hate speech): 
machine learning, lexicon, and mixed models [7]. The lexicon 
and mixed models need a hate speech dictionary. This study 
uses a machine learning approach because the lexicon of hate 
speech in Indonesian is not widely available. The machine 
learning approach is divided into three approaches: supervised, 
unsupervised, and semi-supervised [8]. The unsupervised 
approach causes hate speech categories not to be directed as 
needed. It all depends purely on the condition of the document 
features. However, in supervised and semi-supervised, 
researchers can direct the categorization of hate speech into two 
or three categories: very hate speech, low hate speech, and non-
hate speech. Based on existing research, annotators generally 
polarize hate speech into only two categories (hate speech and 
non-hate speech). Human annotators can assess the presence of 
hate speech in a document. 

The hate speech annotation process is where experts 
separate or provide information on documents into two 
categories: groups of documents containing elements of hate 
(hate speech) and groups of documents that do not contain 
elements of hate (non-hate speech). This annotation follows the 
ways of annotating sentiments which are generally in two 
polarities (positive and negative) as used in [9]–[18]. This 
annotation process requires an expert (human annotator) who 
understands the meaning of hate speech and has experience 
annotating opinion documents. 

This study aims to use the model of semi-supervised text 
annotations automatically by K-Nearest Neighbor. In addition,  
we have not been able to determine the best vectorizer because, 
as in [14], we used TF-IDF. This study’s results differ from [19] 
with increased accuracy in the model that produces hate speech 
annotated datasets. 

II. METHOD 

A. Similar Research on Semi-supervised Text Annotation 

Typically, in semi-supervised text annotations, the 
annotator uses the sentiment lexicon to annotate the unlabeled 
data and manually revise the annotated data sample. This 
approach requires more time to revise the annotations [20]. 
AraSenCorpus in [20] is a self-learning approach to automate 
annotations and reduce human effort. AraSenCorpus is a semi-
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supervised framework for annotating a sizeable Arabic text 
corpus using a small subset of manually annotated tweets and 
extending it from a large set of unlabeled tweets to reduce 
human effort in annotating. This process uses the FastText 
neural network and the LSTM [21] deep learning classifier to 
manually expand the annotated corpus and ensure the quality of 
the newly created corpus, respectively (Fig. 1). 

 

Fig. 1. AraSenCorpus Architecture [20]. 

This study performs a two-way (positive and negative) and 
three-way (positive, negative, and neutral) sentiment 
classification. In the case of two-way classification, 
AraSenCorpus improved the sentiment classification results 
from 80.37% to 87.4% using the 2017 SemEval dataset and 
from 79.77% to 85.2% using the ASTD dataset. The three-way 
classification gives 69.4% accuracy for the SemEval 2017 
dataset, while the best system gives 63.38% using the F1-score 
and from 64.10% to 68.1% using the ASTD dataset. However, 
according to our assessment, the classification process is not 
determined by the type of classifier. Accuracy also depends on 
the vectorizer used. Another weakness is that if the iteration has 
been done many times and the classification results are 
consistently below the threshold, there is no visible solution to 
whether the dataset will still be included or discarded. 

Another semi-supervised annotation study involved two 
targets: sentiment analysis and emotion analysis on an English 
textual review of three digital payment applications. The 
approach used involved supervised and unsupervised machine 
learning techniques. Data annotation involves three assistants 
from the field of Psychology. Annotators were recruited to label 
sentiments and emotions for 3,000 reviews. If the sentiment is 
neutral, the emotion is labeled neutral and excluded from the 
emotion analysis because no emotion can be detected from the 
neutral document. The machine learning algorithms are Support 
Vector Machine, Random Forest, and Naïve Bayes. Random 
Forest yielded the best accuracy for sentiment (F1 score = 
73.8%; Kappa Cohen = 52.2%) and emotion (F1 score = 58.8%; 
Kappa Cohen = 44.7%) [22]. The architecture of the model used 
is shown in Fig. 2. The advantage of the approach used in [22] 
is that analyzing sentiment and emotion is carried out 
simultaneously. The downside is that the average accuracy for 
emotion classification based on Random Forest and SVM is 
around 61.3% (deficient), even though it uses a quite 
sophisticated algorithm. Another weakness is in the annotation 
process step. Sentiment and emotion annotations are carried out 
simultaneously so that it is prone to ambiguity in labeling 

positive sentiments with negative emotions (anger, sadness, 
fear, disgust) or vice versa. This model also cannot anticipate if 
the annotation results are low in accuracy as in the 
AraSenCorpus Architecture (Fig. 2) [20]. 

 

Fig. 2. Semi-Supervised Sentiment–Emotion Architecture [22]. 

B. Proposed Method 

The semi-supervised text annotation method for hate speech 
that we propose is a new method that has never been used in 
any research. The semi-supervised text annotation begins with 
reading 2000 hate-speech training data and 9000 non-annotated 
testing data. The flow of the semi-supervised text annotation 
process is shown in Fig. 3. 

The semi-supervised hate speech annotation process (Fig. 
3) starts from step 1, reading the DT as training data annotated 
as hate speech (by experts). Step 2 reads unannotated UD data. 
Step 3 is the text preprocessing of DT and UD. Step 4 is the 
meta-vectorization process. The meta-vectorization process 
converts the clean DT and UD datasets into four types of 
vectors. The first vector is VBoW, created using the Bag-Of-
Word method. The second vector is VTFIDF, created using the 
TF-IDF method [23], [24]. Step 5 is the process of preparing 
training data. Step 6 is the setup of machine learning 
algorithms. 

The algorithm involved is K-Nearest Neighbor (K-NN). 
Step 7 is the creation of a meta-learning model. The meta-
vector and meta-learning models will produce vectorization and 
machine-learning approaches. The combination of machine 
learning will be used for the auto-annotation process. Steps 8 
and 9 prepare vector datasets that have not been annotated. In 
step 10, it will be checked if there is still a dataset that has not 
been annotated then the process will continue to step 11, 
namely the process of annotating the dataset. The annotation 
process is done by predicting labels by the vector and machine 
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learning combinations. The prediction results are also subject 
to validation to determine their accuracy—the auto-annotation 
process results in Step 12 as a meta-labeled dataset. In Step 12, 
a voting process will be carried out to determine the label for 
each dataset record. The voting counts used the sample of the 
voting process for labeling decisions. There are two types of 
weight: the total W (weight) score of the vectorization-
machine-learning model for the hate-speech polarity and the W 
(weight) score from the vectorized-machine-learning model for 
the non-hate speech polarity. In Step 13, if the polarity score of 
hate speech or non-hate speech exceeds the threshold, then the 
dataset and its annotations will be transferred to data training. 
If not, it will be re-annotated in the next cycle. In step 14, the 
data will be looping processed three times for optimization. If 
it is more than three times, then the rest of the Unlabeled 
Dataset will go to Step 15, which is manual annotation. The 
results of manual annotations will be combined with the 
training data. 

 

Fig. 3. Semi-Supervised Hate Speech Annotation Model (Proposed). 

III. RESULTS AND DISCUSSION 

A. Population and Sampling 

Based on the monitoring of data sources, it is known that 
the dataset size is dynamic, meaning that these opinions 
continue to grow, even though the presidential-vice presidential 
debate or the Covid-19 pandemic has already occurred. A new 
video on the official channel also appeared, followed by 

viewers’ opinions. So this study concludes that the population 
size is unknown, and it is impossible to download all comments 
from the YouTube repository. So the research determined that 
the sampling method used was purposive sampling. This 
purposive sampling method was chosen for the following 
reasons: 

1) Our initial observations found hate speech in YouTube 

video comments on the topic of the 2019 Indonesian 

presidential debate and Covid-19. So, the data are suitable for 

our study. 

2) The data from YouTube video comments are public and 

can be downloaded for free 

The number of videos related to the presidential debate 
samples required refers to previous similar studies. In the 
process of getting the population of comments from videos, this 
study uses videos that meet the following criteria: 

1) The data collection stage downloads all comments from 

the presidential debates one to five, each broadcast in full by 

two official channels. So this study downloads comments from 

10 presidential debate videos and five Covid-19 news. 

2) The data collection stage also downloads from the 

official channel comments from videos that do not show the 

whole presidential debate but are considered necessary to 

download because of the high number of views, more than 

10,000 views, and comments above 1000 comments on exciting 

topics. 

B. Data Annotation 

In supervised learning, opinion data must be annotated by 
experts responsible for labeling hate speech on opinion data. So 
the data labeling process is the first step of knowledge transfer 
before categorization is carried out. The level of hate speech 
used for the labeling process is shown in Table I. 

TABLE I. HATE SPEECH LEVELS IN THIS RESEARCH 

No Level Code Information 

1. Very Hate VH 
Hate speech that has the potential to cause 

dangerous social unrest 

2. Hate H 
Hate speech does not have the potential to 

cause harmful social unrest 

3. Non-Hate  NH No hate speech 

An annotator is an expert with expertise and knowledge 
following the political realm. Experts know the fields of social 
humanities and information technology (social media). The 
method of annotating opinions has also been determined. There 
are two experts and a team, all of which annotate hate speech, 
sentiment, and emotion. Steps of the annotation process: 

1) The first expert will take around 2,000 opinions and then 

describe Very Hate, Hate or non-Hate. 

2) The first expert’s annotation results will be kept and not 

given to the second expert. Only comments from the first-

choice expert are given to the second expert for hate speech 

annotation. The second expert does not know the first expert’s 

annotation label. Then proceed with automatic annotation by 
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algorithms on data sets that experts do not annotate. This 

method is a semi-supervised text annotation based on meta-

learning, which will automatically perform hate speech 

annotation, as shown in Fig. 4. 
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Fig. 4. Hate Speech Levels in this Research. 

C. Scenarios and the Results of Text Annotation using K-NN 

and TF-IDF 

This study uses a scenario with the composition of training 
data, testing data, and threshold: 20%, 80%, and 80%. As for 
the training data, the initial labeling process was carried out by 
experts. This annotation process is tested using data, as shown 
in Table II. In contrast, 80% of data is testing data used to verify 
the accuracy of the annotation process with a data-limiting 
threshold of 80%. 

TABLE II. SCENARIO 

No Parameters Value Information 

1. Threshold 80 Presents 

2. Data training annotated 2370 Length of datasets 

3. Data training un-annotated  9482 Length of datasets 

4.  Data testing 1317 Length of datasets 

5. Total of datasets 13169 Length of datasets 

The KNN method can perform initial training data with a 
sample of 20% and has an accuracy of 57.25%. After validating 
using TF-IDF vectorization, the best iteration is 59.68% so this 
method can increase the accuracy by 2.43%. 

The implementation of KNN and TF-IDF with this scenario 
resulted in 11,235 annotated data from the total dataset 
processed after preprocessing of 11,852. So in this process, 
there are still 617 data that have not been annotated. It happens 
because the process still has shortcomings from the initial 
annotation process. In the future, the initial accuracy of the 
annotation will be improved to optimize the final annotation. In 
addition, other vectorization and classification methods will 
also be implemented. 

IV. CONCLUSION 

The results of the presented research are the KNN and TF-
IDF models of speech classifiers with semi-supervised hate 
speech annotations to detect hate speech on social media with 
low accuracy. The applied TF-IDF vectorization method 
increased the accuracy by 2.43%. Thus, future works will 

increase by using the percentage variation of data labeling on 
the initial annotation (5%, 10%, 20%) and threshold (0.6, 0.7, 
0.8, and 0.9). Besides, the vectorization will be improved by 
applying methods such as Bag-Of-Word and Word2Vec. The 
classification methods will be improved and compared with 
other methods like Random Forest (RF), Extra Tree (ET), 
Naïve Bayes (NB), Support Vector Machine (SVM), and 
Decision Tree (DT). 

ACKNOWLEDGMENT 

This research was supported by LPPM Universitas 
Pembangunan Nasional “Veteran” Yogyakarta. 

REFERENCES 

[1] K. Miok, G. Pirs, and M. Robnik-Sikonja, “Bayesian Methods for Semi-
supervised Text Annotation,” 14th Linguist. Annot. Work., pp. 1–12, 
2020, [Online]. Available: http://arxiv.org/abs/2010.14872. 

[2] M. Bouazizi and T. Ohtsuki, “Multi-class sentiment analysis on twitter: 
Classification performance and challenges,” Big Data Min. Anal., vol. 2, 
no. 3, pp. 181–194, 2019, doi: 10.26599/BDMA.2019.9020002. 

[3] M. Chen, K. Ubul, X. Xu, A. Aysa, and M. Muhammat, “Connecting Text 
Classification with Image Classification: A New Preprocessing Method 
for Implicit Sentiment Text Classification,” Sensors, vol. 22, no. 5, p. 
1899, Feb. 2022, doi: 10.3390/s22051899. 

[4] M. Z. Asghar et al., “A Deep Neural Network Model for the Detection 
and Classification of Emotions from Textual Content,” Complexity, vol. 
2022, pp. 1–12, Jan. 2022, doi: 10.1155/2022/8221121. 

[5] P. William, R. Gade, R. esh Chaudhari, A. B. Pawar, and M. A. Jawale, 
“Machine Learning based Automatic Hate Speech Recognition System,” 
2022 Int. Conf. Sustain. Comput. Data Commun. Syst., pp. 315–318, Apr. 
2022, doi: 10.1109/ICSCDS53736.2022.9760959. 

[6] K. Miok, B. Škrlj, D. Zaharie, and M. Robnik-Šikonja, “To BAN or Not 
to BAN: Bayesian Attention Networks for Reliable Hate Speech 
Detection,” Cognit. Comput., vol. 14, no. 1, pp. 353–371, Jan. 2022, doi: 
10.1007/s12559-021-09826-9. 

[7] P. Sudhir and V. D. Suresh, “Comparative study of various approaches, 
applications and classifiers for sentiment analysis,” Glob. Transitions 
Proc., vol. 2, no. 2, pp. 205–211, 2021, doi: 10.1016/j.gltp.2021.08.004. 

[8] C. R. Aydln and T. Güngör, “Sentiment analysis in Turkish: Supervised, 
semi-supervised, and unsupervised techniques,” Nat. Lang. Eng., vol. 27, 
no. 4, pp. 455–483, 2021, doi: 10.1017/S1351324920000200. 

[9] S. Aman and S. Szpakowicz, “Identifying expressions of emotion in text,” 
Lect. Notes Comput. Sci. (including Subser. Lect. Notes Artif. Intell. 
Lect. Notes Bioinformatics), vol. 4629 LNAI, no. September 2007, pp. 
196–205, 2007, doi: 10.1007/978-3-540-74628-7_27. 

[10] A. Krouska, C. Troussas, and M. Virvou, “The effect of preprocessing 
techniques on Twitter sentiment analysis,” IISA 2016 - 7th Int. Conf. 
Information, Intell. Syst. Appl., 2016, doi: 10.1109/IISA.2016.7785373. 

[11] A. M. Ningtyas and G. B. Herwanto, “The Influence of Negation 
Handling on Sentiment Analysis in Bahasa Indonesia,” Proc. 2018 5th Int. 
Conf. Data Softw. Eng. ICoDSE 2018, pp. 1–6, 2018, doi: 
10.1109/ICODSE.2018.8705802. 

[12] J. Savigny and A. Purwarianti, “Emotion classification on Youtube 
comments using word embedding,” in International Conference on 
Advanced Informatics: Concepts, Theory and Applications, 2017, pp. 1–
5, doi: 10.1109/ICAICTA.2017.8090986. 

[13] K. Mulcrone, “Detecting Emotion in Text,” 2012. 

[14] W. C. F. Mariel, S. Mariyah, and S. Pramana, “Sentiment analysis: A 
comparison of deep learning neural network algorithm with SVM and 
naïve Bayes for Indonesian text,” J. Phys. Conf. Ser., vol. 971, no. 1, 
2018, doi: 10.1088/1742-6596/971/1/012049. 

[15] T. Sutabri, A. Suryatno, D. Setiadi, and E. S. Negara, “Improving Naïve 
Bayes in Sentiment Analysis For Hotel Industry in Indonesia,” in 
Proceedings of the 3rd International Conference on Informatics and 
Computing, ICIC 2018, 2018, pp. 1–6, doi: 10.1109/IAC.2018.8780444. 

[16] M. Lailiyah, S. Sumpeno, and I. K. E. Purnama, “Sentiment analysis of 
public complaints using lexical resources between Indonesian sentiment 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

151 | P a g e  

www.ijacsa.thesai.org 

lexicon and sentiwordnet,” in 2017 International Seminar on Intelligent 
Technology and Its Application: Strengthening the Link Between 
University Research and Industry to Support ASEAN Energy Sector, 
ISITIA 2017 - Proceeding, 2017, vol. 2017-Janua, pp. 307–312, doi: 
10.1109/ISITIA.2017.8124100. 

[17] U. Makhmudah, S. Bukhori, J. A. Putra, and B. A. B. Yudha, “Sentiment 
Analysis of Indonesian Homosexual Tweets Using Support Vector 
Machine Method,” Proc. - 2019 Int. Conf. Comput. Sci. Inf. Technol. 
Electr. Eng. ICOMITEE 2019, pp. 183–186, 2019, doi: 
10.1109/ICOMITEE.2019.8920940. 

[18] T. F. Abidin, M. Hasanuddin, and V. Mutiawani, “N-grams based features 
for Indonesian tweets classification problems,” Proc. - 2017 Int. Conf. 
Electr. Eng. Informatics Adv. Knowledge, Res. Technol. Humanit. 
ICELTICs 2017, vol. 2018-Janua, no. ICELTICs, pp. 307–310, 2017, doi: 
10.1109/ICELTICS.2017.8253287. 

[19] Nurfaizah, T. Hariguna, and Y. I. Romadon, “The accuracy comparison 
of vector support machine and decision tree methods in sentiment 
analysis,” J. Phys. Conf. Ser., vol. 1367, no. 1, 2019, doi: 10.1088/1742-
6596/1367/1/012025. 

[20] A. Al-Laith, M. Shahbaz, H. F. Alaskar, and A. Rehmat, “AraSenCorpus: 
A Semi-Supervised Approach for Sentiment Annotation of a Large 

Arabic Text Corpus,” Appl. Sci., vol. 11, no. 5, pp. 1–19, 2021, doi: 
10.3390/app11052434. 

[21] Y. Mao, A. Pranolo, A. P. Wibawa, A. B. Putra Utama, F. A. Dwiyanto, 
and S. Saifullah, “Selection of Precise Long Short Term Memory (LSTM) 
Hyperparameters based on Particle Swarm Optimization,” 2022 Int. Conf. 
Appl. Artif. Intell. Comput., pp. 1114–1121, May 2022, doi: 
10.1109/ICAAIC53929.2022.9792708. 

[22] V. Balakrishnan, P. Y. Lok, and H. Abdul Rahim, “A semi-supervised 
approach in detecting sentiment and emotion based on digital payment 
reviews,” J. Supercomput., vol. 77, no. 4, pp. 3795–3810, 2021, doi: 
10.1007/s11227-020-03412-w. 

[23] Y. Fauziah, S. Saifullah, and A. S. Aribowo, “Design Text Mining for 
Anxiety Detection using Machine Learning based-on Social Media Data 
during COVID-19 pandemic,” in Proceeding of LPPM UPN “Veteran” 
Yogyakarta Conference Series 2020–Engineering and Science Series, 
2020, vol. 1, no. 1, pp. 253–261, doi: 10.31098/ess.v1i1.117. 

[24] S. Saifullah, Y. Fauziah, and A. S. Aribowo, “Comparison of Machine 
Learning for Sentiment Analysis in Detecting Anxiety Based on Social 
Media Data,” Jan. 2021, [Online]. Available: 
http://arxiv.org/abs/2101.06353. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

152 | P a g e  

www.ijacsa.thesai.org 

Comparison of Edge Detection Algorithms for 

Texture Analysis on Copy-Move Forgery Detection 

Images 

Bashir Idris1, Lili N. Abdullah2, Alfian Abdul Halim3, Mohd Taufik Abdullah Selimun4 

Multimedia Department, Faculty of Computer Science and Information Technology1, 2, 3 

Universiti Putra Malaysia (UPM), Selangor, Malaysia1, 2, 3 

Computer Science Department, Faculty of Computer Science and Information Technology4 

Universiti Putra Malaysia (UPM), Selangor, Malaysia4 

 

 
Abstract—Feature extraction in Copy-Move Forgery Detection 

(CMFD) is crucial to facilitate image forgery analysis. Edge 

detection is one of the processes to extract specific information 

from Copy-Move Forgery (CMF) Images. It sensitizes the amount 

of information in the image and filters out useless ones while 

preserving the important structural properties in the image. This 

paper compares five edge detection methods: Robert, Sobel, 

Prewitt (first Derivative), Laplacian, and Canny edge detectors 

(second Derivatives). CMFD evaluation datasets images (MICC-

F220) are tested with both methods to facilitate comparison. The 

edge detection operators were implemented with their respective 

convolution masks. Robert with a 2x2 mask, The Prewitt and 

Sobel with a 3x3 mask, while Laplacian and canny used adjustable 

masks. These masks determine the quality of the detected edges. 

Edges reflect a great-intensity contrast that is either darker or 

brighter. 

Keywords—Edge detection; first derivative; second derivatives; 

robert; sobel; prewitt; laplacian; canny edge detector 

I. INTRODUCTION 

Image forensic analysis requires good-quality images in any 
orientation to accurately detect the image textural properties. A 
good quality image can give the best evaluation when 
investigating a crime scene on any query image. Therefore, the 
analysis of CMFD detection image texture plays a significant 
role in image forensics. Edge-based segmentation is one of the 
methods used to analyze image textures in CMFD. 

Segmentation is an essential determinant for image 
information understanding and retrieval. It is also one of the 
frequent topics of discussion in the image processing and 
computer vision community [1]. Theoretically, image 
segmentation separates digital image data into a set of visually 
separate and identical regions based on parameters such as pixel 
intensity, similarity, discontinuity, cluster data, and so on [2]. 
The primary objective of segmentation is to clearly identify an 
image object from its background. Researchers have 
categorized segmentation into different techniques. The author 
[3] express segmentation as threshold techniques, edge 
detection techniques, region-based techniques, and 
connectivity-preserving relaxation methods. In [1] 
segmentation is seen as threshold-based, regional growth, edge, 
and segmentation based on clustering and weakly-supervised 
learning in CNN. In 2022, due to a significant improvement 

over the last four decades from the traditional segmentation-
based method to advance deep learning algorithms, [2] 
categorized segmentation algorithms into rule-driven and data-
driven methods. Methods for cleaning objects that rely on one 
or more rules are referred to as rule-driven. Classification 
methods that learn features from data, such as ANN and DL, 
are referred to as data-driven. According to [2], several rule-
based segmentation methods, such as fuzzy-based image 
segmentation (FBS), have been abandoned because they do not 
give satisfactory performance or because their lengthy 
computation times do not sufficiently substantiate their use. 
However, the reviewed literature mentioned that thresholding 
and edge detection methods are the most popular and applicable 
traditional image segmentation methods. This paper primarily 
focused on the edge detection-based segmentation method. 

Edge detection is a method for recognizing the points or 
pixels in an image where the luminance varies abruptly or 
significantly. These points are clustered along segments of lines 
known as edges. Edge detection seeks to identify and locate 
image discontinuities. Due to the high frequency of both noise 
and image, edge identification becomes problematic. This 
paper discusses the edge detection techniques to address the 
choice of an edge detection method based on distinctive edge 
identification, noisy removal, etc. 

Filtering is a method of correcting or improving the process 
of selecting the best keypoints in an image [4]. Edge detectors 
utilize filters to highlight edges while removing noise in a given 
image. Smoothing, sharpening, and edge enhancement are 
some image-filtering activities invoked using filtering methods. 
These activities are used interchangeably to enhance images for 
proper image-processing applications [5]. The filters are 
utilized for locating the sharp, discontinuous edges. These 
discontinuities cause variations in pixel intensities, which 
define the object's boundaries [5]. By applying filters to images, 
salient key points can be efficiently located for object detection. 

Edges are of fundamental importance during any image-
processing task. The intensity values of pixels that share a 
neighborhood are compared in detecting edges. The significant 
changes in the dense regions are located as edges. These dense 
areas are often difficult to trace due to the presence of noise. 
The presence of noise in the image affects the detection of the 
Edges; therefore, noise needs to be cleaned before the detection 
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of edges [6]. Noise reduction has been a challenge in the edge 
detection process, attracting the attention of many scholars in 
different areas of application that use images. Edge detection 
algorithms have been used for decades and have recently been 
employed in various domains because of their ability to detect 
and differentiate good boundaries in images. 

Research has been conducted over the past decades to detect 
abrupt changes in image intensities (edges). Edge detection was 
employed in glass production for texture analysis [6], Canny 
Edge Detection Algorithm for Congregating Traffic 
Information [7], Sobel edge detector for synthetic aperture 
radar (SAR) detection [8], Laplacian edge detector for bladder 
cancer diagnosis [9], Kirsch edge detector for sharpening effect 
in images [10], Sobel edge detector for hardware 
implementation on the FPGA Nexys 4 DDR Board [11], copy-
move forgery detection in digital images [12]. 

This paper presents an analysis of five types of edge 
detectors. It examines the edges by applying various edge 
operators and their respective filters. Five selected images in 
the MICC-F220 CMFD dataset are tested and compared to each 
other. This paper presented the related work in Section II; 
Section III presents the algorithms based on the first derivatives 
and explains the edge detector operators and their various 
masks. Section IV presented an algorithm based on the second 
Derivative, and Section V presented the result of the five 
operators. Finally, Section VI discussed the result, and the 
conclusion was depicted in Section VII. 

II. RELATED WORK 

As shown in Fig. 1, an angle gradient vector indicates the 
intensity change at that edge pixel. The cycle spot in Fig. 1 is 
the corresponding gradient vector on one data point or pixel. 
The intensity changes from 0 to 255 in the gradient direction at 
that pixel. The gradient's magnitude determines the edge's 
strength by calculating the gradient in uniform regions; a zero 
vector is obtained, indicating that there are no edge pixels. In 
natural images, where there are rarely ideal discontinuities or 
uniform regions, as seen in Fig. 1, thus, the gradient magnitude 
is evaluated to determine whether to detect the edge pixels. 
Edge detection is one of the simplest and oldest image-
processing procedures, it is frequently employed in recently 
advanced edge detection algorithms. Edge detection is a 
technique for detecting abrupt changes in image intensity. The 
use of first-order or second-order derivatives can be employed 
to detect those changes [13]. Edge detection methods were 
developed in the 1970s using small operators such as Sobel 
(3x3) to compute an approximation of the image's first 
Derivative. Edge detection involves the application of different 
size operators because the change in image intensity depends 
on the image scale. This variation in intensity can be 
demonstrated as a peak in Fig. 3, using gradient-based operators 
(first Derivative) or a sharp zero-crossing on gaussian-based 
operators (second Derivative), respectively. 

The edge detection algorithms are divided into two distinct 
categories: Gradient-based (first Derivative) and Gaussian-
based (second Derivative) [10]. An adaptive mask convolves 
the input image, resulting in a gradient image with edges 
recognized via the thresholding technique. To detect edges, the 
gradient operators (Sobel, Prewitt, and Roberts) examine the 

maximum and minimum intensity values. They determine the 
distribution of intensity values in each pixel's neighborhood to 
see if it should be categorized as an edge. Sobel, Prewitt, and 
Roberts operators are time-consuming and cannot be deployed 
for real-time applications (Bhardwaj & Mittal, 2012). On the 
other hand, the Laplacian of Gaussian (LoG) is categorized 
under the Gaussian-based method (second Derivative). 
Gradient-based operators are filters with various kernel sizes 
convolved with the original input image to produce the image 
gradient. Zero-crossing or second-order derivative methods are 
other names for Gaussian-based approaches. They significantly 
extract sharp zero-crossing points, and zero-crossing indicates 
the presence of maxima (an edge) [3]. The Canny operator is 
well-known for its exceptional performance, as it goes through 
noise reduction, gradient magnitude calculation as gradient 
operators, thresholding to maintain firm edges while deleting 
weak ones, and finally, non-maximum suppression for edge 
thinning through Hysteresis [8], [10]. 

Various survey has been conducted to investigate the impact 
of edge detection in digital images. This can be summarized in 
Table I. 

 

Fig. 1. Gradient Vector with Red Spot Indicating the Location of a Pixel. 

TABLE I. RELATED EDGE DETECTION SURVEY 

S/N Year  Author Description of Survey 

1 2022 
Kheradmand, & 

Mehranfar [2] 

Edge Segmentation-based 

techniques 

2 2022 Jin et al.[14] 
Recent advances in image edge 

detection 

3 2017 Song, & Yan, [1] Image Segmentation Techniques  

4 2015 
Öztürk & 

Akdemir [6] 

Edge Detection Algorithms for 

Glass Production analysis 

5 2015 
Vikram Mutneja 

[15] 

Methods of Image Edge 

Detection 

6 2015 Li et al. [16] Visual Feature Detection 

7 2013 
Lopez-Molina et 

al. [17] 

Quantitative error measures for 

edge detection 

8 2012 
Shrivakshan et al. 

[17] 
Color filter technology 

9 2011 
Papari, & Petkov 

[18] 

Edge and line-oriented contour 

detection 
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III. ALGORITHMS BASED ON FIRST DERIVATIVE 

(GRADIENT-BASED) 

The main difference between the algorithms based on the 
first derivatives is the nature of the mask or filters (known as 
low pass filters) they applied during the computation of the 
derivatives. A general flow diagram for computing the First 
Derivative of an image is presented in Fig. 2. 

 

Fig. 2. Block Diagram of the First Derivative Edge Detection Algorithms 

[13]. 

The intensity variations in the magnitude and direction of 
an image f can be calculated using the gradient operator (∇). It 
is a well-known tool in image processing for calculating image 
orientations. Let's consider a 1 D image signal to detect an edge. 

A. Edge Detection using Gradient Operator based on 1D 

Image 

Consider a 1D image signal with edges in Fig. 3. 

 

Fig. 3. Image Signal (f(x)). 

The first Derivative of the image is computed to determine 
the intensity changes in the above image, f(x). Ideally, the 
Derivative of a continuous function represents the amount of 
change in the function [19]. When dealing with edges, those 
changes are obtained from the function. When the first 
Derivative of f for x is applied to the image in Fig. 3, it is 
transformed into the image in Fig. 4. The local extrema indicate 
the edges in the image. Finding the absolute value of the first 
Derivative obtained the two peaks (local extrema Fig. 4). The 
location of the peaks indicates where the edges occur, and the 
height of the peaks expresses the strength of the edges (local 
maxima Fig. 4). 

 

Fig. 4. First Derivative of f with Respect to x. 

B. Edge Detection using Gradient Operator based on 2D 

image 

When the above idea is applied to 2 D images, it is referred 
pure derivatives (partial Derivatives). According to calculus, a 
partial derivative of a 2D continuous function represents the 
number of changes along each dimension [19]. The gradient 
operator (partial Derivative) represents the most rapid change 
in intensity (see Fig. 5). 

 

Fig. 5. Edge Detection using 2D Image. 

The gradient operator is computed by: 

∆𝐼 = [
𝜕𝐼

𝜕𝑥
+

𝜕𝐼

𝜕𝑦
]              (1) 

When equation (1) is applied to an image, it produces two 
numbers; the Derivative of the image (𝜕I) with respect to x and 
y. these two numbers (vectors) comprise all information needed 
to know about the edges. For example: 

 

Fig. 6. Gradient Operator when Applied to an Image. 

After applying the del operator, (∆𝐼), Fig. 6 produces two 
number vectors along each edge. Image (a) is a vertical edge 
with a non-zero value for the x direction and a zero value for 
the y component. Image (b) is a horizontal edge, with zero for 
the x direction and a non-zero value for the y component. Image 
(c) is a tilted edge and therefore has a non-zero value for both 
the x and y direction. From these two numbers at each pixel, we 
can obtain both the edge strength and the edge orientation. The 
magnitude equals the sum of squares of the two partial 
derivatives, and their square root equals 1. While the orientation 
of the edge is measured with respect to the horizontal axis, Eq. 
3. 

Gradient Magnitude S = ||𝛁𝑰|| = √(
𝝏𝑰

𝝏𝒙
+

𝝏𝑰

𝝏𝒚
)2          (2) 

Gradient Orientation 𝜽 = tan-1  (
𝝏𝑰

𝝏𝒙

𝝏𝑰  

𝝏𝒚
⁄ )           (3) 
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When Eq. 2 and Eq. 3 are applied to discrete images, we 
will have a finite difference approximation for the partial 
Derivative (f) for x and y. To find the difference in the x and y 
direction, we need at least two pixels in each direction, making 
four pixels in Fig. 7. Assuming the physical distance between 
the pixels is epsilon. We obtain a finite difference in the image 
as in Fig. 7. 

 

Fig. 7. Four Pixels Images in 1D Image. 

𝒅𝑰

𝒅𝒙
 ≈  

𝟏

𝟐𝜺
 ((Ii+1,j+1 - Ii,j+1) +( Ii+1,j - Ii,j))            (4) 

𝒅𝑰

𝒅𝒚
 ≈  

𝟏

𝟐𝜺
 ((Ii+1,j+1 - Ii+1,j) + (Ii+1,j - Ii,j))            (5) 

Eq. 4 and Eq. 5 can be applied as a convolution using the 
filter in Eq. 6 and Eq. 7 to convolve the image for x and y. when 
this is done, the values obtained are enough to determine the 
edge magnitude and orientation. 

𝒅𝑰

𝒅𝒙
 ~ 

𝟏

𝟐𝜺
 (

−𝟏 𝟏
−𝟏 𝟏

)               (6) 

𝒅𝑰

𝒅𝒚
 ~ 

𝟏

𝟐𝜺
 (

𝟏 𝟏
−𝟏 −𝟏

)              (7) 

With the gradient approach, a variety of gradient operators 
have been proposed over the last few decades [6], [20]–[23], 
which include Robert, Prewitt, Sobel (3x3), and larger Sobel 
(5x5). The Sobel operator (3x3) has been broadly used across 
various applications in the literature. The Derivative is found in 
the diagonal direction to the orthogonal direction of the 
convolution. The main obstacle of these operators lies mainly 
between the Robert operator, a small operator, and the larger 
Sobel. The Robert (2x2) operator with four-pixel values has a 
perfect localization ability for the edges but is very sensitive to 
noise because of the fewer pixels to revolve around. Any minor 
modification with any of those pixels can affect the detection 
accuracy. Therefore, noise sensitivity does not produce a good 
edge in a noisy image. On the other hand, the larger Sobel 
operator (5x5) has very poor localization accuracy. This is 
because when the operator becomes larger, determining an edge 
at a particular pixel can be affected by the activities happening 
in other larger pixels around it, affecting the edge localization. 
From a practical point of view, getting the orientation and 
magnitude does not declare an edge to be an edge. It still needs 
to be localized by thresholding. In this case, two standard 
thresholds are applied such that for a threshold T, the edge is 
obtained when Eq. 9 is satisfied: 

||𝛁𝑰 (𝒙, 𝒚)|| < 𝑻  (not an edge)            (8) 

||𝛁𝑰 (𝒙, 𝒚)|| > 𝑻  (an edge)             (9) 

By introducing hysteresis-based thresholding, two 
thresholds are used (T0, T1) to obtain an edge, Eq. 11 and Eq. 
12. 

||𝛁𝑰 (𝒙, 𝒚)|| < 𝑻0   (not an edge)          (10) 

||𝛁𝑰 (𝒙, 𝒚)|| <T1          (an edge)           (11) 

T0≤ ||𝛁𝑰 (𝒙, 𝒚)|| < T1 (an edge if the neighboring pixel is an 

edge)  (12) 

An edge pixel is defined by two fundamental 
characteristics: its edge strength, which is equal to the gradient 
magnitude, and its edge direction, which is equal to the gradient 
angle. However, for a discrete function, a gradient is not 
defined; instead, the gradient may be defined as an ideal 
continuous image, which is inferred using some specific 
operators. These operators use a pre-determined convolution 
mask to detect edges. 

C. The Roberts Cross Operators 

Roberts (1963) introduced the Roberts Cross operator. He 
clearly and concisely measures a 2-D spatial gradient on an 
image. As a result, high spatial frequency zones are 
emphasized, which typically correspond to edges. The 
operator's input and output are grayscale images in the most 
common situation. The estimated absolute magnitude of the 
spatial gradient of the input image at that point is represented 
by pixel values at each position in the output. Eq. 13 and Eq. 14 
are the 2x2 convolution mask that convolves images in x and y 
directions (Gx, Gy). These masks are made such that Gy is a 900 
rotation of Gx [11]. 

Roberts Operators Masks 

Gx  =  [
1 0
0 −1

]             (13) 

Gy =  [
0 1

−1 0
]            (14) 

Eq. 13 and Eq. 14 can be applied independently to the query 
image to obtain separate gradient components at each 
orientation. The absolute value of the combination of the 
gradient components (Gx, Gy) gives the magnitude at each 
point in Eq. 16 and the orientation of the gradient in Eq. 17. 

|𝑮| = √𝐆𝒙𝟐 + 𝐆𝒚𝟐             (15) 

Which can also be computed approximately as: 

|𝑮| = |𝑮𝒙| + |𝑮𝒚|            (16) 

The angle 𝜃 of orientation is given by: 

𝜽 =  𝐚𝐫𝐜𝐭𝐚𝐧 ( 𝑮𝒙
𝑮𝒚

 ) - 𝟑𝝅

𝟒
           (17) 
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D. Sobel Operator 

The Sobel operator introduced by [21] indicates a high-
frequency spatial region. The Sobel operator is achieved 
through a 2D image spatial frequency measurement by 
converting the image into grayscale and computing the absolute 
approximate gradient magnitude value at each point. 

The Sobel operator is convolved using a (3x3) convolution 
kernel. With one kernel rotated 90 degrees over the other. Eq. 
18 and Eq. 19 show the Robert cross operators. 

Sobel Operators Masks 

Gx =  [
1 0 −1
2 0 −2
1 0 −1

]           (18) 

Gy =  [
1 2 1
0 0 0

−1 −2 −1
]            (19) 

Sobel kernels can be used to compute separate 
measurements of the gradient component at each orientation, 
which are later combined to form the magnitude of the gradient 
for x and y orientations. The gradient magnitude can be 
computed using Eq. 20 and Eq. 21, while the orientation is 
computed using Eq. 22. 

|𝑮| = √𝐆𝒙𝟐 + 𝐆𝒚𝟐             (20) 

It can further be approximated by: 

|𝑮| = |𝑮𝒙| + |𝑮𝒚|            (21) 

The angle of orientation is given by: 

𝜽 =  𝐚𝐫𝐜𝐭𝐚𝐧 (𝑮𝒙
𝑮𝒚

)            (22) 

One of the problems of Sobel is using a gaussian smooth to 
reduce noise, which in turn affects the detection of a good edge. 
Despite this limitation, Sobel exhibits the quality of edge 
detection applied to solving various computer vision problems 
[24]. 

E. Prewitt Operator 

The Prewitt operator introduced by [25] has similar 
properties to that of Sobel, such as convolution kernels. The 
kernel for the Prewitt operators are shown in Eq. 23 and Eq. 24. 
When applied to a noiseless and well-contrasted image, it is a 
computationally less expensive and faster edge detection 
method (Pujare et al., 2020). It is a gradient-based edge 
detection operator, and it has gradient features. Compared to the 
success of edge detection in complex images, the success of the 
Prewitt operator is greater than Roberts's operator [6] 

Gx =  [
1 0 −1
1 0 −1
1 0 −1

]           (23) 

Gx =  [
1 1 1
0 0 0
1 −1 −1

]           (24) 

The gradient-based operators can be determined using some 
pre-determined steps known as algorithms. Algorithm 1 is one 

of the general algorithms used for gradient-based edge 
detection. 

Algorithms 1: Gradient-based edge detection 
algorithm 

1: Define x and y operators(ox and oy) 
2: gx ← convolve(img, ox) 
3: gy ← convolution(im,oy) 
4: maxM ← 0 
5: 
6: 
7: 
8: 
9: 

for pixels |i| in image do 
       Mag|i| ← Eqn. 17 
       if Mag|i|>maxM then 
            maxMag ←Mag|i| 
       end if 

10: end for 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 

for pixels i in image do 
        if Mag|i| >=thresh x maxMag then 
               detected_edges|i| ←1 
        else 
               detected_edges|i|←0 
        end if 
end for 
return detected_edges 

IV. ALGORITHMS BASED ON SECOND DERIVATIVES (NON-

GRADIENT-BASED) 

The methods outlined in the previous discussions merely 
involve filtering the image with various masks without 
considering the edges' properties or the image's noise. The 
second Derivative first dealt with the noise problem before 
going into edge detection. It is based on the concept introduced 
by Haralick and Marr and Hildreth Algorithms [26], [27]. This 
idea brings us to the concept of the Laplacian operator. 

A. Laplacian Operator 

Pierre-Simon de Laplace first applied the Laplace operator 
to the study of celestial mechanics or the motion of objects in 
space, and it is named after him. Since then, the Laplace 
operator has been used to represent many phenomena, 
including electric potentials, heat and fluid flow diffusion 
equations, and quantum physics. It's also been requested in 
discrete space, where it's been employed in image processing 
and spectral clustering applications [28]. 

The intensity variations in the sharp zero-crossing of an 

image f can be calculated using the Laplacian operator (𝜵𝟐). 
Consider a 1D signal f(x) in Fig. 8. The edge is located at the 
local extrema, which is the first Derivative of the signal 
(𝜕𝑓 𝜕𝑥)⁄ . But in the case of the second Derivative of the image 
(i.e., the Derivative of an image (𝜕2f 𝜕2x)⁄ . The zero-crossing 
through each peak of the signal indicates an edge. Peaks are not 
obtained at the edges, but a strong zeros-crossing indicates an 
edge (Fig. 8). 

 

Fig. 8. Second Derivative in 1D Signal. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

157 | P a g e  

www.ijacsa.thesai.org 

The zero-crossing is obtained through the Laplacian 
operator in Eq. 25, known as dell square operator II. 

𝜵𝟐𝑰 =  
𝝏𝟐𝑰

𝝏𝒙𝟐  +  
𝝏𝟐𝑰

𝝏𝒚𝟐   (Dl square II)          (25) 

When Eq. 25 is applied to an image, the edges obtained are 
zero-crossing in the Laplacian of the image. The Laplacian 
operator does not provide the direction of the edges but a sharp 
zero-crossing which indicates the location of the edge. In 
discrete images, the second Derivative is in terms of finite 
difference (difference of the difference). This difference 
requires at least three pixels (3x3), known as the 3x3 Laplacian 
operator. Assuming the physical distance between the pixels is 
epsilon. We obtain a finite difference using the 3x3 image 
pixels in Fig. 9. 

 

Fig. 9. 3x3 Laplacian Operator. 

Fig. 9 is a 3x3 Laplacian operator called the "Del square 
operator II," where the epsilon (𝜀) denotes the distance between 
the pixels. It is referred to as the sum of the second Derivative 
of the image for x and the second Derivative of the image for y. 
For example, obtain an output of the Laplacian operator for the 
center pixel (Ii+1, j) from the above 3x3 operator. Eq. 26 and 
Eq. 27 are derived. 

𝝏𝟐𝑰

𝝏𝒙𝟐  ≈ 𝟏

𝜺𝟐  (Ii-1,j – 2Ii,j + Ii+1,j)            (26) 

𝝏𝟐𝑰

𝝏𝒚𝟐  ≈ 𝟏

𝜺𝟐  (Ii,j-1 – 2Ii,j + Ii,j+1)           (27) 

𝛻2𝐼 = 
𝝏𝟐𝑰

𝝏𝒙𝟐  + 
𝝏𝟐𝑰

𝝏𝒚𝟐                (28) 

Adding Eq. 26 and Eq. 27 and the Derivative of I with 
respect to y formulate the convolution mask in Eq. 29: 

𝛻2 ≈ 
1

𝜀2  [
0 1 0
1 −4 1
0 1 0

]            (29) 

The convolution mask in Eq. 29 obtained the second 
Derivative for x and the second Derivative for y. However, the 
edge can appear in any orientation. Assuming the edge appears 
in 4500, the epsilon in that direction (Ii,j, Ii+1,j+1) is not yet 
accounted for. This problem is peculiar to a continuous grid. 
However, the convolution can be modified on a discrete grid to 
fit all possible orientations in the image. The modified 
convolution, which is the most applicable Laplacian operator, 
is obtained in Eq. 30: 

𝛻2 ≈  
1

6𝜀2  [
1 4 1
4 −20 4
1 4 1

]           (30) 

One of the common algorithms used to implement the 
Laplacian operator for finding zero-crossing is the Marr-
Hildreth algorithm [13]. This method obtains a sharp zero-
crossing point by applying a convolution with a gaussian kernel 
and approximating the Laplacian operator with a 3x3 filter. 
Presented in Fig. 10 is a general flow diagram for finding zero-
crossing, while Algorithm 2 is used for the implementation 
[13]. 

 

Fig. 10. Marr-Hildreth Algorithm;s Block Diagram for Finding Zero-crossing 

[13]. 

Algorithms 2: Marr-Hildreth edge detection algorithm 
Imput required: input img, sigma value σ, size of kernel      k, and 
threshold for zero-crossing Tzc 

1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 

If kernel size then 
     Kernel ← compute-kernel k (n,σ) 
     imggm ← convolve (img, k) 
     #Define Laplacian operator Laplacian L 
     imgl ← convolve(imggs, L) 
else 
    log_k ← compute_log_k(n,σ) 
    imgl ← convolve(imggs, log_k) 
end if 
maxL ← 0 

 

12: 
13: 

 
14: 
15: 

for pixels i in images imgl do 
    if imgl [i] > maxl then 
          maxL ← imgl [i] 
    end if 
end for 

 

16: 
17: 
18: 
19: 
20: 
 
21: 
22: 
23: 
24: 
25: 
26: 
27: 
28: 

for pixels i in images imgl, except borders do 
    for pair (pts1, pts2) of opposite neighbors 

of p in imlap do 
           if (sign(imgl[pts1]) ≠ 

sign(imgl[pts2])) and (|imgl[pts1]|>TZC then 
                detected_edges[i] ← 1 
           else 
                detected_edges[i] ← 0 
            end if 
      end for 
end for 
return edges 

 

B. Canny Edge Detection 

The Canny Edge Detection Algorithm consists of a specific 
sequence of steps. Smooth the image with a Gaussian filter first. 
Then, compute the gradient magnitude and orientation by 
approximating the partial derivatives with finite-difference 
approximations. The gradient magnitude is then subjected to a 
non-maximum suppression. Then, the double threshold 
technique to find and connect edges [20] using Eq. 31. 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2 𝑒
−

𝑥2+𝑦2

2𝜎2            (31) 
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Where x and y distance from the origin to the horizontal and 
vertical direction, respectively, 𝜎 is the Gaussian factor that 
determines the level of smoothing. The gradient of the 
smoothed array G(x,y) is employed to generate the x and y 
Partial Derivatives. After that, the results of x and y partial are 
added to obtain the normal gradient. Then non-maximum 
suppression is applied after determining the edge direction 
through the use of two thresholding in the Hysteresis [15][20]. 

Non-maximum suppression: Facilitate the detection of thin 
layered edges that produces smarter edges. The Canny edge 
detector employs non-maximum suppression to emphasize the 
local maxima as edges while suppressing all other ones along 
with the gradient magnitudes. 

Other operators employed the use of a single threshold 
value to remove edges that do not meet the required edge limit. 
Canny uses Hysteresis with upper and lower threshold values 
to suppress the edge that falls below the required threshold 
limit. If the high threshold is T1, the low threshold is T2, and 
the gradient magnitude is GM, then GM< T1 are dropped, and 
GM>T1 are maintained as the edge. However, an edge that falls 
between T1 and T2, is only maintained if it has a pixel value 
higher than T2 [11] and is expressed it as: 

GM<T1 = drop 

GM>T1 = maintain 

If T2≤GM<T1 

GM = edge if Pixel 𝐺𝑀 > 𝑇2 ∀ 𝑖 ∈ I(x, y) 

The canny edge detector has the advantage of intensive 
noise filtering than other detectors. It has three distinct 
attributes that differentiate it from the other detectors. Table II 
shows the advantages and disadvantages of various edge 
detection methods. 

Low error rate: The detected edges are refined not to include 
non-edges. It also ensures that all occurring edges are not 
missed. This is achieved by Eq. 32. 

𝑺𝑵𝑹 =
∫ 𝑮(−𝒙)𝒇(𝒙)𝒅𝒙

𝒘
−𝒘

√∫ 𝒇𝟐(𝒙)𝒅𝒙
𝒘

−𝒘

𝒏𝟎
           (32) 

Where f is the filter, G is the edge signal; the denominator 
is the root-mean-square (RMS) response to noise n(x) only. 

Good localization ensures a minimal distance between the 
actual edge and the detected edge which is expressed in Eq. 33. 

𝑳𝒐𝒄𝒂𝒍𝒊𝒛𝒂𝒕𝒊𝒐𝒏 =
𝟏

√𝑬[𝑿𝟎
𝟐]

 = 
|∫ 𝑮′(−𝒙)𝒇′(𝒙)𝒅𝒙

𝒘
−𝒘 |

√∫ 𝒇′𝟐(𝒙)𝒅𝒙
𝒘

−𝒘

𝒏𝟎
          (33) 

Single response rate: Each detected edge should maintain a 
single response in the total edges detected. This is implicit in 
the first criterion but made explicit about eliminating multiple 
responses. The first two criteria can be minimized by setting the 
parameter in Eq. 34 [29]. 

f(x) = G(-x)            (34) 

TABLE II. ADVANTAGES AND DISADVANTAGES OF VARIOUS EDGE 

DETECTION METHODS 

Edge detection 
methods 

Advantages  Disadvantages  

An algorithm 
based on the first 
Derivative 
(Robert, Prewitt, 
and Sobel) 

Fast and more accessible 
in computation 

Edges are detected along 
with their orientation. 

Sensitive to noise. 

The inaccurate and 
unreliable edge 
detection output 

An algorithm 
based on the 
second Derivative 
(LoG) 

Due to ease in an 
approximation of 
gradient magnitude, the 
cross-operation detection 
of edges and their 
orientation is also simple 

The characteristics of all 
directions of the image 
are fixed. 

A wide testing area 
around the pixel is 
possible 

The detection of edges 
and their orientation 
degrades the magnitude 
of the edges and 
increases the noise 

Malfunctioning at the 
corners, curves, and 
where the grey level 
intensity function varies 

Canny Edge 
Detector 

Better detection in noise 
conditions. 

Do not require zero 
crossing. 

Difficult to specify a 
generic threshold value 
that works well across 
all images 

V. EXPERIMENTAL RESULT AND DISCUSSION 

The edge detection methods discussed in the paper are 
applied to five sample images taken from the MICC-F220 
CMFD evaluation dataset. The result of each algorithm is 
shown in Fig. 11. 

 

Fig. 11. Comparison of Edge Detection Algorithms using Five Sample 

Images from MICC-F220 Benchmark Dataset, (a) Original Image (b) 

Grayscale (c) Robert (d) Prewitt (e) Sobel (f) Laplacian and (g) Canny Edge 

Detector. 
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VI. DISCUSSION 

Edge detection methods play an important role in object 
detection. It is used primarily in the pre-processing stage before 
feature extraction, an essential step in CMFD. Images are 
converted to grayscale to reduce noise. Edge detection based on 
first derivatives is generally sensitive to noise and, in most 
cases, produces unrealistic features. 

We have implemented five selected images from MICC-
F220 datasets. Roberts, Sobel, Prewitt, Laplacian, and canny 
edge detectors have been implemented on those images. The 
result in Fig. 11 shows that the edges in (c, d and e) detected 
using Robert, Prewitt, and Sobel, are too cluttered and almost 
lost the important image structures. The image appeared noisy 
with thick layered unsmoothed edges, mainly the result in (e), 
the Sobel, the edges appeared two to three times the pixel 
thickness. Since most of those images appeared to have lost 
their essential edge information, the results did not show the 
appropriate edge structure. However, the result can still indicate 
the geometric parts of the images but does not reveal the thin 
layer edges, essential for feature extraction in CMFD. 

On the other hand, edge detectors based on second 
derivatives, such as Laplacian and canny edge detectors, use 
adjustable parameters such as the size of the Gaussian filter and 
threshold [20]. The edges are smoothly detected on the image, 
and almost no noise pixels were detected while protecting the 
important structural properties in the images, as shown in Fig. 
11 (f and g). However, the canny method produces smoother 
and thin edges than the Laplacian. In Fig. 11 (g), we can see a 
good view of the various image structures. Fewer noise pixels 
were detected compared to gradient-based edge detectors. 

VII. CONCLUSION 

This study demonstrates that the Canny approach can 
produce equally acceptable edges with smooth continuous 
pixels and thin edges. Unlike the canny method, the Laplacian 
method also has better edge features compared to Robert, 
Prewitt, and Sobel method. These methods cannot generate a 
smooth and thin edge. However, the Laplacian and Canny 
algorithms are often susceptible to noise pixels. Sometimes it is 
impossible to filter a noisy image perfectly. Noisy pixels that 
are not eliminated will affect the outcome of edge detection. 
Based on our investigation, we have determined that between 
the Canny and other edge detection algorithms, Canny edge 
detection provided a superior response for CMFD images in 
MICC-F220 datasets. 
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Abstract—This electronic the Internet of Things (IoT) 

technology has contributed to several domains such  as health, 

energy, education, transportation, industry, and other domains. 

However, with the increased number of IoT solutions worldwide, 

IoT consumers find it difficult to choose the technology that suits 

their needs. This article describes the design and implementation 

of an IoT recommendation system based on consumer interests. 

In particular, the knowledge-based IoT recommendation system 

exploits a Service Oriented Architecture (SOA) where IoT device 

and service providers use a registry to advertise their products. 

Moreover, the proposed model uses a Long Short-term Memory 

(LSTM) deep learning technique to predict the consumer's 

interest based on the consumer's data. Then the recommendation 

system do the mapping between the consumers and the related 

IoT devices based on the consumer interests. The proposed 

Knowledge-based IoT recommendation system has been 

validated using a real-world IoT dataset collected from Twitter 

Application Programming Interface (API) that include more 

than 15,791 tweets. Overall the results of our experiment are 

promising in terms of precision and recall. Furthermore, the 

proposed model achieved the highest accuracy score compared 

with other state-of-the-art methods. 

Keywords—Internet of things; IoT; knowledge-based; 

recommendation system; service-oriented architecture; SOA; long 

short-term memory; LSTM; deep learning 

I. INTRODUCTION 

The number of Internet of Things (IoT) devices connected 
to the internet is growing exponentially. According to 
statistics [1], the number of devices connected to the internet 
will keep increasing to reach 19.1 billion devices by the year 
2025. IoT technology plays a vital role in improving services 
provided in several domains such as energy, transportation, 
food production, water supply, health care, education, and 
other crucial services [2,3,4,5]. IoT Technology has the 
capability of solving several issues related to smart grids, 
warming systems, saving water, increasing smart farms, and 
are considered to be the main part when it comes to smart 
cars. 

With the accelerated growth in the number of connected 
IoT devices and the targeted services that the IoT devices are 
designed for, IoT services’ consumers face an issue in 
choosing the appropriate IoT devices and services that suits 
their needs [6,7,8,9]. Therefore, novel techniques are required 
to help IoT services’ consumers in choosing the suitable IoT 
devices and services that makes their life easier and their daily 
activities more efficient. Traditional techniques presented in 
the literature that involves recommendations from other 

consumers or IoT devices and services reputation based on 
other consumers’ ratings might be impractical in this case (i.e., 
such as collaborative filtering or content-based techniques). 
For example, let us say consumer 𝑥 recommended IoT device 
𝑖 to consumer 𝑦 because it’s good in saving energy. However, 
consumer 𝑦 misses IoT device 𝑡 that have more features 
related to consumer 𝑦 field which is health (i.e., consumer 𝑦 is 
a doctor and more interested in health related gadgets and IoT 
devices). Knowledge-based techniques can be more beneficial 
especially when predicting suitable IoT devices and services 
based on the IoT services’ consumers knowledge [10] (i.e., 
consumer interests are derived from her knowledge). 

Consumer interest recognition is becoming an important 
research problem [11,12]. Consumer interest analysis is the 
procedure of evaluating, identifying, and understanding the 
interests, sentiments, qualities, attitudes, and traits of an 
individual. The consumer interest analysis is beneficial in 
identifying targeted consumers and improving consumer’s 
service experience. Social media is a good platform for 
consumer interest analysis where the consumers text, photos, 
shares, likes, dislikes are used to understand the consumers 
behavior [13,14,15]. Knowledge-based techniques are used to 
improve the recommendation process of IoT devices for IoT 
services' consumers. Hence, this research focuses more on the 
knowledge of IoT services' consumers by analyzing their 
tweets from Twitter. Then based on the consumers interests 
profiling, the knowledge-based recommender system starts the 
mapping process between the IoT devices registered by IoT 
device and service providers and the appropriate consumers. 

The purpose of this article is to present the design and 
implementation of a knowledge-based IoT recommendation 
system architecture to enhance the recommendation of IoT 
devices and services for users of IoT services. The knowledge-
based IoT recommendation system is based on a Service 
Oriented Architecture (SOA) and a deep learning model to 
predict the consumer’s interest using the consumer’s data. The 
contribution of this work can be outlined as follows: 

1) A knowledge-based IoT recommendation system based 

on SOA is designed and implemented to recommend IoT 

devices and services to consumers. 

2) This study uses a deep learning model called Long 

Short-term Memory (LSTM) to classify IoT services' 

consumers based on their interests. 

3) The knowledge-based IoT recommendation system is 

demonstrated using a prototype implementation and 

experiments using a Twitter API dataset with 15,791 tweets. 
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The rest of the article is organized as follows: The 
literature review is discussed in Section II, the design of the 
knowledge-based recommendation system architecture and the 
IoT services consumers’ interest analysis are presented in 
Section III, the implementation and experimentation are 
discussed in Section IV, Section V concludes with some 
concluding remarks and directions for future work. 

II. LITERATURE REVIEW 

Several research works have recognized the significance of 
recommendation systems for IoT environments and discussed 
different recommendation techniques including: i) content-
based, ii) collaborative filtering, iii) knowledge-based, and 
other techniques [16,17,18,19,20]. Other researchers 
conducted more specific survey papers on IoT 
recommendation systems related to the fields of context-aware 
[21], trust [22], and mobile health (m-health) [23]. Some 
research works used a content-based technique to recommend 
IoT devices and services. For example, Frey et al. [24] 
propose a novel recommendation system that collects IoT 
related information into inventories from smartphones to 
facilitate IoT device providers in recommending new 
personalized IoT devices that are similar to the ones that IoT 
services consumers are using. In particular, the 
recommendation system consists of three layers including: i) 
data gathering from mobile device, ii) building a digital 
inventory, and iii) creating personalized recommendations. 
Unlike this research work that neglects the idea of predicting 
suitable IoT devices and services based on the IoT services’ 
consumers knowledge, a knowledge-based technique is 
employed when predicting suitable IoT devices and services. 
In other words, it’s more likely that the IoT services’ 
consumers would prefer IoT devices and services that are 
related to their interest. 

Other research works used a collaborative filtering 
technique to recommend IoT devices and services. For 
example, Forouzandeh et al. [25] propose an IoT 
recommendation system based on a collaborative filtering 
technique. In particular, the system analyzes IoT services 
consumers’ behaviors and uses the Cosine similarity to 
aggregate the distance between two IoT devices or IoT 
services consumers. The proposed system architecture consists 
of three modules including IoT devices, IoT services, and IoT 
services consumers. Kashef [26] presents an IoT 
recommendation system based on a clustering technique that 
overcomes traditional collaborative filtering techniques that 
suffer from scalability and sparsity issues. In particular, the 
study compares the performance of several clustering 
algorithms including k-means, fuzzy c-mean, single-linkage, 
and self-organization maps. In the evaluation of these 
clustering algorithms the authors used several datasets 
including: i) LDOS-CoMoDa (i.e., movie ratings), ii) 
InCarMusic (i.e., music ratings), iii) Apps in Frappe’ (i.e., 
apps ratings), iv) POI in STS (i.e., rating of places), v) 
TripAdvisor (i.e., hotel ratings), vi) apple store ratings (i.e., 
apps ratings), and vii) drug review (i.e., patent reviews on 
drugs); where the performance of self-organization maps 
overcomes the other clustering algorithms. Unlike these 
research works that use collaborative filtering techniques for 
recommending IoT devices and services and use datasets that 

are not related to IoT devices and services to evaluate their 
proposed approaches; A real-world IoT dataset collected from 
Twitter, which included 15,791 tweets, was used to evaluate 
our proposed approach of analyzing consumers' interests in 
IoT services. 

Some research works used a hybrid technique to 
recommend IoT devices and services. For example, Bouazza 
et al. [27] propose an IoT recommendation system based on a 
hybrid technique (i.e., collaborative filtering and knowledge-
based techniques). In particular, the authors propose to use 
collaborative filtering and ontology to recommend IoT 
services that suit IoT services consumers’ needs. The 
proposed ontology namely, Social IoT (SIoT) consists of two 
different ontologies including social network ontology and 
IoT ontology. The proposed system uses SIoT ontology to 
identify the relationship between the IoT services consumer, 
IoT devices and IoT services to aggregate the IoT services 
consumer preferences. Moreover, the proposed system 
determine the top N IoT services based on other IoT services 
consumer ratings. Yao et al. [28] present a novel framework 
for recommending things of interest in IoT environments. In 
particular, the proposed framework is based on a probabilistic 
matrix factorization model. The model uses three different 
matrices including: i) user-user relationship matrix, ii) the 
thing-thing correlation matrix, and iii) the user-thing usage 
matrix. Unlike these research works that uses ontologies to 
predict the IoT services’ consumers prior knowledge about 
IoT devices and services, our proposed approach complements 
these research works by using a deep learning model namely, 
Long Short-term Memory (LSTM), to classify IoT services’ 
consumers based on their interest and recommend the 
appropriate IoT devices and services accordingly. 

Knowledge-based techniques and IoT technology is used 
in the literature for recommendations for smart city 
development and education systems. For example, Xin et al. 
[29] propose a knowledge-based education recommendation 
system utilizing IoT technology. In particular, the proposed 
recommendation system uses an ontology of scientific papers 
in the field of entrepreneurship (i.e., the authors used it as an 
example of building an ontology for the education system) and 
factorization matrix to measure the relevance of users’ 
feedback. Bokolo [30] presents a case-based reasoning 
recommender system for smart city development (i.e., case-
based reasoning is considered as a knowledge-based 
technique). The main notion of the system is to build a case 
library which represents a prior experience in the development 
of smart cities and measure the similarity of the current case 
with the ones stored in the library. Unlike these research 
works that use knowledge-based techniques and IoT 
technology for the recommendations of smart city 
development and education systems, knowledge-based 
techniques are used in recommending appropriate IoT devices 
and services. 

IoT technology is also utilized in the literature for context-
aware recommendation systems. For example, Cha et al. [31] 

present an IoT platform for real-time context-aware 
recommendation. In particular, the architecture of the 
proposed IoT platform uses a geofencing technique to model 
the user context-aware based on the location, time and 
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surroundings data collected from IoT users’ devices. The 
proposed IoT platform has been demonstrated using a tourism 
application. Gyrard and Shetha [32] propose a knowledge-
based recommendation system that uses IoT technology for 
the health-context recommendations. In particular, the 
proposed system exploits a knowledge repository which 
consists of linked open datasets and ontologies to recommend 
alternative medicine for daily discomforts such as fever and 
headaches. Jabeen et al. [33] present a hybrid-based 
cardiovascular health recommendation system that uses IoT 
technology. In particular, the proposed system uses four 
classifiers including Multi-layer Perceptron (MLP), Support 
Vector Machines (SVM), Random Forest (RF), and Naive 
Bayes (NB) for the process of classifying cardiovascular 
diseases. The classifiers are capable of predicting eight types 
of cardiovascular diseases (e.g., Hypertension and Acute 
Coronary Syndrome) using a dataset of cardiovascular 
diseases. In addition, the proposed system uses collaborative 
filtering technique for community advice on treatments. 
Gladence et al. [34] propose a recommendation system for 
home automation using IoT technology. In particular, the 
authors use Natural Language Processing (NLP) and voice 
recognition to help unfortunate people to gain control over IoT 
devices and the propose system makes recommendations 
based on the users iterations with the system. Mohamed et al. 
[35] present a collaborative filtering recommendation system 
for e-commerce products that uses IoT technology. In 
particular, the proposed system uses data collected from IoT 
devices to identify user behavior and other users’ feedback on 
products to make the recommendation of personalized e-
commerce products. Unlike these research works that uses IoT 
technology for recommending products and other context-
aware related recommendations such as health related 
applications, this paper focus on recommending IoT devices 
and services. 

III. KNOWLEDGE-BASED IOT RECOMMENDATION SYSTEM 

ARCHITECTURE 

In this paper, a knowledge-based IoT recommendation 
system architecture is proposed that uses the Service Oriented 
Architecture (SOA) to deliver IoT devices and services’ 
recommendations based on IoT services consumers’ prior 
knowledge about IoT devices and services. Fig.1 depicts the 
architecture of our knowledge-based IoT recommendation 
system which consists of three different layers including: i) 
the IoT Device and Service Providers Layer, ii) the 
Knowledge-based IoT Recommendation Layer, and iii) the 
IoT Services Consumers Layer. 

The IoT Device and Service Providers Layer. This layer 
consists of several IoT device and service providers where IoT 
devices are provided through shipping companies to IoT 
services consumers. IoT services are normally provided 
through web portals and mobile applications. The IoT device 
and service providers interact with Knowledge-based IoT 
Recommendation Layer through the IoT Device and Service 
Registry where they can advertise their IoT devices and 
services. In order to register the IoT devices and services, the 

providers need to add the IoT device or service ID, 
description, and choose an IoT category. In this phase of our 
work, five different categories are identified for IoT devices 
and services namely Health, Energy, Education, 
Transportation, and Industry. 

The Knowledge-based IoT Recommendation Layer. This 
layer consists of eight components including: i) IoT Services 
Consumers Identity Management (IdM), which is responsible 
for managing the IoT services consumers identities and 
require IoT services consumers to register their credentials 
when they attempt to use the recommender system for the first 
time, ii) IoT Services Consumers Tweets Collector which is 
responsible for collecting the IoT services consumers tweets 
from Twitter API (i.e., this component will be elaborated 
further in Section 3.1) after requesting their permission to gain 
access to their Twitter account, iii) Term Frequency–Inverse 
Document Frequency (TF-IDF) Calculator which is 
responsible for measuring the terms relevance in the IoT 
services consumers tweets (i.e., which will be explained in 
detail in Section 3.2.1), iv) IoT Services Consumers’ Interests 
Analysis which is responsible for identifying the IoT services 
consumers’ interests (i.e., prior knowledge about IoT devices 
and services, more details about the IoT services consumers’ 
interests identification are presented in Section 3.2.2), v) 
Categorized IoT Services Consumers is responsible for storing 
the IoT services consumers categories based on the identified 
interests (i.e., whether the IoT services consumers interested 
in IoT devices or services related to the health, energy, 
education, transportation, or industry domain), vi) IoT Device 
and Service Registry is responsible for managing the IoT 
devices and services advertisements where IoT device and 
service providers are required to register their IoT devices and 
services by adding the IoT device or service ID, description, 
and choose an IoT category as aforementioned earlier, vii) 
Recommendation Handler is responsible for handling IoT 
device and service recommendation requests from IoT 
services consumers and recommendation feedbacks, and viii) 
Recommendation Mapper which is responsible for mapping 
the recommendations based on the IoT services consumers’ 
category (i.e., based on their interests) and the IoT device and 
service registered in the IoT Device and Services Registry 
(i.e., this component will be elaborated further in Section 
3.2.3). 

The IoT Services Consumers Layer. This layer consists of 
several IoT services consumers who use IoT devices received 
from IoT device and service providers through shipping 
companies. IoT services consumers also use IoT services 
through web portals and mobile applications. The IoT services 
consumers interact with Knowledge-based IoT 
Recommendation Layer through the Recommendation 
Handler where they can request an IoT device and service 
recommendation and receive the recommendation feedback. 
In order for the IoT services consumers to start using the 
recommender system, they are required to register their 
credentials first through the IoT Services Consumers Identity 
Management (IdM). 
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Fig. 1. A Knowledge-based IoT Recommendation System Architecture. 

A. IoT Services Consumers’ Tweet Collector 

The IoT Services Consumers’ Tweets Collector is used to 
get the IoT services consumers tweets based on IoT 
categories. According to several research works the IoT 
devices and services are applied in several domains including 
health, energy, education, transportation, and industry 
[16,17,18,19,20]. Thus, these application domains were used 
as categories for IoT service consumers' interests. Then, 
several keywords are used to retrieve tweets related to each 
IoT proposed interests’ category as shown in Table I (i.e., in 
Section 4.2, the dataset is described in more detail). Then the 
IoT services consumers’ tweets collector uses these keywords 
to collect the IoT services consumers tweets from Twitter API. 

B. IoT Services Consumers’ Interests Analysis  

1) Term Frequency–Inverse Document Frequency (TF-

IDF): Term frequency and inverse document frequency (TF-

IDF) is a statistic metric used in text mining that determines 

how relevant a term is to a particular IoT services consumers 

tweet comparing with all IoT services consumers tweets. TF-

IDF assigns two scores to each word in an IoT services 

consumers’ tweets: term frequency (TF) and inverse document 

frequency (IDF). IDF calculates a word’s inverse document 

frequency, whereas TF calculates the number of times a term 

appears in an IoT services consumers’ tweets. In this paper, 

the TF-IDF is computed for the most frequent K vocabularies 

for all posts for the purpose of modeling different terms. Each 

IoT services consumers tweet has a K-word dictionary 

reflecting the importance of each term, and the value is 0 if the 

term does not appear in the IoT services consumers’ tweets. A 

matrix of K×N can be constructed as the input of LSTM model 

(see Section 3.2.2) based on the corresponding K-word TF-

IDF dictionary. The TF-IDF weight of that sentence is 

computed by multiplying the two scores [36]. 

TABLE I. THE IOT PROPOSED INTERESTS’ CATEGORIES AND RELEVANT 

KEYWORDS 

IoT  Keywords 

Energy 

Energy Consumption 

Energy Conservation 

Energy Technologies 

Health 

Health Technologies 

Wearable Technologies 

Digital Health 

Health Informatics 

Industry 

Industry Technologies 

Smart Industry 

Industry Solutions 

Transportation 

Transportation Solutions 

Smart Transportation 

Transportation Technologies 

Education 

Smart Classrooms 

Education Technology 

Education Automation 
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Where TF-IDF denotes the importance of a phrase in an 
IoT services consumers’ tweet. The higher the TF-IDF weight 
score, the more significant the term in the IoT services 
consumers’ tweets. The suggested model extracts and models 
different terms in our dataset using the TF-IDF measure. The 
following equations (1) and (2) can be used to compute TF 
and IDF of terms: 

TF(t) = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑤𝑜𝑟𝑑 𝑎𝑝𝑝𝑒𝑎𝑟 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
          (1) 

IDF = 𝑙𝑜𝑔
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑤𝑜𝑟𝑑 𝑖𝑛 𝑎𝑙𝑙 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
           (2) 

Here, the TF-IDF value is computed by making a product 
of the two statistics which means the weight of the words as in 
Equation (3): 

TF- IDF(t) = 𝑇𝐹(𝑡)  ∗  𝐼𝐷𝐹(𝑡)            (3) 

TF-IDF is used in this study because it provides a vector 
representation of the IoT services consumers tweets. The next 
step is to analyze the IoT services consumers’ interests after 
computing the TF-IDF for our dataset. 

2) IoT Services consumers’ interests classification using 

LSTM model: The LSTM model is a powerful deep learning 

algorithm that produces excellent results and has been applied 

to several text classification tasks [37, 38, 39, 40]. Our study 

employs a LSTM model to learn high-level discriminative 

representations and to identify the IoT services consumers’ 

interests across several categories, including education, 

energy, health, industry, transportation, and others. Using TF-

IDF to extract input representations, the structure of LSTM is 

expressed in the following manner: 

𝑖𝑡 = 𝜎 (𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)            (4) 

𝑓𝑡 = 𝜎 (𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)            (5) 

𝑜𝑡 = 𝜎 (𝑊𝑜 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)            (6) 

𝑐𝑡 = 𝑓𝑡 ⨀𝑐𝑡−1 + 𝑡𝑖⨀ tan ℎ (𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)          (7) 

ℎ𝑡 = 𝑜𝑡⨀ tan ℎ (𝑐𝑡)             (8) 

𝑖t, 𝑓t, 𝑜t and 𝑐t are the input gate, forget gate, output gate, 
and cell input vector respectively. The last hidden state is 
ℎ[𝑡−1], the current input is 𝑥𝑡, the weighted matrix is 𝑊 ∗, and 

the biases are 𝑏 ∗. The 𝜎 is a logistic sigmoid function, while 
the tan ℎ function is a tangent function. The element-wise 
product of two vectors is ⊙. 

Our LSTM model has the following configurations. It uses 
2000 epochs and a loss function namely mean squared 
logarithmic error with adam optimizer. The softmax activation 
function is used in all the input, hidden and output layers. The 
total number of tunable parameters used in the proposed 
model are summarized in Table II. 

TABLE II. THE DESCRIPTION OF THE PROPOSED LSTM MODEL 

Layer (type)  Output Shape Param # 

Embedding (None, 25, 50) 1,647,250 

Spatial Dropout1d (None, 25, 50) 0 

LSTM (None, 124) 29,440 

Dense (None, 5) 325 

Total params 1,677,015 

Trainable params 1,677,015 

3) Recommendation mapper algorithm: In the knowledge-

based IoT recommendation system, we propose that the 

Recommendation Mapper is responsible for mapping the 

recommendations based on the IoT services consumers’ 

category (𝑐) and the IoT device (𝑖) or IoT service (𝑖) that has 

the same IoT device and services category (𝑖) which are 

registered in the IoT Device and Services Registry R𝑖. Then 

the Recommendation Mapper starts the mapping process and 

updates the recommendation table (𝑐) and present the 

recommendation 𝑚 to the IoT services consumers 𝑐. 

Algorithm 1 shows the brief process of the Recommendation 

Mapper. 

Algorithm 1 Recommendation Mapper Algorithm 

1. Initialization: Compute 𝑇𝐹 − 𝐼𝐷𝐹(𝑡) ∈ 𝐶(𝑡) if any 
2. Prediction: Compute 𝑖𝑡 , 𝑓𝑡 , 𝑜𝑡 , 𝑎𝑛𝑑 ℎ𝑡 ∈ 𝐶(𝑡) to predict (𝑐) 

3. Mapping: Check 𝑅𝑖 

if 𝑑(𝑖) 𝑜𝑟 𝑠(𝑖) ∈  (𝑖) =  (𝑐) then 

  Update (𝑐) 
else 
  Notify c “There are no recommended IoT devices or services at the 
    moment, please try again later.” 
end if 

4. Recommendation: Get 𝑚 ∈  (𝑐) 

for each 𝑚 ∈  (𝑐) 
  Present 𝑚 𝑡𝑜 𝑐 
end for 

IV. IMPLEMENTATION AND EXPERIMENTATION  

This section describes the knowledge-based IoT 
recommendation system for evaluating the IoT services 
consumers' interest classification model collected using 
Twitter API. Second, we explain the dataset that we have 
collected using Twitter API to evaluate the IoT services 
consumers’ interest classification model. Finally, the results of 
the empirical experimentation are discussed to validate the 
performance of the classification model for IoT services 
consumers' interests. 

A. System Implementation 

The implementation of the knowledge-based IoT 
recommendation system is developed using Flutter 3.0.2 for 
the mobile application’s Graphical User Interfaces (GUIs) to 
enable IoT device and service registration and advertisement, 
as well as, IoT device and service recommendation requests 
and feedbacks. PHP 8.1.7 is used for the mobile application 
backend. Python 3.10.5 is used for the development of the IoT 
services consumers’ interest classification model in the 
backend. MySQL 8.0.29 for the development of the database. 
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  (a) Admin Dashboard.   (b) IoT Device and Service Providers Dashboard.  (c) Manage IoT Devices and Services. 

  
   (d) IoT Services Consumers Dashboard.   (e) IoT Devices and Services Recommendation. 

Fig. 2. Knowledge-based IoT Recommendation System’s GUIs 

The proposed knowledge-based IoT recommendation 
system uses several GUIs for the Admin, IoT device and 
service providers, and consumers of IoT services. Fig. 2 
illustrates some of the knowledge-based IoT recommendation 
system GUIs. For example, Fig. 2(a) showcases the admin’s 
dashboard where she can manage the users accounts whether 
they were IoT device and service providers or IoT services’ 
consumers, manage IoT categories (i.e., as mentioned earlier, 
the proposed method categorized IoT devices or services into 
several categories including health, energy, education, 
transportation, and industry, where the admin can eventually 
add new categories as required), add keywords related to the 
IoT categories to enable the IoT services consumers’ interests 
analysis. Fig. 2(b) illustrates the IoT device and service 
providers dashboard where they can manage their IoT device 
or service registration and advertisement by adding an ID, 
name, description, and image for each IoT device or service as 
shown in Fig. 2(c). Fig. 2(d) showcases the IoT services’ 
consumers’ dashboard where they can request IoT device or 
service recommendation after requesting their permission to 
gain access to their Twitter account. Fig. 2(e) illustrates the 

IoT device and service recommendation to the IoT services’ 
consumers which is based on their interests. Moreover, a 
like/dislike buttons are added to have some feedback from the 
IoT services’ consumers (i.e., this will help us in calculating 
the True Positives (TPs), False Positives (FPs), False 
Negatives (FNs), True Negatives (TNs) later on). 

B. Data Description 

To evaluate the performance of the IoT services 
consumers’ interest analysis which is the core of the proposed 
knowledge-based IoT recommendation system, a real-world 
IoT dataset is collected using Twitter Application 
Programming Interface (API). The dataset was collected from 
August 2021 until October 2021. It contains around 15,791 
distinct tweets and 11,421 users. Fig. 3 displays the number of 
tweets for each category. After that the following pre-
processing was performed on the dataset: (i) lower casing all 
words; (ii) filtering out all stop-words non-alphabetic 
characters; and (iii) removing all words that occurred too 
rarely in the documents. Finally, the labeling process is 
conducted to annotate tweets for the classification task using 
LSTM model. 
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Fig. 3. Data Description. 

C. Performance Evaluations 

To evaluate the IoT services consumers’ classification 
using LSTM model, we split the dataset into training and 
testing datasets 70% and 30% respectively. The training 
dataset includes 12,632 tweets from 7,995 users and the 
testing dataset includes 3,426 tweets from 3,159 users whereas 
we divide these users into 5 groups representing the IoT 
services’ consumers interests categories including health, 
energy, education, transportation, and industry. In the 
following Section 4.3.1, we describe the evaluation methods 
used to test our model’s performance. We then described the 
comparison methods in Section 4.3.2. Section 4.4 summarizes 
the results of our experiments. 

1) Evaluations methods: Several well-known evaluation 

metrics [40] are used including accuracy, precision, recall, and 

F1-score which are calculated based on the numbers of True 

Positives (TPs) (i.e., the IoT services consumers’ interests 

classification model predicted positive and it is true), False 

Positives (FPs) (i.e., the IoT services consumers’ interests 

classification model predicted positive and it is false), False 

Negatives (FNs) (i.e., the IoT services consumers’ interests 

classification model predicted negative and it is false), True 

Negatives (TNs) (i.e., the IoT services consumers’ interests 

classification model predicted negative and it is true). These 

evaluation metrics are calculated as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦= 
𝑇𝑃𝑠 + 𝑇𝑁𝑠

𝑇𝑃𝑠 + 𝐹𝑃𝑠+ 𝑇𝑁𝑠+𝐹𝑁𝑠
            (9) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑃𝑠

𝑇𝑃𝑠 + 𝐹𝑃𝑠 
           (10) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃𝑠

𝑇𝑃𝑠 + 𝐹𝑁𝑠
           (11) 

F1-Score= 2 ∗ (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
)          (12) 

2) Methods for comparison: The proposed approach was 

compared with three well-known models: 

a) Naive Bayes (NB): is a supervised machine learning 

method that utilizes Bayes theory to identify consumer 

attitudes [41, 42]. 

b) Support Vector Machine (SVM): is a supervised 

machine learning algorithm that has been used for 

understanding consumer interests [43,44]. 

c) Logistics Regression (LR): is another machine 

learning model that has been used to analyze user interests 

from Twitter data [45, 46]. 

d) Long- Term Short Memory (LSTM): A deep learning 

model that can be used to perform sentiment analysis on 

social. 

Media [36,47,48]. 

D. Result and Discussion 

The empirical experimentation is performed for the IoT 
services consumers’ interests classification model against the 
five groups of the IoT services’ consumers’ interests where 
the precision, recall, and F1-Score is calculated for each 
category as shown in Fig. 4. The highest result in precision 
appeared in the health category to reach 0.96 as shown in Fig. 
4(c). Fig. 4(c) shows the highest recall score of 0.95. The 
highest result in F1-score appeared in the education category 
and energy category and it is recorded at 0.95 and 0.96 
respectively. 

This study used several methods for conducting a 
comparative study. The LSTM model is compared with three 
well-known models: NB, SVM, and LR. These models are 
evaluated in terms of accuracy. Fig. 5 shows the accuracy 
results for our model compared with other classifiers. 
Compared to LSTM, SVM, and LR, Naive Bayes performed 
the worst with an accuracy score of 0.82. Conversely, LSTM 
has the highest accuracy score when compared to other 
methods. The LSTM achieved an accuracy of 0.96. Fig. 6 
illustrates the training accuracy and validation accuracy of the 
proposed model. According to the results, the proposed model 
can identify consumers’ interests from social media 
effectively, resulting in high accuracy in IoT devices and 
services recommendations. Fig. 7 illustrates the IoT services 
consumers’ interests classification model confusion matrix. 
The LSTM model correctly predicted 0.96 tweets, while it 
mis-predicted 0.4. 
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  (a) Education Category Experiment Analysis.   (b) Energy Category Experiment Analysis. 

  
  (c) Health Category Experiment Analysis.    (d) Industry Category Experiment Analysis. 

 
(e) Transportation Category Experiment Analysis. 

Fig. 4. The IoT Services Consumers’ Classification Model Empirical Experimentation Analysis. 
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Fig. 5. Accuracy of the Proposed Model Compared to other Classifiers. 

 

Fig. 6. The Accuracy of the Proposed Model. 

 

Fig. 7. The IoT Services Consumers’ Classification Model Confusion 

Matrix. 

V. CONCLUSION 

IoT devices connected to the internet have increased 
dramatically and played an important role in several domains 
such as health, energy, education, transportation, industry, and 
other domains. With this increase, IoT services’ consumers 
find it difficult to choose the suitable IoT devices and services 
that solve their problems. This paper explores how consumers' 
knowledge about IoT services can be used to predict suitable 
devices and services. Therefore, a knowledge-based IoT 
recommendation system is introduced based on SOA to allow 
IoT device and service providers to register and advertise their 
IoT device and services and recommend IoT devices for IoT 
services consumers based on their interest. In particular, this 
paper presents an IoT services consumers’ interests 
classification model that uses a deep learning model namely, 
Long Short-term Memory (LSTM), to classify IoT services’ 
consumers based on their interest. In order to demonstrate the 
feasibility of our proposed approach, a real-world IoT dataset 
is collected from Twitter that includes more than 15,791 
tweets, a prototype system is implemented, and empirical 
experiments were conducted. The results of the experiments 
on the IoT services consumers’ interests classification model 
were promising where the overall average results in accuracy, 
precision, recall, and F1-score are 0.96, 0.95, 0.96, and 0.95 
respectively. 

In future work, the IoT recommendation system will be 
extended to be a hybrid recommendation system, which can be 
enhanced by collaborative filtering techniques. Furthermore, 
several IoT categories and languages such as Arabic will also 
be added to evaluate the accuracy of the proposed model. As 
part of our recommendation system, videos can also be added 
to explain how to use IoT devices. 
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Abstract—In the telecommunication industry, being able to 

predict customers’ behavioral pattern to successfully design and 

recommend a suitable tariff plan is the ultimate target. The 

behavioral pattern has a vital connection with the customers’ 

demographic background. Different researches have been done 

based on hypothesis testing, regression analysis, and conjoint 

analysis to determine the interdependencies among them and the 

effects on the customers’ behavioral needs. This has presented us 

with ample scope for research using numerous classification-based 

techniques. This work proposes a model to predict customer’s 

behavioral pattern by using their demographic data. This model 

was built after investigating various types of classification-based 

machine learning techniques including the traditional ones like 

decision tree, k-nearest neighbor, logistic regression, and artificial 

neural networks along with some ensemble techniques such as 

random forest, adaboost, gradient boosting machine, extreme 

gradient boosting, bagging, and stacking. They are applied to a 

dataset collected using a questionnaire in India. Among the 

traditional classifiers, decision tree gave the best result of 81% 

accuracy and random forest showed the best result among the 

ensemble learning techniques with an accuracy of 83%. The 

proposed model has shown a very positive outcome in predicting 

the customers’ behavioral pattern. 

Keywords—Customer behavior; data analytics; ensemble 

learning; machine learning; telecommunication industry 

I. INTRODUCTION 

Telecommunication industry is one of the world’s largest 
services providing industry and is known for having the highest 
number of customers. Customers are the most vital entity of any 
business platform, and the telecom sector is no exception to 
that. Bringing in new customers, understanding their needs and 
requirements, dividing the customers into proper groups to be 
able to offer the right product or service, gain their loyalty and 
retain them in the long term are the targets of any customer-
centric business. As for the telecommunication sector, retaining 
customers has become a necessity to survive in the competitive 
market. 

In [1], the authors have discussed the framework containing 
the development over the recent years in the Indian mobile 
communication sector. Over 23 years, the Indian telecom sector 
has seen a fundamental shift in communication modes from 
fixed line to mobile, making India the world's second-largest 
telephone market. The exponential rise of smart phones and the 

Internet in 2013 marked the beginning of the era of convergence 
of two technologies: mobile and the Internet. In India, mobile 
penetration (density) has increased from 4% in 1995, when 
mobile telephony was first introduced, to 88.50% in 2019 (with 
1165.46 million subscribers). The low density of mobile 
telephony in rural India remains an issue. This high mobile 
density in urban India is owing to higher per capita income, 
education, and network externality (as compared to rural India), 
resulting in a single user owning numerous subscriber identity 
modules (SIM). The Indian population's total teledensity has 
surged up to 90.1% as of March 2019 [2]. In this paper, authors 
have given a deep insight into the telecommunication industry 
and their relationship with their customers and how it has 
developed over the years.   The necessity to maintain existing 
consumers has grown over time as the number of new entering 
customers decrease. The urban India had a teledensity of 
159.66% in March 2019, while rural India had a teledensity of 
57.5%. This demonstrates the significant differences in people's 
socioeconomic position based on where they live. For example, 
metro cities like Delhi had a teledensity of 238.57%, Kolkata 
had a teledensity of 165.51%, and Mumbai had a teledensity of 
165.62 %, whereas the states of Bihar had a teledensity of 59.95 
%, Assam had a teledensity of 68.81 %, and so on. As a result, 
the location is crucial in determining the demands and 
requirements of customers. This latter   compels us to go on to 
the next level in customer relationship management: customer 
segmentation. 

In the telecommunication sector, geographic location, 
socio-economic background, age group, gender identity, and so 
on have a profound impact on the selection of tariff plans by 
their respective customers. A significant variation in the 
selection of tariff plans can be observed between customers 
belonging to a metropolitan city to that of a rural area. Hence, 
this invites scope for better customer segmentation and 
customization of services. To address this existing generalized 
tariff system in the Indian telecommunication industry, our 
work focuses on predicting customer behavioral pattern that 
would lead to better-personalized tariff plans by designing a 
flexible tariff plan for the customers in accordance with their 
needs. 

Keeping those aspects in the hindsight, we propose to 
analyze the customers’ demographic data using different 
classification-based machine learning techniques such as 
decision tree, logistic regression, k-nearest neighbor, and 
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artificial neural network among traditional classifiers and 
random forest, Adaboost, extreme gradient boosting, gradient 
boosting machine and stacking among ensemble learning 
techniques. This study is used to train the model into predicting 
the customers’ behavioral pattern in the form of call duration 
and data consumption. The result of the proposed model is at 
par with the desired outcome. With a larger amount of data the 
performance of the model could be improved and could be 
enhanced significantly. 

The rest of the paper is organized as follows: Section II 
shows the related works in the research area. Section III 
discusses the machine learning techniques used in the proposed 
research model. Section III also provides a detailed idea about 
the dataset used and the methodology followed in the research. 
The results that are obtained by the research are detailed in 
Section IV, Section V highlights the discussion of the present 
work and the whole work has been concluded in Section VI. 

II. RELATED WORK 

The Telecom sector offers services that broadcast voice, 
data, sound, text, video, and other signal forms. It also consists 
of wired and wireless activities. Nowadays, when the Internet 
is the dominating factor, the telecommunication industry has 
grown tremendously. In order to meet the increasing demand 
for data consumption, the telecommunication service industry 
needs to rise so that it can keep up with the high usage of social 
media platforms. Over the years, authors across the globe have 
worked with different datasets belonging to the 
telecommunication sector spanning various countries. Hence, 
we try in our work to analyze and assimilate a few of the 
previous works based on tariff plan design in the 
telecommunication sector. Authors in (Nkordeh et al., 2017) [3] 
discussed the growth of GSM in the Nigerian 
telecommunication industry over the period time of 2001 to 
2016. They performed a detailed market analysis of the annual 
growth based on subscribers, revenue growth, and market 
penetration and how it caused the loss of subscribers. In (Shao 
et al., 2017) [4], the authors have performed a study which 
adopts MTFPI (Malmquist total factor productivity index) and 
data envelopment analysis to conclude that because of their 
high acceptance of technology developments, the 
telecommunication service industries had a higher rate of 
productivity growth. In [5] the author intended to offer a CRM 
optimization scheme for the telecommunications industry 
utilizing business intelligence (BI). In the first phase of their 
work, they conducted a literature survey for all available 
assignments in the Scopus and web of science. New concepts 
were introduced to the current work in its second phase and the 
third phase, the new approach was implemented by a Brazilian 
telecommunications operator. Authors in [6] used hypothesis 
testing to study the impact of business intelligence on CRM 
from the perspective of the employees of telecommunication 
companies in Oman. Tong et al. discussed a way of increasing 
customer loyalty through the use of net promoter data mining 
(NPS) which depended on information gained on decision tree 
model and k-means clustering [7]. They attempted to identify 
the reasons for customer loyalty and conclude the connection 
between the NPS and the financial performance of the customer 
groups. Jose et al. sought to determine the important parameters 
affecting the performance of the telecommunication contact 

center which was vital to customer satisfaction [8]. A case study 
on Big Data Analytics in the incoming and external contact 
center was undertaken by the authors by using principal 
component analysis (PCA), factor analysis, regression analysis, 
and cross-tabulation. Bahri-Ammari and Bilgihan proposed a 
framework that uses hypotheses testing for examining the 
relationship between customer satisfaction and loyalty and 
customer retention [9]. In reconciling customer satisfaction 
among mobile telecommunication providers, Newton and 
Ragel reviewed the potential relational linkages concerning 
customer loyalty with the help of correlation and regression 
analysis [10]. The authors intended to detect the degree, 
relationships, and impact of customer satisfaction and 
reliability. In their article, Belwal and Amireh have been 
focused on the Omani telecommunications market and have 
evaluated the service quality of two main Omani telecom 
companies: Omantel and Ooredoo [11]. This was tested on 
customer attitudinal loyalty to see how the five SERVQUAL 
factors influenced it, by using a machine learning technique 
called structural equation modeling. 

In a variety of industries, including telecom, understanding 
how consumers make tariff decisions is a key issue. Most 
telecommunication service providers assign customers with a 
variety of mobile plans from which they can choose one that 
best suits their monthly needs. As mentioned in [12] due to 
many service providers, the telecom business has become 
extremely competitive. Their study proposed an association-
based rule mining technique to help telecom operators select 
optimal recharge combo deals that are appropriate for their 
clients. In another work, Gerpott and Meinert used hypotheses 
testing on data obtained from the German subsidiary of a large 
multinational MNO to analyze the degree of tariff plan misfit 
depending on the socio-demographic features [13]. 

Consumer overspending in mobile plan selections may 
result in higher revenues for telecom service providers. 
However, it could ultimately lead to less satisfied customers 
and are thus more prone to churn, which is a major problem for 
telecom service providers. As a result, enhancing customer 
happiness by encouraging them to make better choices is a 
superior long-term approach. Author in [14] studied the impact 
of launching of JIO on the Indian telecommunication market 
which led to a one-dimensional design of the tariff plans in the 
long term and resulted in the need for getting a better 
understanding of the customers’ requirements. Bibim and 
Ramanathan tried to use conjoint analysis to determine the best 
combination of data, voice, and SMS for postgraduate and 
undergraduate students, as well as to investigate how they use 
it [15]. The suitable effects on customer loyalty and customer 
relationship management in the Indian telecommunications 
sector had been shown by [16] with the help of Exploratory 
Factor Analysis and Regression Analysis. 

The most challenging issue is the difficulty to comprehend 
consumers' tariff options. Although customers aspire to save 
money by selecting a cost-cutting strategy, they are only 
partially focused on resolving the issue. As a result, rather than 
making tariff decisions based on predicted demand, they tend 
to simplify the process by employing cognitive shortcuts, such 
as heuristic thinking, which leads to systemic tariff biases. 
Ignoring how consumers utilize heuristic thinking can lead to 
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failures in consumer protection and market control policies. 
The authors in [17] have investigated the quality of decision 
making in a lab setting where consumers were presented with a 
limited number of mobile phone plan options. However, they 
have not dealt with varying degrees of tariff complexity as well 
as unknown usage. According to Jin et al., the goal of their 
study has been to check whether consumers employ a specific 
type of heuristic reasoning, known as salience-based decision 
making when choosing mobile plans and they preferred the 
approach of hypotheses testing [18]. Based on market 
segmentation theory, Shuochen et al. have introduced a 
matching model that links tariff packages and consumers' usage 
behavior (e.g., total minutes utilized, data consumption, etc.) 
[19]. Gerpott and Meinert  have looked at the relationship 
between outgoing mobile voice minutes and monthly mobile 
internet data traffic in a sample of 11,614 residential postpaid 
members over 25 months, from October 2011 to October 2013 
by using regression analysis [20]. Díaz examined the factors 
determining customer satisfaction and customer loyalty in the 
Peruvian mobile market [21]. Multinomial logit and the GSEM 
estimates have showed, based on a survey of 1259 customers, 
how customer satisfaction determinants can be assessed when 
satisfaction has been measured using ordered categorical data. 

Ascarza et al. have examined the efficacy of retention 
campaigns with the help of a large-scale field test where 
recommendations for plans have been provided to some 
customers and not others [22]. Lee et al. have used conjoint 
analysis in their research to study the effects of B2B service 
introduction in the Korean telecommunication industry [23]. In 
their research, Garcia-Marioso and Suárez  have examined the 
reasons that motivate consumers to transfer mobile operators by 
using logit model over data from a longitudinal survey of 4110 
Spanish mobile users conducted over the period of 2015 and 
2016 [24]. Xu et al. presented a system for predicting customer 
turnover that employed an ensemble-learning technique, 
including stacking models and soft voting [25]. Bachan and 
Gaber performed churn prediction by using decision tree, 
logistic regression, and support vector machine [26]. Capponi 
et al. used a formal economic model to investigate the 
incentives for businesses and to offer tailored pricing plans 
when customers were on the verge of quitting and their service 
utilization was heterogeneous [27]. Kim et al. addressed a few 
of the research gaps such as lack of customer support and 
subscription work that had been based on the benefits and 
rewards that result in customer subscription, subscription 
switching costs, and retention of customer support [28]. 

After analyzing various previous works, we notice that even 
though various machine learning techniques, alongside many 
non-IT-based techniques, have been used time and again by 
researchers to get a better understanding of the customers. 
These works have primarily revolved around regression 
analysis and hypothesis testing. To provide personalized tariff 
plans, many works have tried to study the customers’ 
behavioral pattern. The authors have mostly concentrated on 
finding the interrelationship among the constraints by using the 
correlation coefficient and likelihood ratio to get a better 
understanding of the customers’ behavior. Hence, the objective 
of our work is to take a different approach where irrespective 
of the interdependency among the constraints. It is not the focal 

point of the work. A step-by-step learning approach has been 
considered where the pattern of different constraints and how it 
can impact the main governing aim has been comprehensively 
analyzed. 

III. MATERIALS AND METHODS 

Classification falls under the supervised learning category, 
where the targets are also given access to the input data. 
Supervised learning is a type of machine learning where the 
output is predicted by the machines using well-labeled training 
data that has been used to train the machines. The term "labelled 
data" refers to input data that has already been assigned the 
appropriate output. This section accounts for a detailed 
description about different traditional as well as ensemble 
learning based classifiers used in the proposed model. 

A. Traditional Classifiers 

1) Decision tree: A decision tree is considered one of the 

few most generally used grading systems in classifying data or 

understanding the hidden pattern of a particular data collection. 

It consists of a group of nodes among which the first node is 

designated as the root node while the rests are known as internal 

and leaf nodes. The last layer of the decision tree consists of 

leaf nodes which usually have a predefined class target value. 

The primary backbone for building a decision tree is repeatedly 

dividing the nodes on each level based on the criteria for 

splitting [29]. This splitting and expanding phases last until a 

stopping criterion are encountered. The various criteria can be 

represented as follows numerically, 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛𝐺𝑎𝑖𝑛(𝑏𝑖 , 𝑅) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑧, 𝑅) −

∑
|𝜎𝑏𝑖=𝑢𝑖.𝑗

𝑅|

|𝑅|𝑢𝑖,𝑗∈𝑑𝑜𝑚(𝑏𝑖) ∙ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑧, 𝜎𝑏𝑖=𝑢𝑖.𝑗
𝑅)          (1) 

Where, 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑧, 𝑅) = ∑ −
|𝜎𝑧=𝑑𝑗

𝑅|

|𝑅|
∙ log2

|𝜎𝑧=𝑑𝑗
𝑅|

|𝑅|𝑑𝑗∈𝑑𝑜𝑚(𝑧)           (2) 

𝐺𝑖𝑛𝑖(𝑧, 𝑅) = 1 − ∑ (
|𝜎𝑏=𝑢𝑖.𝑗

𝑅|

|𝑅|
)

2

𝑑𝑗∈𝑑𝑜𝑚(𝑧)             (3) 

Where, R= a training set; 𝑏𝑖= a discrete attribute; z= target 
attribute; 𝑢𝑖,𝑗= values. 

2) K-Nearest Neighbor: The KNN classifier assesses the 

similarity between the new system and the training process 

instances to classify a new process into either normal or 

intrusive classes. It also uses the class-label of the nearest k 

classes to predict the new process class. The assumption behind 

the procedure is that the processes of the same class are grouped 

into the vector space. The computation of the neighbor elements 

depends on the value of k which is the number of neighbors to 

describe the class of the data. The election of the immediate 

neighbors is done by majority voting. This is a straightforward 

solution but depends on the value of k. Euclidean distance 

metric can be used to calculate the distance and the 

mathematical representation has been shown in equation 4 [30, 

31]. 
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𝑑(𝑥, 𝑦) = √(𝑥1 − 𝑦1)2 + ⋯ + (𝑥𝑛 − 𝑦𝑛)2           (4) 

3) Logistic regression: Logistic regression is a sort of 

statistical probabilistic model of categorization. It is also used 

to forecast a category variable that depends on the predictor 

variables of one or more of them (such as client characteristics). 

In our problem, it is used after extensive data preprocessing on 

the original dataset [25]. The logistic regression uses sigmoid 

function and it will output the probability which will then be 

mapped to the two or more classes. 

𝑠(𝑧) =
1

1+𝑒−𝑧               (5) 

where, s(z) = output between 0 and 1 (probability estimate); 
z = input to the function; e = base of natural log. 

For multiclass logistic regression, the binary classification 
is run multiple times, once for each class. Prediction = max 
(probability of the classes). 

4) Artificial neural network: The artificial neural network 

(ANN) is a mathematical representation that is strongly based 

on the functional and structural aspects of the human nervous 

system. Each input of a neural network is multiplied by a weight 

which is then added to the sum of these weighted inputs, and 

the bias in the layers following the input layer. The network's 

last layer contains the transfer function, also known as an 

activation function, which helps in achieving the desired scalar 

output. The following is the mathematical representation of an 

artificial neuron: 

𝑂(𝑡) = 𝑓(∑ 𝑣𝑖(𝑡) ∙ 𝐼𝑖(𝑡)𝑛
𝑖=1 + 𝑐)            (6) 

where; 𝑂(𝑡) is the output which is found from the neural 
network at a given time, 𝑓 represents the activation or transfer 
function, 𝑐 is the bias, 𝐼𝑖(𝑡) and 𝑣𝑖(𝑡) are the inputs and their 
weights respectively [32]. 

B. Ensemble Learning 

Ensemble learning is a collection of distinct learning 
machines or classifiers that work together to produce more 
accurate and reliable results by combining all methods. An 
inducer, also known as a strong learner in ensemble methods, is 
a learner that is randomly well correlated with the actual 
classification of the labeled training set. While a weak learner 
is related to the true classification to some extent. Boosting, 
bagging, and random forests are some of the new techniques 
that have emerged because of the ensemble learning 
framework. In the training of the base model, parameter values 
vary as well, allowing different ensemble components to offer 
their uniqueness to the framework. As a result, ensemble 
systems are incredibly versatile and efficient in real-world 
applications, giving them the ability to solve and approach a 
wide range of problems. In ensemble learning, there are various 
aggregation strategies; bagging is one of them, and it is 
employed in prediction models to reduce variance. Other 
strategies include: stacking which tries to reduce prediction 
bias, and boosting which aids in the conversion of several weak 
learners into an aggregated strong model [29,25]. Fig. 1 shows 
a generalized tree representation of the work behind ensemble 
learning. 

1) Random forest: Random forest is an ensemble study that 

uses more than one decision-making tree for classification and 

regression. There is some randomness while selecting the 

subset and characteristics for the nodes of each tree in the 

random forest classifier. The Gini index is one of the criteria to 

divide the data into random forest. The random forest is also 

important for variables, which does not only contribute to the 

development of a precise model but also contributes to 

prediction [29,30]. Fig. 2 shows the tree representation of the 

working behind a random forest ensemble model. 

 

Fig. 1. Tree Representation of Ensemble Learning. 

 

Fig. 2. Tree Representation of Random Forest. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

175 | P a g e  

www.ijacsa.thesai.org 

2) Gradient Boosting Machine (GBM): GBM is a 

frequently used machine learning approach for both regression 

and classification issues. It is highly effective in solving a wide 

variety of practical applications. The GBM approach is 

considered an approach for numerical optimization, which 

seeks to identify an additive model to minimize loss. The GBM 

approach builds a new decision tree (i.e., "weak learners") at 

each step, which will lower loss function most effectively [33, 

34, 35]. 

𝐹𝑀(𝑥) = 𝐹𝑀−1(𝑥) + 𝛾𝑀ℎ𝑀            (7) 

where, M= number of iterations; 𝛾𝑀 = multiplier; ℎ𝑀(𝑥) = 
a base learner. 

3) Extreme Gradient Boosting (XGB): XGBoost is a 

regression tree with the same Decision Tree principles. It 

promotes regression and classification. This approach is an 

effective and scalable gradient booster (GBM) variation which 

is frequently used for computer vision, data mining, and other 

applications. The training is carried out via an "additive 

strategy": a tree ensemble model utilizes t additive functions to 

predict the output, given a molecule i using a descriptor xi 

vector [36,37]. The mathematical representation of a simplified 

objective of XGBoost has been shown in equation 7. 

𝐿(𝑡) = ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] + Ω(𝑓𝑡)𝑛
𝑖=1             (8) 

where, 𝐿(𝑡)is the objective function at iteration t and 𝑔𝑖 and 
ℎ𝑖 are the first and second order gradient statistics of the loss 
function. 

4) AdaBoost: AdaBoost is the acronym for adaptive 

boosting. It is a form of classification algorithm model of 

dichotomy which trains and combines a range of weak 

classifiers to fulfill the classification criteria of datasets. 

AdaBoost is adapted to increase the weight of a sample 

misclassified by the previous weak classifier and to reduce the 

weight of the correctly classified sample to the following weak 

learner. AdaBoost's instance categorization can be expressed 

mathematically as: 

𝐻(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑡 ∙ 𝑀𝑡(𝑥)𝑇
𝑡=1 )            (9) 

where 𝑀𝑡 represents the classifiers while 𝛼𝑡 is the individual 
weight of each classifier [38, 39]. 

5) Bagging: Bagging is an ensemble learning approach for 

improving the accuracy of other learning algorithms' 

predictions. An ensemble method of learning is a strategy that 

integrates numerous machine algorithms for the prediction that 

can be done with better accuracy and stability than with only a 

single algorithm. Bagging is very effective for decision tree, 

even though it may be used for various types of 

classification techniques. Bagging is a technique for combining 

numerous complex models and then averaging (in regression) 

or majority voting (in classification) the outputs of the different 

models of the same kind to create a more powerful prediction 

model [40, 30]. 

Input: Data set D = {(x1, y1), (x2, y2), . . . , (xm, ym)};  
Base learning algorithm L; Number of base learners T. 

Process: 

1. for t = 1, . . . , T : 

2.  ht = L(D,Dbs) //Dbs is the bootstrap distribution 

3. end 

Output: 𝐻(𝑥) = arg 𝑚𝑎𝑥𝑦∈𝑌 ∑ (ℎ𝑡(𝑥) = 𝑦)𝑇
𝑡=1         (10) 

IV. PROPOSED METHODOLOGY 

A. Dataset Used 

A survey in the form of a questionnaire was used to collect 
the data from different mobile phone users. It has been prepared 
after consulting with an Indian telecommunication service 
provider. It was designed by using google form and has been 
shared among different Indian telecommunication subscribers 
through different social media platforms, emails, and messages. 
The data was collected from the legal users of different Indian 
service providers in the form of a categorical form dataset. The 
questionnaire contains multiple-choice questions. The unclean 
dataset contains 476 user information and 88 attributes. Then, 
we have proceeded to the preprocessing steps which led to the 
formation of the final refined dataset containing 476 user 
information and 16 attributes. Table I shows the attribute list of 
the cleaned dataset and Table II shows the lists of attributes 
used to calculate the three target attributes obtained after the 
preprocessing. 

TABLE I. FINAL ATTRIBUTE LIST AND THEIR DESCRIPTION 

Attribute 

Name  

Labels 

Assigned 

Label 

Distribution 
Description 

Type of service 

used 

• Cellular 

Prepaid 

• Cellular 

Post-paid 

418 

58 

Connection 

type 

Age group 

• Under 18     

• 19 – 25 

Years    

• 26 – 40 

Years      

• 41- 55 Years     

• 56 and above 

4 

347 

77 

19 

29 

Customer age 

group 

Gender 

• Male  

• Female  

• Non-Binary

  

• Others 

309 

166 

0 

1 

Customer 

gender identity 

Occupational 

status 

• Employed 

  

• House wife 

  

• Business 

  

• Student 

• Retired 

71 

17 

8 

359 

21 

Customer 

occupational 

background 

Income group 

(income per 

month) 

• Below Rs. 

20,000  

• Rs.20,000 – 

50,000    

47 

64 

28 

29 

Customer 

monthly 

income 
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• Rs. 50,000 – 

1 Lakh    

• Above Rs. 1 

Lakh 

• Dependent 

308 

Education 

• Non-

graduate 

• Graduate  

• Post-

graduation 

and above 

300 

115 

61 

Customer 

educational 

background 

You have been 

using cellular 

services for 

• Less than 1 

Year  

• 1 to 3 years  

• More than 3 

Years 

21 

117 

338 

Duration for 

which the 

customer has 

been using the 

telecom service 

Average 

expense on 

cellular services 

per month will 

be about 

• Less than Rs. 

500 

• Rs. 500 – 

1000 

• Rs. 1001 – 

3000 

• More than 

Rs. 3000 

308 

141 

23 

4 

Approximate 

monthly 

expenditure on 

monthly 

recharge 

Do you use 

internet 

• Yes 

• No 

471 

5 

If the customer 

uses internet 

Preferable 

medium for 

messaging: 

• SMS/ Offline 

messaging 

Platform 

• Online 

Messaging 

Platform 

13 

 

463 

Customers’ 

preferred 

medium of 

messaging 

How frequently 

do you travel? 

• Once a year 

• Twice a year 

• More than 

twice 

177 

126 

173 

An approximate 

number of 

times the 

customer 

travels 

Where do you 

travel the most? 

• Within the 

country 

• Outside the 

country 

444 

32 

Travelling 

preference 

Do you use the 

same number 

while 

travelling? 

• Yes 

• No 

450 

26 

Preferred 

number used 

during 

travelling 

Total time spent 

on call during 

weekdays 

• 1 to 3 hours 

• 3 hours to 5 

hours 

• 5 hours to 10 

hours 

• More than 10 

hours 

0 

204 

144 

128 

Number of 

hours spent on 

call during the 

weekdays and 

over the 

weekend. 

(Target Data) 

 
Total time spent 

on call during 

weekends 

• 1 to 3 hours 

• 3 hours to 5 

hours 

• 5 hours to 10 

hours 

• More than 10 

hours 

0 

172 

154 

150 

Total data 

consumptions 

• Less than 

500 MB 

• 500 MB to 1 

GB 

• 1 GB to 3 

GB 

• More than 3 

GB 

74 

66 

211 

125 

Amount of 

mobile data 

consumed. 

(Target Data) 

 

TABLE II. TARGET ATTRIBUTES AND THEIR DETAILS 

Target 

Attributes 

Attributes used to obtain the 

Target Attributes 
Description 

Total time 

spent on call 

during 

weekdays 

Preferable time to connect 

during the weekdays 

(Monday- Friday): [Family] 
Preferred time of the 

day to connect over 

calls during the 

weekdays.  

• Morning (6am – 12 

pm) 

• Afternoon (12pm – 

5pm) 

• Evening (5pm – 

10pm) 

• Night (10pm – 6am) 

Preferable time to connect 

during the weekdays 

(Monday- Friday): [Relatives] 

Preferable time to connect 

during the weekdays 

(Monday- Friday): [Friends] 

Preferable time to connect 

during the weekdays 

(Monday- Friday): [Colleague] 

Preferable time to connect 

during the weekdays 

(Monday- Friday): [Others] 

Time spent for total calls per 

day during weekdays 

(Monday- Friday): [Family] 

Time duration spent 

on calls during the 

weekdays at different 

time of the day. 

• Less than 1 hour 

• 1 hour to 3 hours 

• 3 hours to 5 hours 

• More than 5 hours 

Time spent for total calls per 

day during weekdays 

(Monday- Friday): [Relatives] 

Time spent for total calls per 

day during weekdays 

(Monday- Friday): [Friends] 

Time spent for total calls per 

day during weekdays 

(Monday- Friday): [Colleague] 

Time spent for total calls per 

day during weekdays 

(Monday- Friday): [Others] 

Total time 

spent on call 

during 

weekends 

Preferable time to connect 

during the weekends 

(Saturday- Sunday): [Family] 

Preferred time of the 

day to connect over 

calls during the 

weekend. 

• Morning (6am – 12 

pm) 

• Afternoon (12pm – 

5pm) 

• Evening (5pm – 

10pm) 

• Night (10pm – 6am) 

Preferable time to connect 

during the weekends 

(Saturday- Sunday): 

[Relatives] 

Preferable time to connect 

during the weekends 

(Saturday- Sunday): [Friends] 

Preferable time to connect 

during the weekends 

(Saturday- Sunday): 

[Colleague] 

Preferable time to connect 

during the weekends 

(Saturday- Sunday): [Others] 

Time spent for total calls per 

day during weekends 

(Saturday- Sunday): [Family] 

Time duration spent 

on calls during the 

weekdays at different 

time of the day. 

• Less than 1 hour 

• 1 hour to 3 hours 

• 3 hours to 5 hours 

• More than 5 hours 

Time spent for total calls per 

day during weekends 

(Saturday- Sunday): 

[Relatives] 

Time spent for total calls per 

day during weekends 

(Saturday- Sunday): [Friends] 

Time spent for total calls per 

day during weekends 

(Saturday- Sunday): 

[Colleague] 
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Time spent for total calls per 

day during weekends 

(Saturday- Sunday): [Others] 

Total data 

consumptions 

Usage of internet in hours: 

[Morning (6am-12pm)] Number of hours 

internet is being used. 

• Less than 1 hour 

• 1 hour to 2 hours 

• 2 hours to 3 hours  

• More than 3 hours 

Usage of internet in hours: 

[Afternoon (12pm- 5pm)] 

Usage of internet in hours: 

[Evening (5pm- 10pm)] 

Usage of internet in hours: 

[Night (10pm- 6am)] 

What are you surfing? 

[Morning (6am-12pm)] Type of content being 

used on the internet. 

• Videos 

• Social Media 

• Websites 

• Chats 

What are you surfing? 

[Afternoon (12pm- 5pm)] 

What are you surfing? 

[Evening (5pm- 10pm)] 

What are you surfing? [Night 

(10pm- 6am)] 

What type of websites are you 

surfing? 

• Educational 

• Business 

• Entertainment 

What do you download from 

Internet? 

• Videos 

• Images 

• Documents 

• Mp3 files 

• Software 

What type of calls are you 

making through Internet? 

• Video Calls 

• Voice Calls 

• None 

Do you use paid music 

streaming platform? 

• Yes 

• No 

From Fig. 3, it can be seen that a greater number of weekday 
calls ranging from three to five hours, and during the weekends 
a larger number of calls exceeds 10 hours. Our dataset lacks any 
record which ranges between one to three hours. Fig. 4 shows 
the count of customers based on their data consumption. As it 
can be seen in both graphical representations, data imbalance is 
an issue. However, balancing out the data doesn’t have any 
positive effect on the model outputs. Hence, the step of data 
balancing was not further considered during the execution of 
the models. 

 

Fig. 3. Count of Customers for Each Call Duration Range during Weekdays 

and Weekends. 

 

Fig. 4. Count of Customers for Each Data Consumption Range. 

B. Proposed Model 

The work proposes a research model which predicts 
customers’ behavioral data like call duration and data 
consumption, by analyzing their demographic data such as age, 
gender identity, occupation, education and so on. Different 
constraints have been taken into consideration to design a 
generalized model that would provide a better prediction. Even 
though the machine learning techniques that are used here are 
already existing and well-known, the proposed approach has 
not been used in the Indian telecommunication sector. Fig. 5 
shows the diagrammatic approach toward the research 
objective in a step-by-step style. 

Step 1: Data collection. As discussed in Section 4.1, the data 
has been collected using a questionnaire through a survey 
among regular telecom subscribers of the Indian telecom 
industry. After the data has been collected, it has been divided 
into two parts: the customer demographic data and customer 
behavioral data. 

Step 2: Data Preprocessing. Since the main target is to 
predict the customers’ call duration and data consumption, the 
behavioral data obtained are used to calculate target attributes 
as mentioned in Table II. For calculating the data consumption, 
depending on the browsing history using Internet, the option is 
replaced by an Internet data unit such as Streaming Video: 353 
Mb/Hour; social media: 20 Mb/Hour; Websites: 25Mb/Hour; 
Chats (if both Video and Voice calls or just Video call): 100 
Mb/Hour; Chat (if just voice call): 60 Mb/Hour. For situations 
where multiple options are selected by the users, the option 
having the maximum value is selected. Once the target is 
calculated, the attributes that are used for the purpose and all 
the other attributes irrelevant to the study are dropped. On the 
other hand, the demographic data are only cleaned by removing 
redundant data and null values. After completing all the 
preprocessing steps, the data has been encoded using one-hot 
encoding technique. 

Step 3: Training, Testing, and Validation. After the 
preprocessing has been completed, the data have been encoded 
by using the one hot encoding technique and partitioned for the 
training and testing purpose. The split for the training and 
testing has been 80% and 20% respectively. As discussed in 
Sections 3.1 and 3.2, multiple ensemble models and traditional 
classifiers have been used for the prediction purpose. Other than 
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all the techniques discussed previously, a stacking ensemble 
model has been used as one of the ensemble techniques for the 
predictive system which has been shown in Fig. 6. The stacking 
model consists of two levels. Level 0 comprises four base 
classifiers: Decision tree (DT), Random Forest (RF), Logistic 
Regression (LR), k-nearest neighbor (KNN); and level one 
consists of LR as the meta classifier. A soft voting technique 
has been used to predict the final output of the stacking 
ensemble model. Majority voting, plurality voting, and 
weighted voting can be used for individual classifiers that 
produce clear class labels, although soft voting is typically 
preferred for individual classifiers that produce class 
probability outputs. When all the individual classifiers are 
treated equally, the simple soft voting approach simply 
averages all the individual outputs to produce the combined 
output, but if we combine the individual outputs by using 

various weights, a weight specific to each classifier is 
generated, and the total output for class cj is, 

𝐻𝑗(𝑥) = ∑ 𝑤𝑖ℎ𝑖
𝑗
(𝑥)𝑇

𝑖=1             (11) 

where wi is the weight assigned to the classifier hi. 

Other used ensemble models: Random Forest, AdaBoost, 
XGB, GBM, and Bagging. Among these models, Random 
Forest has given the best accuracy of 83%. The traditional 
classifiers used have been Decision Tree, Logistic regression, 
k-Nearest Neighbor, and ANN. Table III presents the detailed 
tuning parameter specifications of different classifiers that are 
used in the research during the implementation by using 
Python. 

 

Fig. 5. The Proposed Research Model. 

 

Fig. 6. Schematic Diagram of the Stacking Model. 
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TABLE III. PARAMETER SPECIFICATIONS 

Technique used Specifications 

Random Forest 
Criterion =Gini, Max Depth=3, Min Samples 

Split=5, Estimators=10 

AdaBoost Learning Rate=0.09, Estimators=10 

XGM 
Booster= Gbtree, Learning Rate=0.1, Max 

Depth=2, Estimators=20 

GBM 

Criterion=Friedman Mse, Learning Rate=0.01, 

Max Depth=3, Min Samples Split=2, 

Estimators=60 

Bagging Estimators=300, Random State=10 

Stacking 

Cv=10, Estimators= [Decision Tree Classifier, 

Random Forest Classifier, Logistic Regression, K 

Neighbors Classifier], Final Estimator= Logistic 

Regression 

Decision Tree 
Max Depth=2, Criterion = Gini, Min Samples 

Split=2 

Logistic Regression Solver = Liblinear, Max Iter=10000 

k-Nearest Neighbor Metric= Minkowski, Neighbors=38, P=2 

Artificial Neural 

Network 

Dense = 32, Activation=Relu 

Dense = 16, Activation=Relu 

Dense = 3, Activation=Softmax 

Optimizers = Adam, Learning Rate=0.001 

Loss = Categorical Crossentropy 

C. Performance Metrics 

In this work, the proposed predictive model for customer 
behavior has been evaluated by using accuracy, precision, 
sensitivity, specificity, F1 score, and kappa analysis. The 
fraction of total samples properly classified by the classifier is 
called accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
           (12) 

where TP denotes true positive, FP denotes false positive, 
TN denotes true negative, and FN denotes false negative. 
Precision is what percentage of positive forecasts were truly 
positive. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
           (13) 

The sensitivity is the fraction of all positive samples that the 
classifier accurately identified as positive. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
           (14) 

Specificity is the fraction of all negative samples that have 
been accurately identified as negative. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
           (15) 

F1 score is the combination of precision and sensitivity. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦
                                    (16) 

For qualitative items, kappa analysis is a statistical measure 
of inter-rater reliability. 

𝑘 =
𝑝𝑜−𝑝𝑒

1−𝑝𝑒
= 1 −

1−𝑝𝑜

1−𝑝𝑒
           (17) 

The kappa coefficient varies from 0 to 1 and following 
statements can be made, 

< 0 = agreement equivalent to a chance 

0.1– 0.2 = slight agreement 

0.21 – 0.40 = fair agreement 

0.41 – 0.60 = moderate agreement 

0.61 – 0.80 = substantial agreement 

0.81 – 0.99 = almost perfect agreement. 

V. RESULTS 

In this work, different classification techniques have been 
applied to the customers’ demographic data to predict their 
behavioral pattern. As discussed in the previous section, the 
data collected has been preprocessed to calculate the target 
attributes: total call duration during weekdays, total call 
duration during the weekend, and total data consumption. After 
preprocessing, the desired target has been selected for the 
classification. In this work, few ensemble learning techniques 
and some traditional classifiers have been applied. K-fold cross 
validation has been used, as well, to validate the models, where 
k is been maintained at 10 irrespective of models. As shown in 
Tables IV and V, random forest has given the best accuracy of 
83% among all the techniques applied. Apart from the 
performance metrics, the reliability of the model has been tested 
by using kappa analysis. Random Forest has shown the best 
result among all the classifiers that are applied with a kappa 
value of 0.74, which comes under the categorization of 
substantial agreement. When kappa analysis was performed on 
the ensemble models, except for the bagging technique, all 
models have given values within the range of 0.61 to 0.88 which 
signifies substantial agreement. Models that recorded accuracy 
of over 80% were AdaBoost, XGB, and the stacking ensemble 
model whose kappa values have been 0.71, 0.71, and 0.69, 
respectively. Among traditional classifiers, decision tree has 
given the best result with an accuracy of 81% and 0.71 kappa 
value. The other traditional classifying techniques with kappa 
value of substantial agreement are logistic regression and k-
nearest neighbor. 

Fig. 7- 9 show the bar graph plot of the accuracy, specificity, 
and precision measures of all the classifiers that are used in this 
work. Fig. 10 shows the obtained F1-scores and sensitivity from 
all the classifiers. Concerning the specificity, it can be inferred 
that there is a small number of false negative samples. As kappa 
values have been calculated for substantiating the reliability of 
the proposed approach, Fig. 11 presents the bar plot of the 
accuracy of each classifier, as well as their corresponding kappa 
values and Fig. 12 shows a bar plot of the kappa values in 
decreasing order. 
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TABLE IV. PERFORMANCE OF ENSEMBLE MODELS 

Classifiers Accuracy Precision Sensitivity Specificity F1-score Kappa 

Random Forest 0.83 0.83 0.83 0.91 0.83 0.74 

AdaBoost 0.81 0.82 0.81 0.90 0.81 0.71 

XGB 0.81 0.82 0.81 0.90 0.81 0.71 

GBM 0.78 0.77 0.78 0.89 0.78 0.66 

Bagging 0.73 0.72 0.73 0.88 0.72 0.58 

Stacking 0.80 0.80 0.80 0.93 0.79 0.69 

TABLE V. PERFORMANCE OF TRADITIONAL CLASSIFIERS 

Classifiers Accuracy Precision Sensitivity Specificity F1-score Kappa 

Decision Tree 0.81 0.82 0.81 0.90 0.81 0.71 

Logistic Regression 0.74 0.74 0.74 0.87 0.74 0.61 

k-Nearest Neighbor 0.76 0.76 0.76 0.89 0.76 0.63 

Artificial Neural Network 0.72 0.72 0.72 0.86 0.72 0.57 

 

Fig. 7. Accuracy Plot of different Classifiers. 

 

Fig. 8. Specificity Plot of different Classifiers. 

Table VI shows some instances of test cases that have been 
used to test the classification models. It can be seen that test 
cases 1, 2, and 3 are predicted correctly by using all the 
classifiers except KNN, which has the least average success rate 
among all classifiers. Test case 4 is incorrectly predicted by 

most of the classifiers other than bagging, stacking, and ANN. 
Even though the performance accuracies obtained during 
training of the bagging and ANN models are lower than the 
other classifiers, yet when applied to certain test cases they have 
performed better. 

 

Fig. 9. Precision Plot for different Classifiers. 

 

Fig. 10. F1-score and Sensitivity Plot of the Classifiers. 
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Fig. 11. Accuracy and Kappa Value Plot of the Classifiers. 

 

Fig. 12. Kappa Value Plot for Different Classifiers in Decreasing Order. 

TABLE VI. DIFFERENT TEST CASE SCENARIOS 

Test 

Case 

Actual 

Class 

Predicted Class/ Output 

RF AdaBoost XGM GBM Bagging Stacking DT LR kNN ANN 

1 1 1 1 1 1 1 1 1 1 1 1 

2 2 2 2 2 2 2 2 2 2 1 2 

3 0 0 0 0 0 0 0 0 0 0 0 

4 1 2 2 0 2 1 1 0 1 2 1 

5 2 2 2 2 2 2 2 2 1 2 2 

Average success 

rate (%) 
80 80 80 80 100 100 80 80 60 100 

VI. DISCUSSION 

Personalized tariff plans can solve a lot of problems for the 
Indian telecom industry. The current generalized status of the 
tariff, plan design has led to a lot of dissatisfaction among the 
customers. This can be solved by better analyzing the 
customers’ behavioral pattern and how it varies depending on 
their socio-economic background. To offer a better 
recommendation to customers, flexible tariff plans need to be 
designed and hence the requirement for an effective predictive 
system. 

In this work, a predictive system has been designed to be 
able to predict customers’ behaviors: call duration and data 
consumption. Different classification models have been tested 
on the data obtained from the customers to get a better 
prediction of the customers’ behavioral pattern. This can help 
with understanding what kind of tariff plan should be 
recommended and for which segment of the customers. Every 
customer’s needs vary based on their lifestyle and background. 
An ideal scenario for the proposed work would be the current 
situation where students, teachers, and IT sector personnel has 
been working online which have led to a drastic increase in data 
consumption among these people. Therefore, the tariff plans 
that are recommended for these people should include higher 
data allocation than those who are working offline. Again, the 
total call duration of females who are housewives and in the age 
group over 56 is different from those who are working and of 

the age group of 26 to 40. Thus, a desperate need for flexible 
tariff plans. As shown previously, this work is based on 
customers’ age group, gender identity, educational background, 
occupational status, monthly income, expenditure on mobile 
plans, and so on to predict their behavioral pattern. 

Comparing to different works of literature on customers’ 
behavioral pattern, this work focuses on determining the 
feasibility and efficiency of using classification techniques on 
customers' demographic data to detect patterns. According to 
the results obtained through this work, ensemble learning 
techniques and ANN can be used to predict the customers’ call 
duration and data consumption with high efficacy. Service 
providers can use this proposed model to predict the call 
duration and data consumption which can be used to design 
more flexible tariff plans catering to the customers’ needs in a 
much more personalized form. This research model can also be 
used for customer segmentation depending on their socio-
economic background, which will make it easier for 
recommending the right tariff plan. This can also help with 
customer retention since retaining the right customer is one of 
the major goals of any telecom service provider. Investing in 
the right customer can lead to higher profit for the business. As 
the dataset varies in all the previous works, hence a usual 
comparative study was not feasible for the proposed work. 
Therefore, Table VII only highlights the different inferences 
that are reached for the general goal of tariff plan design. 
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TABLE VII. HIGHLIGHTS OF DIFFERENT WORKS BASED ON TARIFF PLAN DESIGN 

Reference Techniques Used (IT based) Dataset used Performance Metric/ Inference Drawn 

Bahri-Ammari and 

Bilgihan, 2017  
Hypothesis Testing 

Customer survey data from mobile 

telecom industry in Tunisia. 
Path Coefficients and t-test: 0.815 (5.888) 

Newton and Ragel, 

2017  
Correlation and Regression Analysis. 

Customer data in mobile 

telecommunication industry in 

Batticalao. 

Adjusted R square of Model A= 0.786. 

Adjusted R square of Model B= 0.804. 

Belwal and Amireh, 

2018  

Partial Least Square based Structural 

Equation Modelling 

Survey data from Omani Telecom 

industry. 

Cronbach’s alpha score greater than 0.7 and 

composite reliability scores 0.70–0.90 

Tong et al., 2017  
Information Gain on Decision tree Model 

and k mean Clustering. 

Survey data from customers of 

telecom industry. 
Accuracy of 71.24% 

Jose et al., 2017  

Principle Component Analysis (PCA), 

Factor Analysis, Regression Analysis and 

Cross Tabulation. 

Data from Telecom contact center. 
Sampling adequacy is validated with KMO 

test score of 0.739.  

Gerpott and Meinert, 

2017 
Hypothesis testing 

Data obtained from the German 

subsidiary of a large multinational 

MNO. 

McFadden’s pseudo R2 of 0.085 and 

coefficient of determination of 0.318. 

Bibin and 

Ramanathan, 2018  
Conjoint analysis Survey data of students. 

Result showed that better network and low 

cost are the main reasons for their choice of 

service provider. 

Dubey and Srivastava, 

2016 

Exploratory Factor Analysis, Regression 

Analysis. 

Customer Survey data from Indian 

telecommunication industry. 
KMO test score of 0.833. 

Jin et al., 2021 Hypothesis testing 
Major telecommunication operator 

in China. 

Probability of switching up = 0.002 

Probability of switching down = 0.010 

Shouchen et al., 2017  Distance method by norm method 
Dataset from China 

telecommunication industry. 

The matching result indicates that 302 676 

users’ current tariff package are not optimized 

selection and should shift their consumption 

suit. 

Gerpott and Meinert, 

2016 
Regression analysis 

A dataset of residential users of 

mobile communication services. 

63.2% of sampled subscribers share a 

positive/ complementary relationship between 

the two services whereas a considerable 

proportion of 36.8% of subscribers substitutes 

call minutes by data consumption. 

Diaz, 2017  
Generalized Structural Equation Modelling 

(GSEM), Multinomial Logit 
Real-life survey data from Peru.  

Wald Tests shows that the estimation is 

statistically significant at 1%. 

Lee et al., 2018  Conjoint Analysis 
Real life survey data from South 

Korean Telecom  

Conjoint analysis show that free data service 

provides significantly greater benefits on 

average than smartphone interphone and 

Enterprise messenger services do. 

García-Mariñoso and 

Suárez, 2019  
Logit model 

Real-life survey data collected by 

Spanish Markets and Competition 

Authority. 

estimated correlation coefficient 0.043, p 

value= 0.669 

Kim et al., 2019  Statistical Analysis 
Real life data from Korean 

company. 

In the model 1, amount of the variance 

(R2=0.210, p < 0.001). 

In the model 2, amount of the variance (the 

increase of R2=5.6%, p < 0.001) 

This Work Random Forest 
Survey data collected through 

questionnaire 
Accuracy= 83%, Kappa Value= 0.74. 

 

Most of the existing works implementing machine learning 
are applied on real-life customer data and the inference drawn 
from those works also varies based on the techniques and the 
used dataset. (Tong et al., 2017) have used machine learning 
technique of decision tree and have achieved an accuracy of 
71.24%. Compared to our work, this work has produced higher 
accuracy. Whereas works like (Bahri-Ammari and Bilgihan, 
2017; Newton and Ragel, 2017; Gerpott and Meinert, 2016) 
have used correlation coefficients to draw the inference for their 
work.  In another study (Maji et al., 2017) have implemented 
pattern recognition by using rule-mining based apriori 
algorithm to study their customers. Considering the varying 
factors in every research study on personalizing tariff plans 
drawing a comprehensive comparative study seems to be not 

feasible. As governing hypotheses of each problem varies 
greatly among each other, hence drawing a common point of 
inference is not reasonable enough in this kind of situation.  

The major challenge that are faced throughout our work is 
the data collection. In the telecommunication industry, 
customer data involves the intricate policies of privacy and 
security preservation. Therefore, collecting enough data has 
been a huge challenge. For any data related research, the quality 
of the data is a major concern. In this work, the data collected 
from customers directly has been assumed to be accurate and 
thorough. But the concern regarding the accuracy of the 
information provided by the customers remains. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

183 | P a g e  

www.ijacsa.thesai.org 

Highlights of the contributions of the present work: 

• Predicts customers’ behavioral pattern by analyzing 
their demographic data by using classification-based 
learning methods. 

• Helps with customer segmentation which in turn will 
help recommending the right service to the customers. 

• Contributes to designing a personalized tariff plan which 
will cater to the customers’ requirements at a much more 
reasonable price. 

VII. CONCLUSION 

Because of the high efficiency of classification-based 
learning models, the proposed model produced a higher success 
rate in predicting the customers’ behavior. Among traditional 
classifiers, the decision tree has given the best result with an 
accuracy of 81% among other techniques. Also, the reliability 
of the model has been tested using kappa analysis and showed 
to be higher than all other investigated classifiers with a value 
of 0.71. While the ensemble classifier, random forest, has given 
the best accuracy of 83% among other techniques with kappa 
value of 0.74. Although the proposed work has provided 
satisfactory results, it has certain limitations. The major 
shortcoming of the work can be identified as the size of the 
dataset which has impacted the performance of certain 
classifiers to a great extent. Therefore, in future, the work can 
be extended by using a much larger dataset such that inherent 
patterns can be identified with more precision. Also, a more 
robust and generalized model could be designed that would 
work irrespective of the type of dataset. 

REFERENCES 

[1] Gupta, R., & Jain, K. (2020). What drives Indian mobile service market: 
Policies or users?. Telematics and Informatics, 50, 101383. 

[2] Saha, L., Tripathy, H. K., Nayak, S. R., Bhoi, A. K., & Barsocchi, P. 
(2021). Amalgamation of Customer Relationship Management and Data 
Analytics in Different Business Sectors—A Systematic Literature 
Review. Sustainability, 13(9), 5279. 

[3] Nkordeh, N., Bob-Manuel, I., & Olowononi, F. (2017). The Nigerian 
telecommunication industry: Analysis of the first fifteen years of the 
growths and challenges in the GSM market (2001–2016). 

[4] Shao, B. B., Lin, W. T., & Tsai, J. Y. (2017). An empirical study of the 
telecommunications service industries using productivity decomposition. 
IEEE Transactions on Engineering Management, 64(4), 437-449. 

[5] Valentim, L. C., Quelhas, O. L. G., & Ludolf, N. V. E. (2019). Proposição 
de sistemática para implantação de Customer Relationship Management 
apoiado por Business Intelligence a organizações do setor de 
telecomunicação. Sistemas & Gestão, 14(3), 232-244. 

[6] Al-Zadjali, M., & Al-Busaidi, K. A. (2018). Empowering CRM through 
business intelligence applications: A study in the telecommunications 
sector. International Journal of Knowledge Management (IJKM), 14(4), 
68-87. 

[7] Tong, L., Wang, Y., Wen, F., & Li, X. (2017). The research of customer 
loyalty improvement in telecom industry based on NPS data mining. 
China Communications, 14(11), 260-268. 

[8] Jose, B., Ramanan, T. R., & Kumar, S. M. (2017, November). Big data 
provenance and analytics in telecom contact centers. In TENCON 2017-
2017 IEEE Region 10 Conference (pp. 1573-1578). IEEE. 

[9] Bahri-Ammari, N., & Bilgihan, A. (2017). The effects of distributive, 
procedural, and interactional justice on customer retention: An empirical 
investigation in the mobile telecom industry in Tunisia. Journal of 
Retailing and Consumer Services, 37, 89-100. 

[10] Newton, S., & Ragel, V. R. (2017). The effectiveness of relational bonds 
on customer loyalty mediated with customer satisfaction: 
telecommunication industry, Batticaloa. Asian Journal of Economics, 
Business and Accounting, 1-11. 

[11] Belwal, R., & Amireh, M. (2018). Service quality and attitudinal loyalty: 
Consumers’ perception of two major telecommunication companies in 
Oman. Arab economic and business journal, 13(2), 197-208. 

[12] Maji, G., Mandal, S., Bhattacharya, S., & Sen, S. (2017, March). 
Designing combo recharge plans for telecom subscribers using itemset 
mining technique. In 2017 IEEE International Conference on Industrial 
Technology (ICIT) (pp. 1232-1237). IEEE. 

[13] Gerpott, T. J., & Meinert, P. (2017). Choosing a wrong mobile 
communication price plan: An empirical analysis of predictors of the 
degree of tariff misfit among flat rate subscribers in Germany. Telematics 
and Informatics, 34(4), 303-313. 

[14] Haq, N. (2017). Impact of Reliance JIO on the Indian telecom industry. 
International Journal of Engineering and Management Research (IJEMR), 
7(3), 259-263. 

[15] Bibin, P. B., & Ramanathan, H. N. (2018). Identifying the Best Mobile 
Combo Tariff Plan for Professional Students: An Application of Conjoint 
Analysis. International Journal of Business Analytics and Intelligence, 
6(2), 36. 

[16] Dubey, A., & Srivastava, A. K. (2016). Impact of service quality on 
customer loyalty-A study on telecom sector in India. IOSR Journal of 
Business and Management (IOSR-JBM), 18(2), 45-55. 

[17] Friesen, L., & Earl, P. E. (2015). Multipart tariffs and bounded rationality: 
An experimental analysis of mobile phone plan choices. Journal of 
Economic Behavior & Organization, 116, 239-253. 

[18] Jin, H., Lu, Z., Huang, L., & Dou, J. (2021). Not too much nor too little: 
Salience bias in mobile plan choices. Telecommunications Policy, 45(4), 
102071. 

[19] Shuochen, X., Lianju, N., & Wenying, Z. (2017). Study of matching 
model between tariff package and user behavior. The Journal of China 
Universities of Posts and Telecommunications, 24(3), 91-96. 

[20] Gerpott, T. J., & Meinert, P. (2016). The impact of mobile Internet usage 
on mobile voice calling behavior: A two-level analysis of residential 
mobile communications customers in Germany. Telecommunications 
Policy, 40(1), 62-76. 

[21] Díaz, G. R. (2017). The influence of satisfaction on customer retention in 
mobile phone market. Journal of Retailing and Consumer Services, 36, 
75-85. 

[22] Ascarza, E., Iyengar, R., & Schleicher, M. (2016). The perils of proactive 
churn prevention using plan recommendations: Evidence from a field 
experiment. Journal of Marketing Research, 53(1), 46-60. 

[23] Lee, H., Choi, H., & Koo, Y. (2018). Lowering customer’s switching cost 
using B2B services for telecommunication companies. Telematics and 
Informatics, 35(7), 2054-2066. 

[24] García-Mariñoso, B., & Suárez, D. (2019). Switching mobile operators: 
Evidence about consumers’ behavior from a longitudinal survey. 
Telecommunications Policy, 43(5), 426-433. 

[25] Xu, T., Ma, Y., & Kim, K. (2021). Telecom Churn Prediction System 
Based on Ensemble Learning Using Feature Grouping. Applied Sciences, 
11(11), 4742. 

[26] Bachan, L., & Gaber, T. (2021, March). Predicting Customer Churn in the 
Internet Service Provider Industry of Developing Nations: A Single, 
Explanatory Case Study of Trinidad and Tobago. In International 
Conference on Advanced Machine Learning Technologies and 
Applications (pp. 835-844). Springer, Cham. 

[27] Capponi, G., Corrocher, N., & Zirulia, L. (2021). Personalized pricing for 
customer retention: Theory and evidence from mobile communication. 
Telecommunications Policy, 45(1), 102069. 

[28] Kim, M. K., Park, M. C., Lee, D. H., & Park, J. H. (2019). Determinants 
of subscriptions to communications service bundles and their effects on 
customer retention in Korea. Telecommunications Policy, 43(9), 101792. 

[29] Chakrabarti, S., Swetapadma, A., & Pattnaik, P. K. (2021). A channel 
independent generalized seizure detection method for pediatric epileptic 
seizures. Computer Methods and Programs in Biomedicine, 209, 106335. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

184 | P a g e  

www.ijacsa.thesai.org 

[30] Alsouda, Y., Pllana, S., & Kurti, A. (2019, May). Iot-based urban noise 
identification using machine learning: performance of SVM, KNN, 
bagging, and random forest. In Proceedings of the international 
conference on omni-layer intelligent systems (pp. 62-67). 

[31] Liao, Y., & Vemuri, V. R. (2002). Use of k-nearest neighbor classifier for 
intrusion detection. Computers & security, 21(5), 439-448. 

[32] Chakrabarti, S., Swetapadma, A., Ranjan, A., & Pattnaik, P. K. (2020). 
Time domain implementation of pediatric epileptic seizure detection 
system for enhancing the performance of detection and easy monitoring 
of pediatric patients. Biomedical Signal Processing and Control, 59, 
101930. 

[33] Touzani, S., Granderson, J., & Fernandes, S. (2018). Gradient boosting 
machine for modeling the energy consumption of commercial buildings. 
Energy and Buildings, 158, 1533-1543. 

[34] Drucker, H., Schapire, R., & Simard, P. (1993). Improving performance 
in neural networks using a boosting algorithm. In Advances in neural 
information processing systems (pp. 42-49). 

[35] Beygelzimer, A., Hazan, E., Kale, S., & Luo, H. (2015). Online gradient 
boosting. arXiv preprint arXiv:1506.04820. 

[36] Ma, B., Meng, F., Yan, G., Yan, H., Chai, B., & Song, F. (2020). 
Diagnostic classification of cancers using extreme gradient boosting 
algorithm and multi-omics data. Computers in biology and medicine, 121, 
103761. 

[37] Sheridan, R. P., Wang, W. M., Liaw, A., Ma, J., & Gifford, E. M. (2016). 
Extreme gradient boosting as a method for quantitative structure–activity 
relationships. Journal of chemical information and modeling, 56(12), 
2353-2360. 

[38] Wang, F., Jiang, D., Wen, H., & Song, H. (2019). Adaboost-based 
security level classification of mobile intelligent terminals. The Journal of 
Supercomputing, 75(11), 7460-7478. 

[39] Freund, Y., & Schapire, R. E. (1996, July). Experiments with a new 
boosting algorithm. In icml (Vol. 96, pp. 148-156). 

[40] Sreng, S., Maneerat, N., Hamamoto, K., & Panjaphongse, R. (2018). 
Automated diabetic retinopathy screening system using hybrid simulated 
annealing and ensemble bagging classifier. Applied Sciences, 8(7), 1198. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

185 | P a g e  

www.ijacsa.thesai.org 

A Systematic Literature Review of Deep Learning-

Based Detection and Classification Methods for 

Bacterial Colonies 

Shimaa A. Nagro 

College of Computing and Informatics, Saudi Electronic University, Riyadh, Saudi Arabia 

 

 
Abstract—Deep learning is an area of machine learning that 

has substantial potential in various fields of study such as image 

processing and computer vision. A large number of studies are 

published annually on deep learning techniques. The focus of this 

paper is on bacteria detection, identification, and classification. 

This paper presents a systematic literature review that synthesizes 

the evidence related to bacteria colony identification and detection 

published in the year 2021. The aim is to aggregate, analyse, and 

summarize the evidence related to deep learning detection, 

identification, and classification of bacteria and bacteria colonies. 

The significance is that the review will help experts and 

technicians to understand how deep learning techniques can apply 

in this regard and potentially further support more accurate 

detection of bacteria types. A total of 38 studies are analysed. The 

majority of the published studies focus on supervised-learning–

based convolutional neural networks. Furthermore, a large 

number of studies make use of laboratory-prepared datasets as 

compared to open-source and industrial datasets. The results also 

indicate a lack of tools, which is a barrier in adapting academic 

research in industrial settings. 

Keywords—AI; bacterial-colonies; classification; deep learning; 

detection; literature review 

I. INTRODUCTION 

Bacteria are unicellular microorganisms that are present on 
everything around us. A single drop of sea water contains at 
least a million cells of bacteria [1]. Knowledge of the bacterial 
genre is extremely important in microbiology. Accurate and 
quick recognition of the bacterial genre is crucial in various 
fields including clinical diagnosis, medicine, water and food 
industry, etc. [2] [3] [4]. 

In the traditional identification process, preparing samples 
requires not only substantial time but also specific equipment 
and costly chemicals. This step must take place before the 
identification process can even start. The resultant samples are 
observed by experts to identify features in traditional laboratory 
setups. Samples are also compared with standard reference 
images for accurate identification, which is a tedious and time-
consuming task [5]. 

The most important feature for recognition of bacteria is 
shape. Bacteria can be classified into numerous categories 
based on its shape. Some of the prominent shapes include spiral, 
longitudinal, and cylindrical. Since various types of bacteria 
share very similar shapes, however, considering shape alone 
makes differentiation difficult. Therefore, other characteristics 
such as presence and shape of colonies and morphology are 

exploited to correctly recognize bacteria. In short, identifying 
type of bacteria is arduous even for experienced microbiologists 
[5]. 

Image processing and computer vision techniques have 
revolutionized the approach to bacterial identification with the 
ability to process and classify large amounts of data. Yet 
identifying patterns to derive conclusions from complex, 
dynamic, and heterogeneous data created by computerized 
techniques is another challenge for scientists. Evolution of 
machine learning techniques has enabled scientists to classify, 
predict, and identify patterns from large amounts of data [6]. 
Deep learning is a subset of machine learning that has shown 
tremendous success in various fields including identification 
and classification of bacteria. 

Systematic literature reviews (SLRs) aggregate, classify, 
and analyse state-of-the-art information from existing 
literature. SLRs are a type of secondary study that collects and 
summarizes the literature published in a particular area. The 
studies under review are referred to as primary studies [7]. 

This paper presents an SLR on deep-learning–based 
classification and identification of bacterial colonies. This work 
aggregates, analyses, and summarizes 38 studies related to 
deep-learning–based bacterial classification. The aim of this 
study is to benefit new researchers by providing organized 
insights from the literature. Furthermore, this SLR is also 
beneficial for practitioners since it highlights the latest tools, 
techniques, and frameworks in this area. Specifically, this paper 
provides the following contributions: 

 Identification of the deep-learning–based bacterial 
classification techniques presented in the literature. This 
paper presents a taxonomy and classifies existing 
literature according to types of deep learning approach, 
types of learning, and tools used to perform bacterial 
colony classification. 

 A descriptive analysis of quantitative data and a 
thematic analysis of qualitative data to provide insights 
into deep learning approaches and datasets. This paper 
also presents a comparative analysis to find the 
similarities and differences in performance evaluation 
metrics and tools available in existing studies. 

 Insights for practitioners into the latest advancements in 
tools, techniques, and frameworks in the deep-learning–
based classification of bacterial colonies. 
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 Reporting of benchmark datasets and performance 
evaluation metrics used to measure the performance of 
deep learning approaches for bacterial colony 
classification. 

The rest of the paper is organized as follows: Section II 
discusses the background of various deep learning approaches 
in general. Section III presents the research methodology 
applied in this study. Section IV presents the results of this 
study. Finally, Section V presents a discussion followed by the 
conclusion. 

II. BACKGROUND 

A. A State-of-the-Art Survey on Deep Learning Theory and 

Architectures 

Deep learning is an advanced subset of machine learning, 
which is now emerging in numerous traditional and new areas. 
Deep learning has gained tremendous attention from 
researchers and practitioners in recent years. In comparison 
with conventional techniques, deep learning has generated 
experimental results that show extraordinary success in 
different fields such as cyber security, natural language 
processing, image processing, biotechnology, speech 
recognition and translation, and robotics [8] [9] [10]. In deep 
learning architecture, there are quite a few intermediary layers 
between the input and output layers. These intermediary layers 
allow deep learning models to pick up patterns and perform 
classifications. Deep learning is a general solution that can 
apply to almost any field, whether new or old, and has proven 
successful in solving almost any kind of problem [11]. 

B. Types of Deep Learning Techniques 

Deep learning techniques can be classified into three 
categories: supervised, unsupervised, and semi-supervised 
learning techniques. 

1) Supervised deep learning techniques: Supervised deep 

learning techniques make use of labelled input and output 

datasets. Examples of supervised deep learning techniques are 

Deep Neural Network (DNN), Convolutional Neural Network 

(CNN), and Recurrent Neural Network (RNN). 

2) Unsupervised deep learning techniques: In machine 

learning, unsupervised deep learning techniques make use of 

unlabelled datasets. Clustering is an example of unsupervised 

deep learning. In unsupervised deep learning, learning agents 

identify and study indefinite relationships among input data. It 

promises to identify extremely intricate and nonlinear models 

with many free parameters. Deep unsupervised learning makes 

use of millions of parameters and unlabelled data. Generative 

Adversarial Network (GAN), Restricted Boltzmann Machine 

(RBM), and Auto Encoder techniques are used in unsupervised 

deep learning. 

3) Semi-supervised deep learning techniques: This type of 

learning occurs when datasets are not completely labelled. It is 

a blend of unsupervised and supervised deep learning. First, the 

role of supervised deep learning is to identify key features from 

the data for which outputs are known. Then unsupervised deep 

learning takes place, in which less information about the data is 

available, basically no information about the output. This 

unsupervised deep learning helps in exploiting just input data 

to identify other features. For instance, in a face recognition 

problem, supervised learning can identify that eyes are an 

important feature to differentiate faces from other objects. Then 

unsupervised learning identifies other new features such as 

eyebrows and noses and lips as important to identify a face in 

case eyes are not visible. Thus unsupervised learning improves 

the overall generalizability of a semi-supervised learning model 

[12]. Semi-supervised deep learning techniques include Deep 

Reinforcement Learning (DRL), GAN, and RNN. 

Deep Neural Network (DNN): An Artificial Neural 
Network (ANN) has been mapped on human neurons to solve 
identification- and classification-related problems. A DNN is 
an advanced form of ANN that consists of several hidden layers 
between input and output layers. Each layer contributes to 
improving classification accuracy. The following sections 
discuss specialized forms of DNNs. Fig. 1 shows the 
architecture of a DNN. 

Convolutional Neural Network (CNN): CNNs are a type of 
ANN that support recognition- and classification-related tasks. 
CNNs are similar to a multi-layered simple neural network, 
albeit with the difference that unlike in other neural networks, 
the layers in CNNs are stacked.  A CNN works in a similar way 
to how humans process visuals, with the ability to process 
multidimensional images [11]. The basic architecture of a CNN 
consists of a feature extractor and a classifier. This architecture 
can be further distributed into three type of layers: 
convolutional, pooling, and fully connected layers. These layers 
are sandwiched between input and output layers. At the input 
layer, the input parameters are specified, including height, 
width, and depth. Odd numbered layers are for pooling, 
whereas even numbered layers are dedicated for convolution 
tasks. Convolutional layers extract and create feature maps, 
which are then processed through an activation function and 
biased to produce the final output. The function of each odd 
pooling layer is to reduce the dimensions of the output produced 
by the former convolution layer. This step is necessary because 
the exponential increase in dimensions make the dimensions 
increasingly difficult for the computer to process. Finally, the 
output produced by pooling and convolutional layers is given 
as an input to the classification layer, or the fully connected 
layer [13]. In the classification layer, the features are collected, 
and activation functions are applied. This layer is 
computationally expensive, so alternatives such as global and 
average pooling layers have been reported that reduce 
parameters, thereby reducing the overall complexity at this 
layer. Fig. 2 presents architecture of a CNN. 

 

Fig. 1. Deep Neural Network. 
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Fig. 2. Convolutional Neural Network. 

Recurrent Neural Network (RNN): CNN and conventional 
neural networks work on fixed sized vectors as input and 
output, e.g., the images and probability of classes respectively. 
In contrast, the distinguishing quality of an RNN is that it can 
handle variably sized vectors. RNNs are iterative in nature, 
which allows them to pass on information through each 
iteration. RNNs can be considered as replicas of the same 
network. They can retain information from the past to interpret, 
present, and predict the future. For instance, an RNN model can 
retain information about previous video frames to understand 
the present and to predict and produce future frames. RNNs 
have also been used to solve natural language processing [14], 
text mining, time series, and financial data related problems [6]. 
The limitation of this neural network is that it faces a ‘vanishing 
gradient problem’, though this problem has been solved in the 
literature by the invention of Long Short-Term Memory 
(LSTM). 

Generative Adversarial Network (GAN): A GAN involves 
unsupervised deep learning where the dataset is not labelled. It 
uses input data to generate previously unknown patterns and 
then uses learnt patterns to generate new but similar samples of 
data. GANs make use of two neural networks, i.e., a generator 
and a discriminator. These neural networks compete against 
each other in an adversarial fashion. The generator generates 
sample data, whereas the discriminator compares the sample 
with input data and determines whether the generated sample is 
close enough to be acceptable. The feedback is fed back to the 
generator, which helps it to perform better. GANs have been 
used to solve numerous problems in diverse fields. GANs use 
deep learning methods, which is why they are categorized as 
both semi-supervised and unsupervised learning. For instance, 
GANs support image, video, and voice generation. GANs are 
also being used in game development. 

Restricted Boltzmann Machine (RBM): RBM is another 
example of unsupervised learning. Just like GAN, RBM is also 
a generative approach that generates samples based on 
unlabelled input data. An RBM is composed of two layers, i.e., 
hidden and visible. The standard Boltzmann Machine is known 
for its slow learning process. The training part in an RBM can 
be exhibited using a Boltzmann Machine, which is a two-

layered network. It makes use of randomly distributed 
probability-based binary pixel and feature detectors. The RBM 
is based on hidden variables and undirected graphs. The 
stochastic nature of the RBM and its slow training phase makes 
the overall approach computationally expensive. RBMs can be 
used to solve classification and dimension reduction problems. 

Deep Reinforcement Learning (DRL): This learning 
approach learns from an unknown environment. DRL is 
different from other supervised and unsupervised deep learning 
approaches since these approaches model data while DRL 
models environments. DRL can be thought of as an approach 
that suggests actions to be performed based on a given 
environment. Other deep learning approaches are exploited by 
DRL to model data based on the environment being modelled. 
DRL can be applied in numerous fields to determine actions, 
for instance, in engineering and mathematics. In addition, it can 
be used for decision making in investment markets. 

Deep Auto Encoder (DAE): This approach is categorized as 
unsupervised deep learning. Auto encoders are used for 
encoding input data and to learn features from it. DAE consists 
of two parts: the encoder and decoder. In the encoding part, 
input data is encoded. In the decoding part, real features are 
generated. DAE encoders can be thought of as stacked data-
driven auto encoders and are famous for solving dimension 
reduction problems. However, there are a few limitations to 
DAE approaches. For example, they are highly sensitive to 
input errors and face the ‘vanishing error’ problem [11]. 

Transfer Learning (TL): In conventional machine learning 
practices, a model is designed, created, and trained to produce 
accurate results. Mostly weights are initialized randomly before 
the start of a training process. As a result, models learn slowly, 
adjusting the weights on each iteration to reach a certain level 
of accuracy. TL is different from the traditional machine 
learning training process. It makes use of source information to 
improve the learning rate of a related target model. TL is a 
process in which pre-trained models are used to initialize the 
weights of a new model. This process can greatly improve the 
time required by a target model to reach higher classification 
accuracy. Performance of TL is dependent upon the DL 
algorithm being used by the model. Usually the last layer of the 
pre-trained model is removed, and a fully connected model is 
attached with the number of classes in the target model. If the 
target model performs well as compared to a model that learnt 
from scratch, then this process will be considered as positive 
TL. However, if the target model does not benefit from pre-
trained model and performance is degraded as compared to the 
model that learnt from scratch, then this will be considered as 
negative TL [15]. This learning produces the best results when 
there is a limited amount of training data [13]. 

III. PROPOSED METHODOLOGY 

This study presents an SLR by following the guidelines 
presented by [16] [17]. These guidelines are well accepted in 
the software engineering community and have been followed 
by a number of studies [18] [19]. Fig. 3 shows the review 
protocol. This review is divided into three phases. The first 
phase presents the plan. This phase presents the research 
questions that are formulated based on the objectives of this 
study. The second phase is divided into three parts: definition 
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of the search strategy with the help of keywords, formulation of 
inclusion and exclusion criteria for study selection, and data 
extraction of selected attributes to answer the research 
questions. Finally, the data is synthesized. In the third phase, 
the results are reported by answering each research question. 
The following sections align with the phases and steps as 
outlined in Table I. 

A. Research Questions 

The following research questions align with the objectives 
of this study. 

RQ 1. What is most state of the art in the field of deep-
learning–based detection and classification of bacterial 
colonies?  

This question is further sub-divided into the following 
questions: 

RQ 1.1 What are the techniques/deep learning models that 
have been used in the primary studies? 

Motivation: This research question is answered by 
identifying the deep learning models used in each primary 
study, for instance, the CNN and RNN. The summarized 
research methodology of deep learning models presented in 
primary studies are reported. The reporting covers, for instance, 
the number of layers and steps used during the pre-processing, 
training, and testing phases of each study. 

RQ 1.2 Which types of learning have been applied? 

Motivation:  This research question aims to present the 
types of learning used by the techniques. For instance, 
supervised learning, unsupervised learning, and semi-
supervised learning. This is assessed by mapping each deep 
learning model on the taxonomy presented in Fig. 4. 

 

Fig. 3. Review Protocol. 

TABLE I. STEPS FOLLOWED IN EACH PHASE 

Phases Steps Followed 

Planning 

Problem Formulation 

Protocol Development 

Research Questions 

Online Digital Library Selection 

Formulation of Query String 

Inclusion and Exclusion Criteria Definition 

Conducting 

Review 

Study Selection 

Attribute Identification 

Data Extraction 

Data Analysis 

Reporting Report Results 

 

Fig. 4. Taxonomy of Deep Learning Methods. 

RQ 1.3 What tools are available for deep-learning–based 
detection and classification of bacterial colonies? 

Motivation: Availability of tools is an important concern for 
practitioners. To answer this research question, we aim to 
discover and report the tools developed and used by primary 
studies. The answer to this research question includes a list of 
tools presented and used in primary studies. 

RQ 2. What type of datasets have been used for evaluation 
in the primary studies related to deep-learning–based detection 
and classification of bacterial colonies? 

Motivation: The answer to this research question involves 
identifying the name and types of datasets used for the training 
and testing of deep learning models presented in primary 
studies. The datasets are categorized into three categories: 
academic, open-source, and industrial. Datasets constructed in 
lab environments that are not affiliated with any organization 
or institute are considered academic. Open-source datasets are 
those that are publicly available, well known, and used in 
similar studies. Datasets received from a specific organization 
that are not publicly available and solely used for the scope of 
a particular primary study are called industrial datasets. This 
research question is further divided into the following sub-
questions. 
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RQ 2.1 What are the characteristics of the datasets? 

Motivation: This research question aims to identify the 
characteristics of data, such as type of sample (microscopic 
images, spectroscopic data, genomic data, etc.); number and 
size of dataset; and number of classes. The answer to this 
research question is a comparative analysis presented in a table 
listing dataset name, number of classes, type, and size. 

RQ 2.2 What performance evaluation metrics do the studies 
use to evaluate the performance of deep-learning–based 
techniques for the detection and classification of bacterial 
colonies? 

Motivation: This research question aims to investigate the 
performance of a deep learning model based on its ability to 
perform the classification accurately. To answer this research 
question, the evaluation data of each model were extracted for 
a given dataset. Different studies incorporate different metrics 
for performance evaluation depending on the dataset and deep 
learning technique used. Performance metrics can be accuracy 
(in percentage), Area Under the ROC Curve (AUC), precision, 
receiver operating curve, F1 score, sensitivity, confusion 
metrics, etc. The answer to this research question is a 
comparative analysis presented in a table providing the name of 
the deep learning model, dataset, and highest accuracy achieved 
on that dataset. 

B. Digital Library Selection 

The search was carried out using the large extensive 
databases shown in Table II. We searched a total of five digital 
databases: Google Scholar, IEEE Explore, ACM, PubMed, and 
Springer. We searched on the basis of keywords, titles, 
abstracts, and (in the case of Google Scholar) full texts to 
identify the relevant primary studies. These libraries provided 
almost complete sets of relevant studies. To complete the search 
process, a manual search was also conducted by looking into 
relevant journals and identifying articles from references of 
primary and secondary studies. 

TABLE II. DIGITAL LIBRARIES AND URL 

Digital Library  Uniform Resource Locator 

Google Scholar https://scholar.google.com 

ACM  https://dl.acm.org 

IEEE Explorer https://ieeexplore.ieee.org 

PubMed https://pubmed.ncbi.nlm.nih.gov 

Springer https://springer.com 

C. Query String Formulation 

By using the keywords identified in Table III, query strings 
were formulated. Keywords were identified based on the 
research questions. Synonyms and alternate terms and spellings 
were used to perform the advanced search. Query strings were 
used to perform advanced searches on the digital databases. The 
Boolean operator OR was used for synonyms and alternate 
keywords, and the operator AND was used for connecting 
keywords and phrases. Multiple versions of query strings were 
developed and executed on different databases in order to find 
as many relevant studies as possible. 

TABLE III. QUERY STRING 

Digital Library Key Words Searched 

Google Scholar 

(“Deep Learning” AND  Bacteria*) AND 

(Classification  OR Identification) AND  
Microscope* AND Image 

IEEE Explore 
("Document Title": Deep Learning ) AND 

("Document Title": Bacteria Classification) 

Springer Link “Deep Learning” AND Bacteria AND Classification 

PubMed 
((Deep Learning) AND (Bacteria[Title/Abstract])) 

AND (Classification[Title/Abstract]) 

ACM 

[Publication Title: deep learning] AND [Abstract: 

bacteria*] AND [Abstract: classification 
identification] AND [Publication Date: (01/01/2021 

TO 12/31/2021)] 

Table III presents the main query strings applied to the 
digital databases. 

D. Inclusion and Exclusion Criteria 

An SLR includes and excludes papers from the study pool 
with the help of well-defined criteria. In order to select relevant 
papers, a simple yet straight forward inclusion and exclusion 
criteria was formulated. In the first phase of study selection, 
studies were selected based on their titles. In the next phase, 
abstracts of studies were reviewed. Finally, full texts of 
included studies were reviewed, and any study that was not in 
alignment with the inclusion criteria was excluded. The 
inclusion and exclusion criteria are stated below: 

1) Inclusion Criteria 

IC1: Published in the year 2021  

IC2: Written in the English language 

IC3: Full text of paper is available 

IC4: Peer reviewed 

IC5: Discusses deep learning methods to detect and classify 

bacterial colonies 

2) Exclusion Criteria 

EC1: Published before 2021 

EC2: Written in a language other than English  

EC3: A version other than the most recent version (if multiple 

versions are available) 

EC4: Non-peer reviewed (e.g., presentations or books) 

EC5: Duplicate article  

EC6: Discusses classification of other microorganisms such as 

viruses and other non-bacterial microorganisms 

E. Conducting Systematic Literature Review 

This section presents the study selection, data extraction, 
and synthesis process. 

1) Selection of primary studies: The search across five 

online digital libraries retrieved a total of 310 articles. In the 

first pass, the titles and abstracts of all the articles were 
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analysed. As a result, 50 articles were selected (IC2, EC2, IC5, 

and EC6). In the second pass, the duplicate articles (i.e., papers 

appearing more than once) were removed (EC5). Furthermore, 

any non-peer reviewed articles such as books, magazines, 

lecture notes, editorials, and presentations were removed (IC4, 

EC4). Articles whose full text was unavailable were also 

excluded (IC3, EC3).  A manual search was also conducted by 

looking into relevant journals and identifying articles from the 

references of primary and secondary studies. As a result, a total 

of 38 articles were present in the study pool. Fig. 5 shows the 

study selection process. 

 

Fig. 5. Study Selection Process. 

2) Data extraction and synthesis: The selected attributes 

were extracted from the primary studies and stored in a 

spreadsheet for analysis. We also extracted the quantitative 

data, such as number of datasets, size, number of classes, and 

accuracy, and the qualitative data, such as type of learning, type 

of dataset, and steps followed to develop the deep learning 

model. Data synthesis is a technique to summarize reported 

evidence from included primary studies to answer research 

questions. Table IV presents the data attributes extracted from 

each of the primary studies and maps those attributes on each 

respective research question. To synthesize qualitative data, a 

descriptive analysis was conducted, and to synthesize 

quantitative data, a thematic analysis was performed. 

IV. RESULTS 

This section presents the results and answers the research 
questions presented in section 3.1. 

RQ 1. What is most state of the art in the field of deep-
learning–based detection and classification of bacterial 
colonies? 

TABLE IV. DATA ATTRIBUTES’ MAPPING ON RESEARCH QUESTIONS 

Data Attributes Possible Values 
Research 

Question 

Deep Learning 

Model 
e.g. CNN, RNN, DBN, AE RQ 1.1 

Type of Learning 
Supervised 
Unsupervised 

Semi-Supervised 

RQ 1.2 

Tool Tool Name RQ 1.3 

Tool Language e.g. MATLAB, Python etc. RQ 1.3 

Tool Availability 
Available  
Not available 

RQ 1.3 

Name of Dataset e.g. DIBaS RQ 2 

Dataset Type 

Academic 

Open source 

Industrial 

RQ 2 

No. of Classes e.g. 3, 5 RQ 2.1 

Type of data sample  Spectroscopic, microscopic, etc. RQ 2.1 

Highest Accuracy 
Achieved 

Value in percentage  RQ 2.2 

Evaluation Metrics 
F1 score, precision, sensitivity, 

etc. 
RQ 2.2 

To identify what is most state of the art in deep learning 
approaches used for bacteria classification and identification, 
the information presented in Table IV was extracted and used 
to answer all sub questions. 

RQ 1.1 What deep learning models/architectures have been 
used in the primary studies? 

The primary studies were classified using thematic analysis, 
which involves identifying different patterns. A word cloud 
based on the extracted keywords is presented in Fig. 6. More 
than 75% of the primary studies are based on different 
architectures of CNN. Fig. 7 shows the distribution of deep 
learning architectures. Studies were further classified according 
to various CNN architectures, for example, ResNet, UNet, 
SqueezeNet, MobileNet, and InceptionNet. Fig. 8 shows the 
distribution of architectures within CNNs. A large number of 
primary studies incorporate ResNet architecture because it can 
accommodate as many as one thousand layers to achieve 
greater performance. The following sections discuss the 
research summaries of the studies categorized in each of these 
architectures. 

1) CNN-Based architectures: In [20], the authors identify 

and classify three types of food-borne bacteria with a 

cytometric approach on micro-fluidic impedance. The three 

type of bacteria, namely ‘Salmonella Enteritidis’, ‘Vibrio 

Parahaemolyticus’, and ‘Escherichia coli’, were classified with 

the help of a CNN with 100% accuracy. The authors claim that 

this impedance-based technique can classify unlabelled data. 

This system can also detect pathogenic bacteria, thus it could 

be prolific in clinical diagnosis. Regarding the architecture of 

the CNN, the CNN was composed of one input layer, two 

convolutional layers, one fully connected layer, and one output 

layer. The depth of convolution was 8, and Rectified Linear 

Unit (ReLU) was used as an activation function. The same 
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training data was fed to a Support Vector machine, but the 

resultant accuracy was as low as 60%, which shows that 

performance of the CNN on impedance microfluidic data was 

much better than Support Vector Machine (SVM). 

In [21], the authors propose a computer-aided bacterial 
image classification technique. The authors incorporate 
Transfer Learning (TL), using a pre-trained CNN, and keep the 
weights of all layers except the classifier layer frozen. DensNet 
201 model was used with SoftMax as an activation function. 
The model used four convolutional layers, each followed by a 
dens block whose size increased from 6x to 32x. Global max 
pooling layer was exploited to reduce computation time.  An 
accuracy of 99.24% was achieved with DensNet 201 model. 
Comparison of accuracy with VG16 and ResNet 18 indicates 
that DensNet outperformed the other models. 

In [22], the authors make use of a scale based on Nuegan 
score to differentiate the type of bacteria present in gram-
stained microscopic images. Out of the four developed CNN 
models, the one with the best AUC was chosen. To adapt to the 
unique requirement of image size, the authors developed a 
separate model called NugenNet. NugenNet is composed of 
additional convolutional layers. Furthermore, it possesses two 
down sample convolution layers. These layers help not only 
with detailed feature extraction but also with adjustments 
according to the image resolution. Development of this model 
allowed extraction of detailed features of target bacteria without 
any information loss. Three other models were derived from the 
basic model, because the basic model showed signs of over 
fitting. Developing compression models reduced the number of 
parameters, simplifying the neural network and saving 
computation time and resources. Comparison of the developed 
approach with human experts indicates that the proposed model 
was more accurate and faster than human experts. 

In [23], the authors applied four different encoding 
techniques on six different convolutional neural architectures. 
Numerous experiments were conducted to find the best 
combination of gene encoding techniques for a particular CNN 
architecture. Six different CNN architectures were developed 
with different sizes, with number of layers ranging from six to 
nine, and with different inputs based on encoding style. Out of 
the six CNN architectures, two performed well. Wider CNN 
architecture with a large number of filters in each layer and 
fewer total layers performed well on bacterial classification 
with an accuracy of 91.3%. The authors concluded that CNNs 
with a large number of layers do not necessarily perform well. 

In [24], the authors developed a biosensor to detect food-
borne bacteria, specifically ‘Salmonella Typhimurium’ 
responsible for numerous infectious diseases. They aimed to 
detect fluorescence spots in microscopic images using Region-
based R-CNN. The results indicate that the proposed bio-
sensing approach for bacterial detection is very effective. In 
[25], the authors propose an automated deep learning tool to 
detect and identify three shapes representing three different 
species of bacteria. The authors make use of depth-wise 
separable (DS) CNNs for training and classification. The 
authors emphasize that using DS-CNN allows them to propose 
a technique that is computationally less expensive since DS-
CNNs reduce the number of parameters. DS-CNNs can work 

well on low-resource devices. The proposed model contains a 
total of five layers, out of which three are convolutional layers 
followed by SoftMax, flattening, and fully connected layers. 
The results indicate that after training with a medium-sized 
dataset, the trained model has an accuracy on test data of 97%. 
In a comparison conducted with AlexNet, VGG16, ResNet 50, 
and MobileNet architectures, DS-CNN outperformed all. 

 

Fig. 6. Word Cloud Generated Using the Keywords and Titles 

 

Fig. 7. Distribution of Deep Learning Models. 

 

Fig. 8. Distribution of Models within Supervised CNN. 
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In [26], the authors develop a spectra identification 
technique to identify the bacteria responsible for causing 
urinary tract infections (UTIs). A CNN was developed to 
perform the classification of bacterial species and their 
sensitivity to antibiotics. The proposed CNN model consists of 
four convolutional and max pooling layers. Two fully 
connected layers were used for classification. The results 
indicate that, as compared to traditional UTI bacterial 
identification techniques, this technique based on surface-
enhanced Raman spectroscopy is faster and has an accuracy 
level of 96%. 

In [27], the authors develop a deep learning approach to 
identify the geometrical characteristics of sulfate-reducing 
bacteria in order to avoid corrosion. They use a deep CNN 
model on Scanning Electron Microscopic (SEM) images. A 
modified water shed algorithm was used for bacterial cell 
segmentation before counting of the cells and identification of 
geometric properties such as height and width. The model takes 
unprocessed SEM images as input and produces geometric 
properties (height and width) as output. The model uses 
Deeplabv3+ pre-trained on ResNet50, ResNet18, and 
MobileNet. The results show that the proposed model can 
detect individual and clustered bacterial cells effectively in the 
presence of other objects. 

In [28], the authors developed a CNN-based classifier to 
distinguish between two types of bacteria, i.e., MRSA and 
MSSA. The proposed CNN is a shallow model that takes 1D 
spectra as input and extracts feature maps. The model classifies 
spectra into two classes, so it can be considered as a binary 
classifier. The results indicate that the proposed approach can 
identify and distinguish two types of bacteria with an accuracy 
of 100%. In [29], the authors made use of a CNN-based model 
called VGG-16 for classification of bacterial colonies. Pre-
trained VGG-16 was used with atrous convolution instead of a 
conventional CNN. The proposed model altered the standard 
VGG16 model by introducing additional dilated convolutional 
layers; the rest of its architecture was similar to original VGG-
16. The performance of the proposed approach on test data was 
94.8%. 

In [30], the authors investigate the identification of growth 
paths of E.coli bacteria on non-transparent metallic mediums. 
Their aim was to identify multiple stages of bacterial image 
formation. These steps included identification of base, colony 
formation, bacterial dispersion, and crystallization.  They 
incorporate a deep CNN model with four convolution layers 
followed by max pooling layers and a classification layer 
followed by a SoftMax layer. The authors in [31] attempt to 
develop a system to automatically calculate the number of 
bacterial cells in a colony in water samples. A CNN was 
developed to identify a specific type of bacteria called E-coli. 
The CNN model comprises six convolutional followed by two 
fully connected layers. Another deep learning model R-CNN 
was employed to automatically count the number of bacterial 
cells in a colony. This model was developed with the help of 
previously trained ResNet-50, hence use of TL. Classification 
layers of ResNet were replaced by a layer with nine neurons 
representing nine classes of R-CNN. The results indicate that 
the proposed models works significantly well with an accuracy 

of 97% in automatic detection and cell counting of E-coli 
bacteria in colonies. 

The authors in [32] use a CNN to detect bacterial cells from 
three-dimensional (3D) fluorescent microscopic images. The 
CNN is composed of 11 layers in total, distributed as follows: 
two convolutional layers followed by max pooling layers and 
two fully connected dense layers that use SoftMax function. 
The results indicate that the proposed approach works 
effectively with an accuracy of 95% and can detect bacterial 
cells from 3D fluorescent images. 

2) ResNet architecture: In [33], the authors aim to identify 

the structural features of the G20 bacteria that are normally 

present on steel surfaces and cause corrosion. Data samples are 

SEM images. Mask Region CNN (RCNN) and Deep 

Convolutional Neural Network (DCNN) were used for 

segmentation of bacterial instance and identification of grouped 

bacteria respectively. The authors incorporate a previously 

developed platform named DeepLABv3+ for implementing 

deep learning architectures. RCNN is a pre-trained architecture 

with pre-extracted feature maps of images. Comparison was 

performed with deductions of experienced human experts. The 

results indicate that RCNN and DCNN are far faster with an 

accuracy of 81% as compared to manual and conventional 

approaches to detect bacteria from biofilms. 

In [34], the authors present a CNN-based approach to 
classify three species of gram-positive bacteria through Whole 
Slide Images. Data were pre-processed to segment bacteria 
from background. The segmented bacteria images were then 
fed to a classifier, which classified them into three classes. Pre-
trained ResNet was used to segment the bacteria from the 
background. The authors conclude that ResNet architecture can 
be effective in differentiating among three gram-positive 
bacteria with an accuracy of 81%. 

In [35], the authors propose a bacilli detection approach 
based on deep CNN. Specifically, ResNet, SqueezeNet, and 
VGG-16 are used for training and testing to identify which 
models work best in bacilli identification. Use of pre-trained 
architecture indicates that the models used TL. Bacterial images 
were segmented from the background using K-means clustering 
and colouring techniques. Images were resized to 224x224x3 
and fed to the model. ReLU and sigmoid activation functions 
were used between layers. Overall, SquezeNet outperformed 
the other CNN models with an accuracy of 97%. 

The authors in [36] employed five CNN-based architectures 
to differentiate between 33 different species of pathogenic 
microbes. These architectures included ResNet50, Mobile Net, 
ResNetv2, Inception Net, and DenseNet. All the architectures 
used TL, i.e., they were pre-trained to reduce the time required 
to achieve better performance. Fine tuning was used to vary the 
weights of parameters in deep and shallow layers. Shallow 
layers identified basic line features whereas deeper layers 
identified other complex features. The input to the models was 
a 224x224 image. Stochostic Gradient Approach was used to 
prevent the technique from getting stuck in local minima. 
MobileNet performed better than the other architectures with an 
accuracy of 96.8%. 
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In [37], the authors developed a tool called Motility-J to 
identify bacteria and detect surfaces that are covered with 
pathogenic bacteria. The authors emphasize that pathogenic 
bacteria develop features such as flagella to move across 
surfaces in order to survive in a constrained environment. The 
tedious task of labelling datasets was alleviated by labelling 
images with a semi-automatic technique. The authors used 
image segmentation to identify the part of image where bacteria 
are present from the background image and used that part as 
input to the model. A number of image processing techniques 
such as noising and erosion were used to obtain bacteria 
segments. A number of CNNs were used including ResNet50, 
ResNet101, FBNet, and EfficientNet B3 with fine tuning and 
TL. Fine tuning was done such that the last convolutional layer 
was replaced by a linear layer. All the models were trained 
using input images. 

In [38], the authors differentiate longitudinal bacterial 
divisions (Fission) from horizontal and other divisions. They 
make use of a pre-trained CNN called ResNet with TL. 
Comparison was conducted of a pre-trained model with an un-
trained model. The results indicate that classification accuracy 
for pre-trained ResNet was 99.67%, better than un-trained 
ResNet. 

3) UNet architecture: In [39], the authors developed an 

approach for segmentation and classification of six bacterial 

species. They employed UNet architecture for segmenting the 

SEM image into foreground and background images. In the 

classification part, VGG16 was used to classify bacteria species 

before counting the number of cells. The authors kept the 

segmentation and classification independent so that they could 

learn independently and improve their individual accuracies. 

The results indicate that the performance of the proposed 

approach as compared to standard CNN was better with a 

classification accuracy of 95.8%. 

The authors in [40] aim to identify bacteria and other 
harmful pathogens that contaminate the bloodstream and cause 
life-threatening health problems. The authors incorporated 
CNN-based architecture called UNet to identify the presence or 
absence of bacterial cells in dark field microscopic images. The 
authors emphasize that UNet architecture works well in image 
segmentation and object detection. The authors divided the 
architecture into four models. The first model used the concept 
of early stopping to prevent over fitting in case the performance 
on the training set does not increase even after a few iterations. 
The second model does not apply early stopping. The third 
model implements a loss function. The results indicate that the 
proposed UNet third model performed well with an accuracy of 
96.6%. 

In [41], the authors build on a previously proposed BCM3D 
approach. BCM3D is a combination of image processing 
techniques and CNN to detect, count, and segment single cell 
bacteria from biofilms. BCM3D2.0 addresses the challenge of 
segmenting bacterial cells from dese biofilms and a low signal-
to-background ratio. Fluorescence microscopic images were 
used to train and test the new approach. The authors processed 
the images and created two types of transitional images for 
object localization and boundary detection. The proposed 

approach not only creates a 3D outline of an object but also 
measures its distance from nearby objects. A UNet-based CNN 
was incorporated with two convolutional layers followed by 
max pooling and a linear function followed by a classifier. 
Another CNN was trained to determine the physiological shape 
of segmented objects. This CNN consisted of three 
convolutional layers: two average pooling layers followed by a 
sigmoid layer. 

In [42], the authors aim to measure the number and length 
of bacterial cells and the overall area covered by biofilms. They 
claim to have solved the object segmentation problem that 
occurs in closely located or overlapping cells. The authors 
combined deep-learning–based UNet model with ‘region-based 
ellipse fitting technique’ to segment, count, and measure 
bacterial cell instances from biofilms. UNet architecture is an 
encoding decoding model where convolution and de-
convolution take place on input images.  The final output of the 
model is a logically outlined mask of bacteria cell instance 
where each pixel is categorized to a particular class. In the 
second phase, the ellipse technique was applied, in which 
centroids and distances were calculated and ellipses with 
similar angles were combined iteratively. This technique 
performed well with a recall of 93.6%. 

4) SqueezeNet: The authors in [43] propose 12 CNN-based 

models to classify bacterial species. The proposed models have 

minor differences, though all were pre-trained and fine-tuned. 

An open-source dataset called DIBaS was used to train and test 

the models. Furthermore, the dataset was augmented to increase 

its size. Augmentation was done by cropping and zooming in 

multiple times. A total of 24,073 images (including the 

originals) were present after the augmentation. Models were 

trained by resizing the images to 224x224 pixels. Some 

architectures used in this paper are Efficient-net, SqueezeNet, 

Mobilenetv2, Mobilenetv3, and ShuffleNet. Almost all the 

architectures used pre-trained models and fine-tuned them such 

that the last layer was modified to 32 neurons representing the 

number of bacterial classes. Fine-tuning also reduced the 

number of parameters drastically thus enabling the models to 

consume less resources. Comparison of proposed models was 

done with other techniques with and without data 

augmentation. The results indicate that augmentation can have 

a great impact on performance of a model. 

In [35], the authors propose a bacilli detection approach 
based on deep CNN. Specifically, SqueezeNet, ResNet, and 
VGG-16 are used for training and testing to identify which 
models work best in bacilli identification. The open-source 
dataset ZNSM-iDB, which has 2,000 images, was pre-
processed with colouring techniques. Bacterial images were 
segmented from the background using K-means clustering and 
colouring techniques. Images were resized to 224x224x3 and 
fed to the model. ReLU and sigmoid activation functions were 
used between layers. Overall, SquezeNet outperformed rest of 
the CNN models with an accuracy of 97%. 

5) Inception net: The authors in [44] developed a classifier 

to identify the presence and absence of filamentous bacteria in 

waste water. They used pre-trained inception v3, an open-
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source CNN-based architecture, to train the classifier into two 

classes. Inception v3 was developed by Google. It consists of 

22 layers and 24 parameters. It has been trained on an image-

net dataset, which is well known and large. Using a pre-trained 

inception net allowed the authors to use it as it was for 

identifying bacteria in waste water. The results indicate that the 

Inception v3 classifier was able to identify filamentous bacteria 

in abundance. 

6) Stacked auto encoder: In [45], the authors present a 

DNN-based approach to differentiate between two types of 

bacteria: MSRA and MSSA. Stacked Auto Encoder is used to 

perform the training and testing of the unlabelled dataset. The 

authors highlight that auto encoders are good at learning 

complex features from unlabelled data. They stack a number of 

auto encoders such that the first’s hidden layer will feed the 

second’s hidden layers followed by SoftMax layers. 

Comparison of the proposed approach was conducted with six 

machine learning approaches including K nearest neighbours, 

Support vector machine, and decision trees. The results indicate 

that the proposed stacked Auto Encoder accurately detects 

MSSA and MSRA bacteria with an accuracy of 97.6% and 

AUC of 0.99. 

7) Recurrent neural network long short-term memory: in 

[46], the authors aim to identify bacteria from marine water. A 

model based on Recurrent Neural Network (RNN) called Long 

Short-Term Memory (LSTM) was employed to do the task. The 

results were compared with a simple CNN mode with two 

convolutional layers and max pooling and a classification layer. 

The LSTM model consisted of two LSTM layers, each with 64 

neurons followed by a classifier with 8 neurons representing 

eight marine bacterial species. Both models were trained, 

validated, and tested on the same data so that performances 

would be comparable. The results indicate that the proposed 

LSTM method performed better than the conventional CNN 

with an accuracy of 94%. Furthermore, the LSTM-based model 

was faster and more accurate. 

The authors in [47] investigate the use of LSTM for 
identification and classification of food-borne bacteria. The 
authors make use of Hyper Spectral Microscopic Images, which 
were pre-processed and fed to an LSTM model as well as to 
three other models: PCA KNN, SCM, and LDA. The results of 
the LSTM model were compared with those of the three 
classifiers. The LSTM model is composed of several blocks, a 
dense layer and a SoftMax layer that contains five neurons 
representing five classes of bacteria. Three types of Region of 
Interest (ROI) were utilized to extract features of bacteria: inner 
cell, outer layer and boundary ROIs. The results indicate that 
centre ROI is a better feature to consider for bacterial 
classification. The proposed RNN-based LSTM model 
performed better than other models with an accuracy of 92.9 %. 

RQ 1.2 Which types of learning have been applied? 

This research question is answered by mapping each type of 
deep learning model on the taxonomy proposed in Fig. 3. 

In [20], the authors make use of unlabelled impedance data, 
which means the proposed technique is unsupervised. The 

authors in [26] use unlabelled Raman spectroscopy data to 
identify UTI-causing bacteria. The authors in [28], proposed 
binary classifiers using unsupervised learning. The classifiers 
detect two types of bacteria: MSSA and MRSA. The authors in 
[45] make use of stacked auto encoders for training and testing 
an unlabelled dataset, so we categorize this study under 
unsupervised learning models. The authors in [35] perform 
unsupervised learning as they detect bacilli-shaped bacteria 
from an open-source dataset of microscopic images. In [48], the 
authors develop a binary classifier using supervised learning. 
The proposed classifier classifies bacteria into two classes: 
harmful and benign bacteria. The authors in [49] propose a 
graph-based unsupervised technique called M-Lcuts that 
identifies numerous bacterial clusters in 3D space. 

The authors in [47] make use of live spectral analysis to 
train an RNN-based LSTM model. The authors in [46] propose 
an RNN-based model called LSTM to identify bacteria from 
marine water. Since the authors consider the LSTM model 
semi-supervised, we categorize it under semi-supervised 
learning. 

The authors in [21] collected six types of bacteria through a 
gram-staining method from a university in Malaysia. The 
dataset was annotated hence this technique can be classified as 
supervised learning. In [50], the authors differentiated between 
three strains of ‘Klebsiella pneumonia’ by using supervised 
learning’. The study [22] use a labelled dataset to detect 
bacterial vaginosis. The authors in [38] and [40]  performed 
supervised learning by manually labelling the dataset into two 
classes. The authors in [23] performed bacteria sequence 
classification by using labelled barcode sequences of an open-
source dataset. In [51], the authors performed supervised 
learning as they annotated the dataset into two classes: 
Escherichia coli and ‘Mysococcus Xanthus’. The authors in 
[39], [27], and [33] used a labelled SEM-based dataset for 
identifying and classifying  bacteria species. In [52], the authors 
used a labelled dataset to investigate the classification 
accuracies of some deep learning architectures on three types 
of bacteria. In [44], the authors used supervised learning and 
annotated microscopic images obtained from waste water. The 
authors in [24] used supervised learning for identification of 
food-borne bacteria, specifically ‘Salmonella Typhimurium’. 
The authors in [53] make use of an annotated dataset of 
microscopic images to identify bacteria from images. In [25], 
the authors performed supervised learning as they made use of 
an annotated dataset composed of microscopic images. The 
authors in [43] proposed a supervised learning approach for 
quick identification of bacteria. In [54], the authors propose a 
supervised learning method to differentiate between different 
species of gram-positive bacteria through Hyper-spectral 
Microscopic Images. The authors in [29] performed supervised-
learning–based bacterial colony classification by employing 
TL. The authors in [37], [31], and [41] made use of supervised 
learning to train models. In [36], the authors propose a fine-
tuning–based supervised learning approach for pathogenic 
bacteria identification. Similarly, the authors in [30], [42], and 
[32] also made use of supervised learning techniques. 

To summarize, 77% of the architectures belong to 
supervised learning and thus make use of annotated or labelled 
datasets. Furthermore, 5% of the architectures belong to semi-
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supervised learning. The remaining 18% of architectures 
belong to unsupervised learning. Fig. 9 presents the distribution 
of deep learning techniques for bacterial classification using 
three types of learning approaches. Fig. 10 presents the 
distribution of techniques within unsupervised learning 
architectures. 

RQ 1.3 What tools are available for detection and 
classification of deep-learning–based detection and 
classification of bacterial colonies? 

Development of tools has important implications for 
practitioners. Development of automated deep learning tools 
allows academic research to support practitioners. It also helps 
novice researchers and beginners to adapt to deep learning 
methods by overcoming the technology barrier. Table V 
presents the list of available tools in the field of bacterial 
detection and classification in deep learning. It also presents 
their languages, frameworks, and usage information. 

Seven deep learning tools are available for detection and 
classification of bacteria and their colonies. These tools 
perform various functions and work on different levels. 
Functions such as image segmentation, de-noising, cell 
counting, and labelling can be performed. For instance, the 
authors in [53] develop a tool called eHooke for automatic 
analysis of images to detect bacteria. In particular, spherical 
bacteria are targeted. An ANN was used as a deep learning 
model to detect this bacteria. eHooke was developed in Python. 
The eHooke tool is available publicly for download. 
ZeroCostDL4Mic was used in [52]. This tool supports different 
architectures like U-Net, CARE, pix2pix, StarDist, and 
SplineDist. Furthermore, the authors in [51] propose Misic, 
which is a tool based on CNN and UNet architecture that helps 
in image segmentation in dense and multi-species 
environments. Misic can work on numerous types of images 
such as two-dimensional (2D) fluorescence, bright field, and 
phase contrast images, and it does not dependent on 
microscopes. It makes use of Shape Index map (SI), which can 
be derived from microscopic image data, so diverse types of 
sample data can be used for bacterial identification. A CNN-
based UNet architecture is trained to identify the shapes of 
bacteria by extracting their features. The general workflow of 
Misic is to take input of any type of image, convert that input 
into SI, and then segment by UNet. Misic-Pip and Misic-GUI 
are available for download. The authors in [37] developed a tool 
called Motility-J to identify bacteria and detect surfaces 
covered with pathogenic bacteria. The tedious task of labelling 
datasets was also improved by labelling images with semi-
automatic technique. eHooke, Misic, and MotilityJ have been 
used for image segmentation and classification. Interestingly, 
the majority of the tools have been developed using Python 
language. Fig. 11 presents the common frameworks reported by 
primary studies for development of deep learning architectures 
whereas Fig. 12 presents languages used by primary studies for 
implanting architectures. The majority of studies have used 
TensorFlow, PyTorch, and Keras framework and Python for 
implementing architectures. 

 

Fig. 9. Distribution of Deep Learning Techniques. 

 

Fig. 10. Unsupervised Learning Architectures. 

TABLE V. LIST OF AVAILABLE TOOLS IN BACTERIA DETECTION AND 

CLASSIFICATION 

Ref. Tool Name Language Framework Usage 

[37] MotilityJ 
Java, 

Python 
PyTorch 

Classification 
and 

segmentation 

[31] 

Mobile 

Application 

GUI 

MATLAB  TensorFlow 

Bacteria 

colony 

quantification 

[38] Anonymous Python PyTorch 

Classification 

of longitudinal 
bacteria 

division 

[51] 
Misic-Pip, Misic-

GUI 
Python TensorFlow 

Segmentation 
in dense 

colonies 

[52] ZeroCostDL4Mic Python 
Google 

Colab 

Image 

segmentation, 
Image de-

noising, 

labelling for 
rod and 

spherical shape 

bacteria 

[44] 

Automated 

Microscopic 

Image 
Acquisition 

System 

Python TensorFlow 

Obtaining 

image from 
waste water 

[53] eHooke Python eHooke 

Classification, 

segmentation 
and 

quantification 

of spherical 
bacteria 
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Fig. 11.  Frameworks used to Implement Deep Learning Architectures. 

 

Fig. 12. Languages used to Implement Deep Learning Architectures. 

 

Fig. 13. Types of Datasets. 

RQ 2 What type of datasets have been used for evaluation 
in the primary studies related to deep-learning–based detection 
and classification of bacterial colonies? 

Fig. 13 shows the distribution of type of datasets used by 
the primary studies. Most of the datasets are academic. Namely, 
40% (15) of the primary studies use academic datasets, meaning 
these datasets were constructed in lab environments and are not 
associated with any organization or institute. For instance, one 
study grew bacteria in lab settings under certain temperatures 
using chemical reagents [33]. Industrial datasets were used in 
26% (10) of the primary studies. These datasets come from a 
specific organization, are not publicly available, and are solely 
used for the scope of that particular primary study. For instance, 
one study collected water samples from five domestic waste 

water treatment plants in Japan [44]. Since a particular type of 
waste water treatment plant in Japan was targeted for sample 
collection, this dataset is categorized as industrial. Finally, 
open-source datasets were used in 34% (13) of the studies. 
Open-source datasets are publicly available, well known, and 
have been used in similar studies. For instance, one study used 
an open-source database called DIBaS, which is freely 
available and has been used in other similar studies [25]. 

The authors in [55] classify bacterial species in the DIBaS 
dataset. DIBaS is an open-source dataset with 33 classes of 
bacteria and other microorganisms. This dataset was augmented 
to increase its size and to avoid over-fitting. Images were 
resized as 224x224x3. Another open-source dataset of 205 
images was incorporated  by [48]. In this case, the dataset was 
divided into different ratios of training and testing data. The 
open-source dataset DIBaS was also used by [25] for training 
and testing. The dataset was reduced to 1,669 relevant 
microscopic images that were resized to 128x128x3. The 
authors in [35] used the open-source dataset ZNSM-iDB, with 
2,000 images pre-processed with colouring techniques. 
Bacterial images were segmented from the background using 
K-means clustering and colouring techniques. Images were 
resized to 224x224x3 and fed to the model. The authors in [29]  
also used the DIBaS dataset for training, validating, and testing 
the proposed model. Since the number of relevant images in 
original dataset was small, data augmentation was used to 
increase dataset size. Augmentation was done by zooming, 
flipping, and cropping the original images multiple times. An 
open-source dataset named “Bacteria Detection with Dark-field 
Microscopy” (BDDM) used by [40]  for training and testing 
UNet architecture. It contains 366 images of size 128x128, 
which were manually labelled. The authors in [36] and [43] 
used DIBaS for training and testing the models. The dataset was 
augmented to increase its size. Augmentation was done by 
cropping and zooming in multiple times. A total of 24,073 
images (including originals) were present after augmentation. 
Models were trained by resizing the images to 224x224 pixels. 
Table VI presents list of open-source datasets in the context of 
primary studies. 

RQ 2.1 What are the characteristics of the datasets? 

TABLE VI. OPEN-SOURCE DATASETS REPORTED AND USED IN PRIMARY 

STUDIES 

Dataset Size Type Classes 

16SsRNA 393 Gene barcode 3 

DIBaS 3000 Microscopic images 33 

2DBEST 66 SEM Images  4 

BDDM 366 Dark-field Microscopic Images 2 

ZNSM-iDB 800 Microscopic Images 2 

In [20], the authors detect and classify three types of food-
borne bacteria: ‘Salmonella Enteritidis’, ‘Vibrio 
Parahaemolyticus’, and ‘Escherichia coli’. An academic dataset 
of 600 microfluidic data was used for training the model. TL is 
used when there is limited availability of training data. In [21], 
the authors augmented an industrial dataset with random image 
transformations such as rotations and reflections in order to 
reduce the dataset’s bias and increase its size.  A total of 44,985 
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images divided into six classes of bacteria were in the 
laboratory-provided datasets. Images were resized to 224x224. 
The authors in [50] used 610 gram-stained microscopic images 
of dimension 3500×5760. This dataset was provided by a 
hospital and prepared in a laboratory setting. Three classes were 
used in the dataset to distinguish between the clones of 
Klebsiella pneumonia. The authors in [22] obtained three 
datasets from three different hospitals in China to automatically 
detect bacterial vaginosis from gram-stained microscopic 
images. Several data augmentation methods like scale jittering 
and image flipping were used to reduce sampling bias. A total 
of 29,095 images were used and divided into three smaller 
datasets. All images were resized to 1024x768. Since the 
datasets used by [22] and [50] were provided by hospitals, they 
are categorized as industrial datasets. Another study used an 
open-source dataset of 15,090 microscopic images to 
differentiate longitudinal bacterial divisions (Fission) from 
horizontal and other divisions [38]. This dataset was also used 
by [56] and [57]. In these studies, the dataset was manually 
labelled and divided into two types of classes, ‘longitudinal’ 
and ‘other’, to classify bacterial division. Apart from labelling, 
a number of pre-processing steps were performed on the open-
source dataset, and images were resized to 128x128. The 
authors in [23] used the open-source dataset 16SrRNA for 
classifying bacterial sequences into a taxonomy. The authors 
concluded that performance can be enhanced by increasing the 
size of dataset, i.e., by including more samples in datasets. The 
authors in [37] addressed the tedious task of labelling datasets 
by labelling images with a semi-automatic technique. In this 
technique, images are segmented to identify the part of the 
image where bacteria are present from the background image, 
and that part is used as input for the model. A number of image-
processing techniques such as noising and erosion were used to 
obtain bacteria segments. The dataset was augmented by 
applying filters, zooming, and flipping to increase its size. 
Models were trained using input images of two sizes. A total of 
2,772 images were used for training and testing; these images 
are available for download. An industrial dataset of 
microscopic images was used to train the models. Images were 
resized to 100x100x3. 

Fig. 14 presents the different data samples and their 
frequencies. Many studies have used microscopic data. Many 
have also used spectroscopic data samples in their datasets. 

In [51], the authors used two academic datasets composed 
of 695 fluorescence, bright-field, and phase contrast images to 
train models for bacterial cells detection and classification in 
complex multi-cellular environments. 

 

Fig. 14. Types of Data Samples. 

In [52], the authors developed different datasets in order to 
segment three types of bacteria. Since the datasets were 
developed and labelled in laboratory settings, they are 
categorized as academic datasets. Datasets contain different 
types of samples such as bright field, wide field, and 
fluorescence images. Datasets were augmented to increase the 
size. These datasets are available for download. The authors in 
[41] prepared an academic dataset composed of fluorescence 
microscopic images to train and test deep learning models. The 
authors processed the images and created two types of 
transitional images for object localization and boundary 
detection. The augmented dataset contains 733 images. In [32], 
the authors detected bacterial cells from the 3D fluorescent 
microscopic images of an academic dataset. The authors 
classify the detected cells into two classes: bacteria and non-
bacteria. The dataset was prepared by using 3D images of 
Zebrafish intestine. The image size is 10x30x30. The authors in 
[24] applied a number of pre-processing steps to their datasets. 
For instance, a magnetic field was used to convert 3D signals 
into 2D data. Each 5000x3000 image was divided into one 
hundred 500x300 images. Two datasets were used for training 
and verification, including an academic and an open-source 
dataset named ‘VOC 2007’. 

The authors in [39] used an academic dataset composed of 
SEM images. Three datasets created in a laboratory 
environment were used for training and testing: the first 
contained two types of bacteria; the second contained two 
different types of bacteria; and the third contained six types of 
bacteria, including those present in the first and second dataset. 
The third dataset was considered challenging because bacteria 
present in this dataset resemble each other in shape. Images 
were resized to 400x400 before being fed to UNet architecture. 
The authors in [58] used an open-source dataset composed of 
spectral data. This dataset was pre-processed and augmented 
before it was fed to the deep learning model. In [26], a 3000 
Raman spectra from an industrial dataset was used for 
identification of UTI-causing bacteria. This dataset was divided 
for training and testing purposes. In [45], the authors used 
33,951 unlabelled spectroscopic data from an academic dataset 
to train and test the model, which was able to differentiate 
between two types of bacteria: MSRA and MSSA. The authors 
in [46] also used spectral data from an academic dataset to 
classify bacteria into eight classes. In [28],  an industrial dataset 
obtained from a hospital was used. This dataset contains 1,000 
spectra from 25 different bacterial species. Data were randomly 
divided for training and testing purposes in 9:1. 

The authors in [44] used a pre-trained Inception v3 model 
to identify the presence and absence of filamentous bacteria in 
waste water. An industrial dataset of 13,860 images was 
prepared in a laboratory setting by obtaining waste water 
samples from eight different waste water plants in Japan. In 
[31], the authors prepared an extensive dataset by collecting 
water samples from 1,301 locations. This dataset was pre-
processed, and images were resized to 3228x3215. 

In [34], pre-processing steps were performed to segment 
bacteria from the background of Whole Slide Images into three 
bacterial classes. Three types of industrial datasets were used to 
train models. A labelled dataset was used for segmentation 
whereas an unlabelled dataset was fed to the fine-tuned CNN 
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classifier. An academic dataset was used by [53], where 
training data comprised of around 11,000 wide-field 
microscopic images and around 9,000 SIM images. In each 
case, 10% of the images were set aside randomly and used for 
a test set. 

One study made use of 6,900 SEM images of size 1280x960 
as an academic dataset [30]. A sliding window of size 40x40 
was used to scan them. In [33], the authors used SEM images 
as data samples for identification of structural features of G20 
bacteria. An academic dataset with 66 images and two classes 
was divided into validation, testing, and testing data. The 
authors in [42] used a dataset of 290 SEM images. The data 
were pre-processed to remove any noise and resized to 
512x512. In [27], an open-source dataset called 2DBEST 
composed of 66 SEM images was used to train the DCNN 
model. This dataset contains images of size 229x256. 

In [54], the authors differentiate between different species 
of gram-positive bacteria through Hyper-spectral Microscopic 
Images of an industrial dataset. Bacteria were segmented from 
a 512x512 image background with the help of a binarization 
image-processing technique. The authors in [47] made use of a 
pre-processed industrial dataset of Hyper Spectral Microscopic 
Images to classify food-borne bacteria into five classes. 

RQ 2.2 What performance evaluation metrics do the studies 
use to evaluate the performance of deep-learning–based 
techniques for the detection and classification of bacterial 
colonies? 

Performance evaluation of bacteria detection and 
classification techniques involves well-known evaluation 
metrics. Metrics such as accuracy, F1 score, precision, and 
confusion matrix are commonly used to compare the 
performance of a newly proposed technique with previously 
available techniques. Apart from these metrics, criteria such as 
computation complexity, cost, size of dataset, and level of pre-
processing activities are also used to evaluate the performance 

of deep learning classifiers and extracted features. Deep 
learning models are inherently complex in nature. For instance, 
the number of layers in a CNN may increase overall 
computational cost and complexity. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)               (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)            (2) 

𝑅𝑒𝑐𝑎𝑙𝑙/𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)             (3) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁/(𝑇𝑁 + 𝐹𝑁)            (4) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = (2 ∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)/(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 +
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)              (5) 

𝐷𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 = (2(𝐴 ∩ 𝐵))/(𝐴 + 𝐵)            (6) 

Equations 1–6 can calculate accuracy, precision, sensitivity, 
and F1-score. Here ‘TP’ stands for ‘true positive’, or the correct 
identification of bacteria presence. ‘TN’ stands for ‘true 
negative’, indicating correct identification of absent bacteria. 
‘FP’ represents ‘false positive’, or the false presence of bacteria 
as absent, whereas ‘FN’ stands for ‘false negative’, or the 
incorrect identification of absent bacteria as present. Accuracy 
is the sum of correct identifications (both present and absent) 
divided by total samples. Precision is the fraction of correctly 
identified positive instances over all positive instances. 
Sensitivity is the proportion of correctly identified positive 
instances out of all positive instances. Specificity is calculated 
as correctly identified negative instances over all negative 
instances. The receiver operating curve (ROC) presents the true 
positive rate against the true negative rate and is also known as 
the precision-recall rate. F1-score is a statistical measure that is 
calculated as the geometric mean of specificity and sensitivity. 
Confusion matrix represents the rate of misclassified bacterial 
instances. Rows in the confusion matrix represent actual classes 
while columns represent predicted classes. The evaluation 
metrics used by the studies included in this review are presented 
in Table VII. 

TABLE VII. EVALUATION METRICS USED IN PRIMARY STUDIES 

Reference 
Highest 
Accuracy 

Precision Recall Sensitivity Specificity 
FP 
Rate 

Confusion 
Matrix 

F1-
Score 

AUC/ROC 

(Zhang et al., 

2021b) 
100%         

[21] 99.24%         

[50] 65%         

[22] 89.3         

[38] 99.6         

[23] 91.7         

[51] 76%         

[51] 95.8%         

[52] 98%         

[44]          

[24] 86%         

[33] 81%         

[53] 86%         

[26] 96%         
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[40] 96%         

[25] 97%         

[27] 74%         

[45] 97.66%         

[28] 100%         

[43]          

[29] 94.8%         

[34] 81%         

[35] 97%         

[36] 96.8%         

[48] 95%         

[55] 96.2%         

[47] 92.9%         

[49]          

[46] 94%         

[30] 93%         

[54] 98%         

[41] 90%         

[42] 93%         

[31] 97%         

[32] 95%         

[58] 92%         

[37] 100%         
 

V. DISCUSSION AND IMPLICATIONS 

This secondary study, an SLR, has reviewed a total of 38 
primary studies. This section discusses the results and their 
implications. 

Most of the articles reviewed focus on supervised learning 
techniques. Only a few papers discuss unsupervised learning 
techniques. More contributions to semi-supervised and 
unsupervised learning techniques are needed. Overall, 77% of 
the primary studies focus on supervised learning, 18% focus on 
unsupervised learning, and only 5% focus on semi-supervised 
learning techniques. In short, semi-supervised learning is a 
potential area that can be further explored for bacterial colony 
detection and classification. This implication is noteworthy for 
researchers who want to contribute in the area of deep-
learning–based identification and classification of bacterial 
colonies. Within supervised learning, the majority of studies 
have focused on CNNs and their different architectures. Around 
86% of the supervised learning techniques focus on different 
CNN architectures. ResNet (48%) and UNet (20%) dominate 
as compared to other CNN architectures such as SqueezeNet 
and AlexNet. There is a need to investigate the evidence 
regarding how to select a particular CNN architecture according 
to type and size of dataset. Such research may enable new 
researchers and practitioners to select the best deep learning 
model according to the size and type of their data. 

Development of tools plays an important role in applying 
academic research to industrial practices. Lack of tools can be 
a great barrier when it comes to adopting academic research 
into industrial practices. Only a few tools are available publicly. 
The majority of the primary studies did not develop end-to-end 

tools, with some providing only implementation details and 
others mentioning no implementation details at all. Most deep 
learning methods are computationally expensive, with 
optimization demanding an extremely large number of 
parameters and with memory constraints that necessitate 
simultaneous use of Graphics processing unit (GPUs). There is 
a need for stand-alone tools that can operate without 
technological constraints such as memory and that are 
accessible even to beginners or practitioners who might not 
possess technical understanding of architectural details. 

Datasets are the fundamental entities that determine 
performance in deep learning methods. It was observed that 
40% percent of the primary studies used academic datasets. 
Thus most data samples were constructed in laboratory settings. 
While 34% of the primary studies employed open-source 
datasets, only 26% used industrial datasets. Datasets created in 
laboratory settings under specific conditions always have an 
inherent bias, which is a threat to validity of results. Future 
research must incorporate more industrial datasets so that 
academic research can solve real industrial problems. 
Furthermore, a large number of benchmark open-source 
datasets must be readily available to researchers so that 
performance of different methods can become comparable. 
Hence, creating and updating of open-source datasets also 
needs researchers’ attention. 

A number of studies performed data augmentation to 
increase the size of datasets and reduce the bias of sampling. 
Images were augmented in a number of ways. For instance, the 
authors in [22]  performed jittering and horizontal and vertical 
flips. Yet there is little discussion on the cost of augmentation 
and comparison of performance of deep learning models with 
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and without augmentation. It would be interesting to conduct 
such empirical studies and compare the cost and accuracies. 

Performance evaluation of the primary studies was 
conducted using well-known evaluation metrics such as 
precision, recall, FP rate, AUC/ROC, and F1-score. Accuracy, 
precision, F1-score, confusion matrix, and recall were most 
frequently used for performance evaluation. 

This study can benefit researchers and practitioners by 
providing them a bird’s eye view as well as an in-depth analysis 
of existing research in the area of deep-learning–based 
identification and classification of bacterial colonies. 
Researchers can benefit from the classification of existing 
studies on the taxonomy of deep learning models. This study 
helps to identify where primary studies are lacking so that 
researchers can target and contribute to those areas. This study 
also benefits practitioners by outlining recent developments in 
academic research so that they can adopt those developments in 
the industry with confidence and evidence. 

VI.  CONCLUSION AND FUTURE DIRECTIONS 

This study analysed 38 articles and identified trends in most 
commonly used deep learning techniques, commonly used 
datasets, and availability of tools. The study has presented a 
taxonomy of deep learning techniques and mapped existing 
primary studies to identify the gaps in the literature. 
Furthermore, a thematic and descriptive analysis was conducted 
on qualitative and quantitative data respectively to answer the 
research questions and provide insights into deep learning 
approaches. The study reports on benchmark datasets used by 
deep learning approaches for bacterial colony classification. 
This study also presents a comparative analysis to find the 
similarities and differences in performance evaluation metrics 
used in primary studies. The results indicate that most of the 
articles focus on supervised learning techniques. Within 
supervised learning, the majority of the articles focus on CNN. 
Only a few used unsupervised learning techniques. 
Development of tools plays an important role in applying 
academic research to industrial practices, yet only a limited 
number of tools are publicly available. The results also indicate 
that a majority of the primary studies use academic datasets. 
Furthermore, accuracy, precision, F1-score, confusion matrix, 
and recall were the most frequently used performance 
evaluation metrics. This study is beneficial for researchers as it 
helps to identify areas where they can contribute. 

In the future, more contributions towards semi-supervised 
and unsupervised learning techniques are needed. Future 
research works must incorporate more industrial datasets so that 
academic research can solve real industrial problems. 
Furthermore, there is a need for stand-alone tools that can 
operate without technological constraints so that beginners and 
practitioners can use them. 
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Abstract—Pneumonia is an illness that affects practically 

everyone, from children to the elderly. Pneumonia is an infectious 

disease caused by viruses, bacteria, or fungi that affect the lungs. 

It is quite difficult to recognize someone who has pneumonia. This 

is because pneumonia has multiple levels of classification, and so 

the symptoms experienced may vary. The multilayer perceptron 

approach will be used in this study to categorize Pneumonia and 

determine the level of accuracy, which will contribute to scientific 

development. The Multilayer Perceptron is employed as the 

classification method with hyperparameter learning rate and 

momentum, while SURF is used to extract the features in this 

classification. Based on the experiments that have been carried 

out, in general, the learning rate value is not very influential in the 

learning process, both at the momentum values of 0.1, 0.3, 0.5, 0.7, 

and 0.9. The best desirable accuracy value for momentum 0.1 is at 

a learning rate of 0.05. The best desirable accuracy value for 

momentum 0.3 is at a learning rate of 0.09. The most desirable 

accuracy value for momentum 0.3 is at a learning rate of 0.05 and 

0.07. At a learning rate of 0.03 the highest ideal accuracy value is 

obtained. The best desirable accuracy value for momentum 0.9 is 

at a learning rate of 0.09. this research should be redone using the 

number of hidden layers and nodes in each hidden layer. The 

addition of a hidden layer, as well as variations in the number of 

nodes in the hidden layer, will affect computation time and yield 

more optimal accuracy results. 

Keywords—Multilayer perceptron; SURF; pneumonia 

hyperparameter 

I. INTRODUCTION 

Medical images have an important role in classifying or 
identifying a disease. One of the most frequently used techniques 
is X-ray Photo [1] [2] [3]. This technique is used by radiologists 
to be able to see and find out information about the patient's body 
condition. In addition, it has advantages, easy to use, and has a 
high economic value [4] [5]. A chest X-ray is used by 
radiographs to see the condition of the patient's chest area. The 
results of this chest x-ray illustrate the condition of the patient's 
body starting from the chest, lungs, heart, and trachea [6] [7]. 
Lung infections caused by bacteria, viruses, fungi, or parasites 
will be marked with a white-gray area. The pattern area makes it 
easier for doctors to identify the patient's illness, such as 
pneumonia [8] [9]. 

Pneumonia is a type of acute respiratory infection (ARI) at 
the bottom caused by inflammation of the tissues and air sacs in 
the lungs by bacteria, viruses, fungi, or parasites. The air sacs are 
filled with fluid which can cause coughing up phlegm, fever, 
difficulty breathing, and chills [10] [11]. Pneumonia is an 
airborne disease. Elderly people aged 65 years and over are a 
high-risk group for pneumonia. In the elderly the pneumonia rate 
has a high degree of severity of disease, it can even lead to death 
[12] [13]. 

Pneumonia classification using the k-nearest neighbor 
method with glcm feature extraction is the topic of Wijaya's 2020 
study. the findings of his study suggest that cropping an x-ray 
image of the lungs can improve accuracy. the greatest accuracy 
per class is 66.20 percent while utilizing gray level co-occurrence 
(glcm) feature extraction and k-nearest neighbor (knn) 
classification for k = 5. the maximum level of accuracy is 72.90 
percent for the virus lung picture object because the gray level 
co-occurrence (glcm) does not indicate the proper value, the 
precision and recall levels tend to have the same value [14]. 

The CNN model in classifying CT image data sets and 
determining the probability of COVID-19 infection, according to 
Xu [15] in his study. In this work, two test models were used: one 
that ignored the distraction component and another that took into 
account the distraction effect by adding a noisy-OR bayesian 
function. the acquisition of classification evaluation with 79.4 % 
accuracy, 68.9% precision, 76.5 % recall, and 72.5 % f1-score in 
the initial model. While the acquisition of classification 
evaluation in the second model had 86.7 % accuracy, 81.3 % 
precision, 86.7 % recall, and 83.9 % f1-score. 

Detection of COVID-19 Infection in Chest X-rays Based 
Deep Transfer Learning, according to Das [16], explains to 
circumvent the low sensitivity of RT-PCR, chest X-ray images 
were employed to detect and diagnose COVID-19 in this study. 
CT scans were favored over chest X-rays. We chose chest x-ray 
images since X-ray machines are less expensive than CT scan 
devices. Furthermore, X-rays emit less ionizing radiation than 
CT scans. Chest X-ray scans of COVID-19 infected patients 
show several unique patterns and bilateral alterations, according 
to the exhaustive review. Manual COVID-19 testing from chest 
x-ray images, on the other hand, is a difficult task. As a result, 

*Corresponding Author. 
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utilizing deep learning-based methodologies, an automatic 
analysis of chest X-rays was performed in this article. Deep 
transfer learning methods were capable of training network 
weights on big datasets as well as fine-tuning the weights of pre-
trained networks on small datasets. Using multiple performance 
metrics like as accuracy, f-measures, sensitivity, specificity, and 
kappa statistics, extensive comparison analyses have been 
undertaken to evaluate the performance of the suggested model. 
The proposed model outperforms competing models, according 
to comparative analyses. deep understanding Under test 
conditions, the VGGNet model has an accuracy of 89.30 %, F-
measure 90.07 %, sensitivity 91.22 %, specificity 89.12 %, and 
kappa statistic 90.12 %, while in training conditions it has an 
accuracy of 90.32 %, F-measure 91.69 %, sensitivity 91.83 %, 
specificity 90.16 %, and kappa statistic 91.54 %. 

Optimizing [46] the hyper-parameters of multi-layer 
perceptron with greedy search, in experiment using Fashion 
MNIST and Kuzushiji MNIST datasets, is the topic of Bae's et al 
[36]. The proposed algorithm shows the similar performance as 
compared to complete search, which means the proposed 
algorithm can be a potential alternative to complete search. 
Experiments used with variations in the learning rate [0.1; 0.05; 
0.01; 0.005; 0.001] the most optimal results are at a learning rate 
of 0.1 and 0.001[36]. 

Ke [37] in his report 2021 discusses enhancement of 
multilayer perceptron model training accuracy through the 
optimization of hyperparameters: a case study of the quality 
prediction of injection-molded parts. In the experiment the 
learning rate used [0.1; 0.001; 0.0001; 0.0001; 0.00001] and the 
activation functions [Sigmoid, Tanh, ReLU, LeakyReLU, ELU] 
the most optimal accuracy results are at a learning rate of 0.1 both 
in the activation functions of Sigmoid, Tanh, ReLU, 
LeakyReLU, and ELU[37]. 

Kermany et al. [39] research uses deep learning model 
inception to determine medical conditions. Layer training was 
done using Adam Optimizer with a learning rate of 0.001 and 
stochastic gradient descent in batches of 1,000 photos each step. 
In all categories, training lasts 10,000 steps or 100 epochs. 

A wavelet technique was included as a noise remover before 
the forecasting data was processed using the ANN model, 
according to Ekonomou [40], who found that while the ANN 
model produced good results when used to solve forecasting 
situations, more optimal results were obtained. This model 
demonstrates that in order to produce more accurate results, ANN 
still has to be expanded with different combinations and 
enhancements. 

In his manuscript addressing the case of the Power System 
Topology Observability analysis, Reddy [43] also investigated 
the enhanced Neural Network Hopfield model; the Power 
System Topology Observability was then analyzed using the 
particle swarm optimization technique as a comparative model. 
According to his research, the improved Hopfield Neural 
Network model required the least amount of computational time 
when compared to the particle swarm optimization algorithm, 
which had a time ratio of 0.2811: 18,592 in seconds. The 
Hopfield model also required the fewest iterations to produce the 
best results. When compared to the particle swarm optimization 

approach, the upgraded neural network requires less iterations 
which had an iterations ratio 45:189. 

In his research, Alqudah [44] claimed that by integrating the 
deep learning model as a feature extraction process and machine 
learning as a classification, the CNN model had been improved 
from the basic Neural network model. This study examined the 
accuracy, sensitivity, specification, and precision of the image 
size input model with variations of 32x32, 64x64, 128,128,256, 
and achieved the best results at 64x64 image input circumstances 
with successive values of 80.07, 79.24, 89.55, and 78.80. 

The ResNet model was used by Latif [45] in his research on 
pneumonia detection. The CNN model (9 layers), CNN model 
(10 layers), CNN model (12 layers), ResNet V1 (3 blocks), and 
ResNet V2 (12 blocks) were all tested in trials to get the best 
results. The CNN model's results took less time to accomplish 
than those of the ResNet model, with training times of 26.72 
minutes, 28.10 minutes, 36.18 minutes, 9.09 hours, and 14.58 
hours. However, with accuracy scores of 80.88, 81.24, 80.28, 
87.67, and 88.67 correspondingly, the ResNet model 
outperforms CNN. 

In the comparison of chest X-rays presenting as pneumonia 
versus normal, we achieved an accuracy of 92.8%, with a 
sensitivity of 93.2% and a specificity of 90.1%. The area under 
the ROC curve for detection of pneumonia from normal was 
96.8%. Binary comparison of bacterial and viral pneumonia 
resulted in a test accuracy of 90.7%, with a sensitivity of 88.6% 
and a specificity of 90.9%. The area under the ROC curve for 
distinguishing bacterial and viral pneumonia was 94.0%.[39]. 

According to earlier studies, multilayer perceptron as a 
classification approach and speed up robust feature (SURF) as 
feature extraction have not been identified in X-Ray Image 
Classification research. The multilayer perceptron classification 
approach with variations in momentum and learning rates, as 
well as SURF as its feature extraction model, will be investigated 
in this study in categorizing pneumonia based on X-Ray pictures. 

This work uses SURF as a feature selection and feature 
extraction model because surf can reduce data loss in the high-
quality data extraction process [35]. Feature selection and feature 
extraction are difficult tasks when getting high-dimensional data 
[41][42][47]. 

II. STUDY LITERATURE 

A. Pneumonia 

Pneumonia is inflammation of the lung parenchyma where 
the acini are filled with inflammatory fluid with or without 
infiltration of inflammatory cells into the walls of the alveoli and 
interstitial spaces characterized by coughing accompanied by 
rapid breathing and/or shortness of breath in children under five 
[17]. Pneumonia causes inflammation of the lungs that makes 
breathing difficult and oxygen intake less. Pneumonia is a disease 
caused by microorganisms such as pneumococcus, 
staphylococcus, streptococcus, and viruses whose mode of 
transmission can be through the medium of air, saliva splashes, 
direct contact through the mouth, and contact with shared objects 
[18] [19]. 
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Indonesia as a country located in the tropics has the potential 
to become an endemic area for infectious diseases which at any 
time can be a threat to public health. Pneumonia is the second 
leading cause of death for children under five in Indonesia after 
diarrhea. The number of pneumonia sufferers in Indonesia in 
2013 ranged from 23-27% and deaths from pneumonia were 
1.19% [20]. 

B. Multilayer Perceptron 

The Multilayer Perceptron is a variant of the original 
Perceptron model proposed by Rosenblatt in 1950 [21]. Neural 
Network Model or Neural Network is a brain computing system. 
This is because Neural Networks are inspired by the human brain 
which can provide input, process, and produce output. Neural 
Network can produce output because it has acquired the 
knowledge gained through the learning process [22] [23]. Neural 
Networks here have several functions, such as pattern 
classification, mapping patterns from input to new at output, 
storing patterns to be recalled, mapping similar patterns, 
optimizing problems, and predictions [24] [25]. 

Neural Network Multilayer Perceptron is a development of 
Neural Network Perceptron. Developed to cover the weakness of 
the Neural Network Perceptron, namely performing complex 
logic operations [26]. 

The perceptron algorithm, which forms the basis of the 
Multilayer Perceptron model, was invented by Frank Rosenblatt, 
funded by the United States Maritime Research Department at 
the Cornell Aviation Laboratory in 1957. 

Multilayer Perceptron is arranged in three levels consisting of 
one input layer, one or more hidden layers, and one output layer. 
So that later the process will run from the input layer to the output 
layer, which there is no repetition. Neural Network architecture 
like this is called feedforward [27], Fig. 1. 

 

Fig. 1. Research Architecture Multilayer Perceptron. 

C. Surf 

The Speed Up Robust Feature (SURF) algorithm was first 
published by researchers from ETH Zurich, Herbert Bay in 2006 
[28]. In its development Herbert Bay was assisted by two 
colleagues, namely Tinne Tuytelaars and Luc Van Gool [29] 
[30]. The SURF algorithm can detect local features in an image 
reliably and quickly. This algorithm is inspired by the Scale 

Invariant Feature Transform (SIFT), especially at the scale space 
representation stage. The SURF algorithm uses a combination of 
an integral image algorithm and blob detection based on the 
determinants of the Hessian matrix [31]. 

SURF is a very powerful local feature detector, which can be 
used in computer vision such as object recognition and 3D 
reconstruction [32]. One of the advantages of SURF is its 
processing speed, this is due in part to the use of integral images. 
The value of this integral image comes from the sum of the 
grayscale values of the image [33]. SURF is designed to extract 
the uniqueness and similarity of features from images. The SURF 
algorithm is divided into several stages, namely interest point 
detection and feature description [34]. 

III. RESEARCH METHODS 

A. Dataset 

The dataset used in this study was taken from the Kaggle 
dataset source which can be accessed via the following link 
https://www.kaggle.com/paultimothymooney/chest-xray-pneum 
onia. Consists of 5,863 X-Ray images (Jpeg) and has two 
categories, namely Pneumonia and Normal. 

B. Data Analysis 

Biomedical images come in a wide variety of shapes and 
sizes. Images for a comparable pathological condition could alter 
significantly from person to person, and even from encounter to 
encounter. These discrepancies could be due to variances in 
illumination, marker stains (for pathological investigations), 
image extraction procedure, image dimension, and so on. Image 
preprocessing guarantees that all of the photos are in the same 
format and are free of noise that is irrelevant to the study. 

C. Research Architecture 

This study's research architecture is based on multiple 
previous investigations [35][38]. A training model and a test 
model are included in the created model. (See Fig. 2). 

 

Fig. 2. Research Architecture [35] [38]. 
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Fig. 2 shows the research steps that will be carried out with 
two processes, the first is the training process, namely the process 
of extracting data (grayscale to minimize the color space in the 
image from three color spaces R, G, B into one color space, 
namely grayscale and extracting by utilizing the SURF feature). 
and the data is stored as a pattern model that will be used in the 
testing phase, the second testing process is the process of 
matching the pattern model that has been trained by utilizing the 
Multilayer perceptron method as a classification. 

IV. RESULTS AND DISCUSSION 

A. Pneumonia X-Ray Sample Set 

Fig. 3 shows some pneumonia samples and normal x-ray 
images used in this study Fig. 3. 

Sample X-ray Set of Pneumonia is illustrated in Fig. 3. 

 
(a) 

 
(b) 

Fig. 3. Sample X-Ray Set (a) Pneumonia, (b) Normal. 

B. Surf Detection 

The results of feature SURF detection are marked with a 
circle on the image, Fig. 4 shows the results of feature SURF 
detection with 100 strongest values on the X-ray Set Pneumonia 
image. 

C. Performance Measure 

A confusion matrix was used to describe the performance of 
a classification model on a test dataset for which the true values 
were known. It enables the visualization of an algorithm's 
performance. 

 

Fig. 4. Surf Detection. 

A method's accuracy indicates how accurate the projected 
values are. Precision refers to the measurement's repeatability, or 
how many of the forecasts are right. The recall specifies how 
many right answers are found. The f1-score calculates a balanced 
average outcome by combining precision and recall. The 
equations below illustrate how to calculate these values, with TP, 
TN, FP, and FN standing for true positive, true negative, false 
positive, and false negative, respectively. 

Accuracy =  
TP+TN

TP+FP+TN+FN
               (1) 

Precision =  
TP

TP+FP
              (2) 

Recall =  
TP

TP+FN
              (3) 

F1 − Score =  
2 x Precision x Recall

Precision+ Recall
            (4) 

D. Experiment 

The classification process using a multilayer perceptron was 
tested with variations in the learning rate [0.1; 0.3; 0.5; 0.7; 0.9; 
0.01; 0.03; 0.05; 0.07; 0.09; 0.001; 0.003; 0.005; 0.007; 0.009; 
0.0001; 0.0003; 0.0005; 0.0007; 0.0009;] and momentum 
variation [0.1; 0.3; 0.5; 0.7; 0.9] to determine the optimal level of 
accuracy on the multilayer perceptron in classifying Pneumonia 
with condition 100 epochs. The experimental results are 
presented in Table I, Table II, Table III, Table IV and Table V. 

TABLE I. MULTILAYER PERCEPTRON WITH 0.1 MOMENTUM 

Learning 

Rate 
ACCURACY Precision Recall 

F1- 

Score 

0.1 0.824 0.824 0.824 0.824 

0.3 0.822 0.823 0.822 0.822 

0.5 0.818 0.819 0.818 0.818 

0.7 0.816 0.818 0.816 0.816 

0.9 0.813 0.814 0.813 0.812 

0.01 0.825 0.826 0.825 0.825 

0.03 0.824 0.824 0.824 0.824 

0.05 0.827 0.828 0.827 0.827 

0.07 0.82 0.82 0.82 0.82 

0.09 0.826 0.826 0.826 0.826 

0.001 0.819 0.821 0.819 0.819 

0.003 0.823 0.824 0.823 0.823 

0.005 0.823 0.824 0.823 0.823 

0.007 0.823 0.824 0.823 0.823 

0.009 0.825 0.826 0.825 0.825 

0.0001 0.771 0.805 0.771 0.764 

0.0003 0.816 0.821 0.816 0.816 

0.0005 0.82 0.822 0.82 0.82 

0.0007 0.819 0.821 0.819 0.819 

0.0009 0.82 0.821 0.82 0.819 
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TABLE II. MULTILAYER PERCEPTRON WITH 0.3 MOMENTUM 

Learning 

Rate 
ACCURACY Precision Recall 

F1- 

Score 

0.1 0.828 0.828 0.828 0.828 

0.3 0.819 0.82 0.819 0.819 

0.5 0.817 0.818 0.817 0.817 

0.7 0.812 0.813 0.812 0.812 

0.9 0.814 0.816 0.814 0.814 

0.01 0.824 0.825 0.824 0.824 

0.03 0.827 0.828 0.827 0.827 

0.05 0.821 0.821 0.821 0.821 

0.07 0.827 0.828 0.827 0.827 

0.09 0.828 0.828 0.828 0.828 

0.001 0.82 0.821 0.82 0.82 

0.003 0.823 0.824 0.823 0.823 

0.005 0.823 0.823 0.823 0.823 

0.007 0.825 0.826 0.825 0.825 

0.009 0.826 0.827 0.826 0.826 

0.0001 0.784 0.809 0.784 0.779 

0.0003 0.819 0.821 0.819 0.818 

0.0005 0.82 0.821 0.82 0.819 

0.0007 0.82 0.821 0.82 0.819 

0.0009 0.819 0.82 0.819 0.819 

TABLE III. MULTILAYER PERCEPTRON WITH 0.5 MOMENTUM 

Learning 

Rate 
ACCURACY Precision Recall 

F1- 

Score 

0.1 0.813 0.813 0.813 0.813 

0.3 0.815 0.816 0.815 0.815 

0.5 0.81 0.81 0.81 0.81 

0.7 0.808 0.809 0.808 0.808 

0.9 0.811 0.812 0.811 0.811 

0.01 0.821 0.822 0.821 0.821 

0.03 0.823 0.824 0.823 0.823 

0.05 0.827 0.828 0.827 0.827 

0.07 0.827 0.827 0.827 0.827 

0.09 0.819 0.819 0.819 0.819 

0.001 0.822 0.823 0.822 0.822 

0.003 0.823 0.823 0.823 0.823 

0.005 0.825 0.826 0.825 0.825 

0.007 0.824 0.825 0.824 0.824 

0.009 0.822 0.822 0.822 0.822 

0.0001 0.795 0.81 0.795 0.792 

0.0003 0.82 0.821 0.82 0.819 

0.0005 0.82 0.821 0.82 0.819 

0.0007 0.819 0.82 0.819 0.819 

0.0009 0.821 0.822 0.821 0.821 

TABLE IV. MULTILAYER PERCEPTRON WITH 0.7 MOMENTUM 

Learning 

Rate 
ACCURACY Precision Recall 

F1- 

Score 

0.1 0.824 0.824 0.824 0.824 

0.3 0.822 0.823 0.822 0.822 

0.5 0.818 0.819 0.818 0.818 

0.7 0.812 0.813 0.812 0.812 

0.9 0.814 0.816 0.814 0.814 

0.01 0.824 0.825 0.824 0.824 

0.03 0.827 0.828 0.827 0.827 

0.05 0.821 0.821 0.821 0.821 

0.07 0.82 0.82 0.82 0.82 

0.09 0.826 0.826 0.826 0.826 

0.001 0.819 0.821 0.819 0.819 

0.003 0.823 0.824 0.823 0.823 

0.005 0.823 0.824 0.823 0.823 

0.007 0.825 0.826 0.825 0.825 

0.009 0.824 0.825 0.824 0.824 

0.0001 0.822 0.822 0.822 0.822 

0.0003 0.795 0.81 0.795 0.792 

0.0005 0.82 0.821 0.82 0.819 

0.0007 0.819 0.821 0.819 0.819 

0.0009 0.82 0.821 0.82 0.819 

TABLE V. MULTILAYER PERCEPTRON WITH 0.9 MOMENTUM 

Learning 

Rate 
ACCURACY Precision Recall 

F1- 

Score 

0.1 0.813 0.813 0.813 0.813 

0.3 0.822 0.823 0.822 0.822 

0.5 0.818 0.819 0.818 0.818 

0.7 0.816 0.818 0.816 0.816 

0.9 0.811 0.812 0.811 0.811 

0.01 0.821 0.822 0.821 0.821 

0.03 0.823 0.824 0.823 0.823 

0.05 0.827 0.828 0.827 0.827 

0.07 0.827 0.827 0.827 0.827 

0.09 0.828 0.828 0.828 0.828 

0.001 0.82 0.821 0.82 0.82 

0.003 0.823 0.824 0.823 0.823 

0.005 0.823 0.823 0.823 0.823 

0.007 0.824 0.825 0.824 0.824 

0.009 0.824 0.825 0.824 0.824 

0.0001 0.822 0.822 0.822 0.822 

0.0003 0.795 0.81 0.795 0.792 

0.0005 0.82 0.821 0.82 0.819 

0.0007 0.819 0.82 0.819 0.819 

0.0009 0.821 0.822 0.821 0.821 
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Based on the results of the experiments, the accuracy, 
precision, recall, and f1-score obtained a relatively stable value, 
with the lowest accuracy value being 78.4% and the highest 
accuracy value being 82.8%, the lowest precision value being 
.80.5% and the highest precision value being 82.8%, the lowest 
recall value being 78.4% and the highest recall value being 
82.8%, the lowest f1-score being 76.4% and the highest f1-score 
being 82.8%. 

Fig. 5 illustrates the entire experiment, from the highest 
classification report level to the lowest classification report level. 

 
HCR: Highest Classification Report 
LCR: Lowest Classification Report 

Fig. 5. Comparison of Highest and Lowest Classification Report. 

E. Discussion 

The highest classification report rate was found at the 
momentum condition 0.3 and the learning rate 0.09, and at the 
momentum condition 0.9 and the learning rate 0.09, with 82.8 %, 
82.8 % precision, Recall 82.8 %, and f1-score 82.8 %, based on 
the results of 100 experiments with variations in the momentum 
value and variations in the learning rate value. 

Detection of COVID-19 Infection in Chest X-rays Using 
Deep Transfer Learning is a previous study. In training 
conditions, the VGGNet model has an accuracy of 90.32 %, F-
measure 90.07 %, sensitivity 91.22 %, specificity 89.12 %, and 
kappa statistic 90.12 %, while it has an accuracy of 90.32 %, F-
measure 91.69 %, sensitivity 91.83 %, specificity 90.16 %, and 
kappa statistic 90.54 %. 

Using the bayesian noise-OR function to account for the 
effects of interference on the image, previous research discussed 
the CNN Model in classifying CT image data sets and 
determining the probability of COVID19. The results of the 

classification report 86.7 % accuracy, 81.3 % precision, 86.7 % 
recall, and 83.9 % f1-score. 

Deep learning and the inception have been used in previous 
research. To learn about medical disorders. The layers are trained 
using the Adam Optimizer with a learning rate of 0.001 and 
stochastic gradient descent in batches of 1,000 images each step. 
In all categories, training lasts 10,000 steps or 100 epochs. In a 
comparison of pneumonia to normal chest X-rays, we achieved 
an accuracy of 92.8 %, with a sensitivity of 93.2 % and a 
specificity of 90.1 %. The area under the ROC curve for 
pneumonia detection from normal was 96.8%. 

The classification of pneumonia is covered by khairina[48]. 
The successes in this study are with the level of accuracy, 
precision, recall, and f1-score with values of 0.8067, 0.7948, 
0.9237, and 0.8544 in identifying the symptoms of pneumonia by 
combining the K-Nearest Neighbor method with the Histogram 
of Oriented Gradient as a feature selection and feature extraction 
model. 

IV. CONCLUSION 

Based on the experiments that have been carried out, in 
general, the learning rate value is not very influential in the 
learning process, both at the momentum values of 0.1, 0.3, 0.5, 
0.7, and 0.9. The best desirable accuracy value for momentum 
0.1 is at a learning rate of 0.05. The best desirable accuracy value 
for momentum 0.3 is at a learning rate of 0.09. The most desirable 
accuracy value for momentum 0.3 is at a learning rate of 0.05 and 
0.07. At a learning rate of 0.03 the highest ideal accuracy value 
is obtained. The best desirable accuracy value for momentum 0.9 
is at a learning rate of 0.09 this research should be redone using 
the number of hidden layers and nodes in each hidden layer. The 
addition of a hidden layer, as well as variations in the number of 
nodes in the hidden layer, will affect computation time and yield 
more optimal accuracy results. 
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Abstract—Confirmed statistical data of Covid-19 cases that 

have accumulated sourced from (https://corona.riau.go.id/data-

statistik/) in Riau Province on June 7, 2021, there were 63441 

cases, on June 14, 2021, it increased to 65883 cases, on June 21, 

2021, it increased to 67910, and on June 28, 2021, it increased to 

69830 cases. Since the beginning of this pandemic outbreak, it 

has been observed that the case data continues to increase every 

week until this July. This study predicts cases of Covid-19 time 

series data in Riau Province using the LSTM algorithm, with a 

dataset of 64 lines. Long-Short Term Memory has the ability to 

store memory information for patterns in the data for a long time 

at the same time. Tests predicting historical data for Covid-19 

cases in Riau Province resulted in the lowest RMSE value in the 

training data, which was 8.87, and the test data, which was 13.00, 

in the death column. The evaluation of the best MAPE value in 

the training data, which is 0.23%, is in the recovered column, 

and the evaluation of the best MAPE value in the test data, which 

is 0.27%, in the positive_number column. In the test to predict 

the next 30 days using the LSTM model that has been trained, it 

was found that the performance evaluation of the prediction 

results for the positive_number column and the death column 

was very good, the recovery column was categorized as good, the 

independent_isolation column and the care_rs column were 

categorized as poor. 

Keywords—Time series prediction; forecasting; recurrent 

neural network; long short-term memory 

I. INTRODUCTION 

Indonesia is one of the countries hit by the Covid-19 
pandemic which continues to increase every day. Covid-19 
outbreak due to the coronavirus began to appear in mid-
December 2019 in China, precisely in the city of Wuhan, and 
has spread to several countries worldwide. The World Health 
Organization (WHO) had declared January 30, 2020, a public 
health emergency. The Covid-19 pandemic entered Indonesia 
on March 2, 2020, it is known from existing information that 
there have been Indonesian citizens who have been infected. 
The two 64-year-old women, and their 31-year-old daughter 
were declared positive for Covid-19 after having contact with 
a Japanese citizen [1], [2]. 

The Riau Provincial Government made various efforts to 
suppress the transmission of the coronavirus, namely by 
providing health protocol directions, including washing hands, 
maintaining a distance of two meters, avoiding crowds, 
avoiding touching your face with your hands, and maintaining 
a healthy diet. This is in the spotlight with the aim of 
suppressing the addition of new cases and reducing the death 
rate. Confirmed statistical data for the accumulation of the 

Covid-19 cases sourced from (https://corona.riau.go.id/data-
statistik/), in Riau Province on June 7, 2021, as many as 63441 
cases; on June 14, 2021 it increased to 65883 cases, on June 
21, 2021 it increased to 67910, on June 28, 2021 it increased 
to 69830 cases, and so on. Since the beginning of the outbreak 
of this pandemic outbreak, it has been observed that case data 
continues to grow every week until this August [3]. Riau 
Province is one of the areas in Indonesia which is included in 
the dangerous zone. 

A method is needed to estimate the number of Covid-19 
cases every day with data in Riau Province. Forecasting is a 
technique for predicting conditions that will occur in the 
future based on data from the past. Predicting the Covid-19 
phenomenon based on incident data with sequential time 
series can be done using the Machine Learning approach [4]. 
The predicted data in this study are classified as time series. 
Time series data is a series of observed data based on a certain 
time interval. The time-series approach explains that the 
model is influenced by data that occurred in the past [5]. This 
study makes predictions using the Long Short-Term Memory 
(LSTM) algorithm. LSTM can store memory information for 
patterns in the data for a long time simultaneously. LSTM is 
used for data processing, one of which is time-series data, 
including that carried out in research by [6] using the LSTM 
machine learning method, to predict the spread of Covid-19 
cases in India based on the realization of prevention that have 
been implemented such as social restrictions and lockdowns. 
Then research [7] also uses the LSTM architecture, in 
forecasting time series data in predicting the development of 
Covid-19 transmission in Canada. 

Based on the previous description, this study aims to 
predict cases of Covid-19 time series data in Riau Province, 
using the LSTM algorithm, by achieving the maximum level 
of accuracy and producing the slightest difference in values 
between the actual data and prediction [8]. The data sample 
used was obtained from public data which amounted to 64 
lines of accumulated data on Covid-19 cases in Riau Province, 
starting from June 7, 2021, to August 9, 2021. Referring to the 
reference, the attributes used as input data are positive 
numbers, self-isolation, hospitalization, recovery, and death. 

II. LITERATURE REVIEW 

Forecasting is a challenging part of time series data 
analysis. The dominant factors that affect the performance and 
accuracy of time series data analysis and the forecasting 
techniques used are based on the type of data and its context. 
Several problem domains that have dependent variables such 
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as seasons, economic shocks, unexpected events, and internal 
organizational changes that produce data also affect 
predictions [9]. Another review by the same author points out 
evaluation, and dynamic modeling is exciting fields of study 
with a wide variety of packages in business, economics, 
finance, and computer science. The reason for evaluating the 
collection time is to look at the observations of the time 
collection path and build a mode to explain the shape of the 
information and then predict the value of gathering time 
density. Due to the importance of time collection forecasting 
in many branches of implemented science, it is important to 
build robust modes with the aim of increasing forecasting 
accuracy [10]. 

Forecasting techniques are used in various case studies, 
such as in predicting the future affordability of Covid-2019 
throughout countries by utilizing real-time information from 
the Johns Hopkins dashboard [11]. Indicates the accuracy of 
the flow of foreign tourist arrivals in the Intelligent Tourism 
System (ITS), using the Long Short Term Memory Neural 
Network (LSTM) method [12]. Forecasts the arrival of foreign 
tourists in the Covid-19 pandemic situation, using the LSTM 
artificial neural network approach [13]. Conducted a study 
predicting the value of financial market assets in the future 
with higher accuracy [14]. 

LSTM is a variation of RNN and has been proven to carry 
out proper time collection mastering due to the fact that LSTM 
can preserve contextual data in addition to conducting 
primarily based totally on sure time-collection events [15]. 
LSTM is a form of iterative community which has been tested 
to be very successful on several problems, given its capacity 
to differentiate between maximum current and initial instance 
through assigning extraordinary weights to each at the same 
time as forgetting reminiscences deemed imprecise to predict 
subsequent outputs [16]. Siami-Namini et al. [10], compared 
Deep Learning algorithms such as LSTM and traditional 
algorithms such as ARIMA to estimate time series data. They 
got the result that LSTM is better than ARIMA. More 
specifically, the average reduction in the error rate obtained by 
LSTM is between 84 - 87 percent compared to ARIMA. Dutta 
et al. [17] use machine learning to help doctors verify and 
predict disease growth shortly. The result of their research is 
that the combination of machine learning models (CNN–
LSTM) outperforms other models. 

By evaluating the prediction outcomes of the LSTM and 
AT-LSTM fashions, it may be visible that the AT-LSTM 
overall performance is higher due to the fact the smallest 
MAPE cost is obtained. MAPE is a degree of the predictive 
accuracy of forecasting strategies in data and is greater 
persuasive whilst evaluating the overall performance of 
fashions on one-of-a-kind facts sets, as it is now no longer 
most effective considering the deviation among the expected 
cost and the authentic cost; however additionally considers the 
ratio among them [18]. 

Comparing the LSTM and BI-LSTM forecasting models, 
where the BI-LSTM combines the LSTM in the incoming 
collection school system instead of using a single LSTM and 
ends up with a decreased RMSE compared to the LSTM 
version. The BI-LSTM version plays higher than the LSTM 

version due to the fact that the BI-LSTM version has 
backward propagation at every time the school expects data. 
Therefore, the prediction version proposed using the BI-
LSTM can be utilized by the public and companies for 
forecasting the inventory market [19]. To test the performance 
of the prediction engine, Root Mean Square Error (RMSE) 
was used. The error or difference between the objective and 
the obtained output price is minimized by using the RMSE 
price. RMSE is the rectangular root of the 
implication/rectangular implication of all errors. The use of 
RMSE may be very unusual and lead to first-degree 
forecasting errors of metrics for the prediction of numerical 
data [20]. 

III. RESEARCH METHODOLOGY 

The study predicts Covid-19 cases in Riau Province using 
the Long Short-Term Memory algorithm, carried out with data 
mining flow steps for forecasting as shown in Fig. 1. 

 

Fig. 1. Forecasting Workflow. 

A. Dataset 

The dataset being searched comes from public data 
obtained from the official website 
https://corona.riau.go.id/data-statistik/. This dataset is a time-
series data type, containing information on Covid-19 cases in 
Riau Province, which is visualized in the form of a bar graph. 
Data collection starts from June 7, 2021, to August 9, 2021. 
The dataset consists of 64 rows of data manually entered in a 
Microsoft Excel spreadsheet and saved in .csv file format and 
named the file dataset_covid19_riau. Table I is a 
representation of time series data that has been accumulated, 
from Covid-19 cases that have occurred in Riau Province. 
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TABLE I. COVID-19 RIAU PROVINCE DATASET 

date 
total_ 

positive 

self_ 

isolation 

hospital_ 

care 
recover decease 

6/7/2021 63441 4335 867 56546 1693 

6/8/2021 63786 4060 837 57183 1706 

6/9/2021 64188 3836 806 57827 1719 

6/10/2021 64626 3836 762 58297 1731 

6/11/2021 65010 3808 715 58744 1743 

... ... ... ... ... ... 

8/5/2021 102926 12365 1392 86375 2794 

8/6/2021 105125 13416 1374 87486 2849 

8/7/2021 106376 13574 1376 88526 2900 

8/8/2021 107532 12783 1356 90466 2927 

8/9/2021 108316 12012 1362 91963 2979 

 

B. Preprocessing 

This time-series data processing leads to one sample of 
attribute data as input and output data for the future, and 
determines how many prediction outputs are generated. 
Processing of data categorized as numerical data is carried out 
by normalizing the min-max scale. The min-max 
normalization preprocessing stage is the stage of changing the 
value of the actual numeric data (units, tens, hundreds, 
thousands, and so on) to a scaled value between 0 (as the 
minimum value) to 1 (as the maximum value) [3]. The data 
normalization process for all columns is intended as data input 
into the LSTM forecasting engine, which accepts input values 
with a distance between 0 to 1. For example, the smallest 
value in the positive_number column, which is 63441, is 
changed to 0, then the largest value 108316 is changed to 1. 
The other data values are converted to decimal numbers 
between 0 and 1. Table II is the result of normalization data in 
the positive_number column. 

TABLE II. DATA NORMALIZATION RESULTS 

date positive_number data normalization 

6/7/2021 63441 0 

6/8/2021 63786 0.007688022 

6/9/2021 64188 0.01664624 

6/10/2021 64626 0.026406685 

6/11/2021 65010 0.034963788 

... ... ... 

8/5/2021 102926 0.879888579 

8/6/2021 105125 0.928891365 

8/7/2021 106376 0.956768802 

8/8/2021 107532 0.982529248 

8/9/2021 108316 1 

C. Composition of Training Data and Test Data 

The dataset is divided into two, namely training data and 
test data. The proportion of distribution for training data is 
more than for test data. The training data is intended to build a 
forecasting learning machine with the Long Short-Term 

Memory (LSTM) algorithm, and the test data is intended for 
testing in predicting Covid-19 cases in Riau Province. The 
separation process of training data and test data is carried out 
with a division ratio of 85:15. As much as 85% of the total 
dataset, namely 54 data lines, starting from June 7, 2021, to 
July 30, 2021, is used for training data in order to build a 
forecasting engine with the LSTM algorithm. As much as 15% 
of the total dataset, which is 10 data lines, starting from July 
31, 2021, to August 9, 2021, is used for test data in predicting 
the next accumulated cases of Covid-19 in Riau Province. 

D. Long Short-Term-Memory Forecasting 

Build an LSTM forecasting architecture using the python 
hard module, then import the sequential model, LSTM layer, 
and dense layer. A sequential model is a model that has one 
input layer, several hidden layers, and one output layer. By 
creating a new variable, namely the model, the architecture 
that is built is composed of one hidden LSTM layer with 50 
units of neurons or nerves that function to process input data, 
which in the LSTM layer also becomes an input layer with 
shape parameters that have been made in the previous 
program code. It also uses the sigmoid activation function 
parameter. Dense layer functions as an output that receives the 
input information that has been processed in the hidden layer. 
After that call the compile() function to configure the data 
training process, with adam optimization and perform a loss 
percentage calculation with the mean squared error, to review 
the information on the predicted error rate that is targeted to a 
minimum. The LSTM forecasting architecture can be seen in 
Fig. 2. 

 

Fig. 2. LSTM Forecasting Architecture. 

E. Testing Predictions of Covid-19 Cases in Riau Province 

The tests carried out were comparing and calculating the 
difference between the results of the actual test case data 
values and the test data values for the predicted accumulated 
Covid-19 cases. The prediction testing process is carried out 
with training data that has gone through the training stage. 
Furthermore, predictions of positive cases of Covid-19 are 
carried out on training data, starting from June 8, 2021, to July 
29, 2021, and test data starting from August 1, 2021, until 
August 8, 2021. 

F. Denormalization of Actual Data and Predicted Data 

After the test is complete, the prediction results on the two 
data are data that are still normalized. The normalized values 
in the training data, test data, training data prediction results, 
and test data prediction results are converted into actual values 
by a denormalization process and then display the overall 
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results of these actual values. The results of denormalization 
can be seen in Table III and Table IV. 

G. Evaluation of Test Results 

In proving the accuracy and performance of the LSTM 
forecasting engine, it is necessary to calculate the difference 
between the predicted data value and the actual data value, 
based on the results of the Covid-19 prediction test in Riau 
Province. First measured by calculating the level of accuracy 
using the calculation of Root Mean Square Error (RMSE) to 
find the smallest error, which can be seen in the following 
equation (1). 

𝑅𝑀𝑆𝐸 =
√∑ (𝑦−𝑦)2𝑁

𝑖=1

𝑁
                           (1) 

Where N is the number of observed data, 𝑦1, 𝑦2, 𝑦3, . . . . . 𝑦𝑛 
is the observed value, while ŷ1, ŷ2, ŷ3, … , ŷ𝑛 Is the predicted 
value. 

The higher the resulting RMSE value, the lower the level 
of accuracy, and the lower the resulting RMSE value, the 
higher the level of accuracy [5]. The second measure is the 
Mean Absolute Percentage Error (MAPE) calculation, to 
determine LSTM performance evaluation in forecasting 
(forecasting), which can be seen in the following equation (2). 

𝑀𝐴𝑃𝐸 =
100

𝑁
∑

|𝑦𝑖−𝑦|

𝑦𝑖

𝑁
𝑖=1                             (2) 

TABLE III. EXAMPLE OF TRAINING DATA DENORMALIZATION RESULTS 

No Training Data Practice Prediction Results Difference 

0 63786.0 63429.894531 356.105469 

1 64188.0 63789.914062 398.085937 

2 64626.0 64209.484375 416.515625 

3 65010.0 64666.703125 343.296875 

4 65398.0 65067.613281 330.386719 

5 65720.0 65472.753906 247.246094 

... ... ... ... 

47 88019.0 87932.093750 86.906250 

48 89115.0 88988.500000 126.500000 

49 90582.0 90112.601562 469.398438 

50 91857.0 91613.523438 243.476562 

51 93913.0 92914.335938 998.664063 

TABLE IV. EXAMPLES OF TEST DATA DENORMALIZATION RESULTS 

No Testing Data Practice Prediction Results Difference 

0 98310.0 98246.726562 63.273438 

1 99380.0 99438.843750 -58.843750 

2 100623.0 100510.085938 112.914062 

3 102086.0 101750.359375 335.640625 

4 102926.0 103204.218750 -278.218750 

5 105125.0 104035.960938 1089.039062 

6 106376.0 106202.570312 173.429688 

7 107532.0 107427.906250 104.093750 

The use of MAPE in the evaluation of the prediction 
results can calculate the measurement accuracy of the actual 
value and the predicted value. MAPE calculates the error from 
the observation and prediction data, that is expressed in 
percent value [18]. The MAPE value criteria are shown in 
Table V. 

TABLE V. MAPE QUALITATIVE CRITERIA [21] 

MAPE Value Interpretation 

<10% Evaluation of forecasting model capability is very good 

10% - 20% Evaluation of forecasting model capability is good 

20% - 50% Evaluation of forecasting model capability is sufficient 

>50% Evaluation of forecasting model capability is poor 

Evaluation of predictions on statistics of COVID-19 
instances is performed in five columns, specifically, 
positive_number, independent_isolation, hospitalization_rs, 
recovered, and died. Information on the assessment effects in 
every column, in predicting the dataset of showed Covid-19 
instances that befell in Riau Province, is offered in Table VI. 

Fig. 3 shows the positive case prediction test results, the 
yellow line shows the actual value of the training data, which 
coincides with the red dotted line, which is the predicted value 
of the training data, with an evaluation of RMSE 246.92 and 
MAPE 0.24%. Then the black line shows the actual value of 
the test data, which coincides with the green dotted line which 
is the predicted value of the test data, with an evaluation of 
RMSE 423.85 and MAPE 0.27%. 

Fig. 4 shows the results of the self-isolation case prediction 
test, the yellow line shows the actual value of the training 
data, which coincides with the red dotted line, which is the 
predicted value of the training data, with an evaluation of 
RMSE 236.41 and MAPE 4.39%. Then the black line shows 
the actual value of the test data, which coincides with the 
green dotted line which is the predicted value of the test data, 
with an evaluation of RMSE 815.17 and MAPE 5.36%. 

Fig. 5 shows the results of the prediction test for 
hospitalization cases, the yellow line show the actual value of 
the training data, which coincides with the red dotted line 
which is the predicted value of the training data, with an 
evaluation of RMSE 33.21 and MAPE 3.61%. Then the black 
line shows the actual value of the test data, which coincides 
with the green dotted line which is the predicted value of the 
test data, with an evaluation of RMSE 33.03 and MAPE 
2.00%. 

 

Fig. 3.  Prediction Result of Positive Number. 
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Fig. 4. Prediction Results of Isolation Cases. 

 

Fig. 5. Prediction Results of Hospitalization Cases. 

 

Fig. 6. Prediction Results of Healed Cases. 

Fig. 6 shows the results of the prediction test for cured 
cases, the yellow line, show the actual value of the training 
data, which coincides with the red dotted line which is the 
predicted value of the training data, with RMSE 201.34 and 
MAPE 0.23% evaluation results. Then the black line shows 
the actual value of the test data, which coincides with the 
green dotted line which is the predicted value of the test data, 
with an evaluation of RMSE 827.57 and MAPE 0.81%. 

Fig. 7 shows the death case prediction test results, the 
yellow line, show the actual value of the training data, which 
coincides with the red dotted line, which is the predicted value 
of the training data, with an evaluation of RMSE 7.51 and 
MAPE 0.32%. Then the black line shows the actual value of 
the test data, which coincides with the green dotted line which 
is the predicted value of the test data, with an evaluation of 
RMSE 17.85 and MAPE 0.54%. 

 

Fig. 7. Prediction Results of Death Cases. 

In the graph above, it can be explained that the blue line is 
the overall data or dataset of Covid-19 cases that have 
accumulated in Riau Province. The yellow line shows the 
actual value of the training data, which coincides with the red 
dotted line which is the predicted value of the training data. 
Then the black line shows the actual value of the test data, 
which coincides with the green dotted line which is the 
predicted value of the test data. 

TABLE VI. CONCLUSION OF EVALUATION OF HISTORICAL DATA 

PREDICTION TEST 

N

o 

Column 

Name 

RMSE MAPE 

MAP

E 

Criter

ia 

Actual 

& 

Predicti

on 

Trainin

g Data 

Actual 

& 

Predicti

on 

Testing 

Data 

Actual 

& 

Predicti

on 

Trainin

g Data 

Actual 

& 

Predicti

on 

Testing 

Data 

1. 
total_positi

ve 
246.92 423.85 0.24% 0.27% 

Very 

Good 

2. 
self_isolati

on 
236.41 815.17 4.39% 5.36% 

Very 

Good 

3. 
hospital_ca

re 
33.21 33.03 3.61% 2.00% 

Very 

Good 

4. recover 201.34 827.57 0.23% 0.81% 
Very 

Good 

5. decease 7.51 17.85 0.32% 0.54% 
Very 

Good 

From Table VI, it can be seen that the column that has the 
lowest evaluation of the RMSE value in the training data is 
7.51 and the test data is 17.85 in the death column, meaning 
that the actual data and the predicted data have the smallest 
difference in values. Then the evaluation of the best MAPE 
value in the training data, which is 0.23%, is in the recovered 
column, and the evaluation of the best MAPE value in the test 
data, which is 0.27%, in the positive_number column. The 
MAPE value in the table above is the average MAPE value of 
all existing data. Overall, the implementation of the Long 
Short-Term Memory (LSTM) algorithm, in predicting each 
column of Covid-19 cases in Riau Province, resulted in 
excellent forecasting machine learning capabilities. 
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H. Future Covid-19 Predictions 

With a dataset of 64 data lines, predictions of Covid-19 
cases are made for the next 30 days, using LSTM forecasting. 
The predicted value data obtained are then combined in 
tabular form with the initial dataset, and make a line graph 
comparing the actual data (blue line) and predictive data for 
30 days in the future (red line). A composite graph between 
the initial dataset and the predicted results for each column. 

Fig. 8 shows dataset on the number of positive cases with a 
blue line graph. In this case, where data is showing the 
number 108316, it is predicted that the number of positive 
cases in the next 30 days with a red line graph will be an 
increase which accumulated as many as 14939 cases. 

 

Fig. 8. 30 Days Prediction of Positive Number. 

Fig. 9 shows dataset on the number of positive cases with a 
blue line graph. In this case, where data is showing the 
number 12012, it is predicted that the number of positive cases 
in the next 30 days with a red line graph will be an increase 
which accumulated as many as 11200 cases. 

Fig. 10 shows dataset on the number of positive cases with a 

blue line graph. In this case, where data is showing the 

number 1362, it is predicted that the number of positive cases 

in the next 30 days with a red line graph will be an increase 

which accumulated as many as 336 cases. 

 

Fig. 9. 30 Days Prediction of Independent Isolation Cases. 

 

Fig. 10. Prediction of 30 Days of Hospitalization Cases. 

 

Fig. 11. Prediction of 30 Days of Cure Cases. 

Fig. 11 shows dataset on the number of positive cases with a 

blue line graph. In this case, where data is showing the 

number 91963, it is predicted that the number of positive cases 

in the next 30 days with a red line graph will be an increase 

which accumulated as many as 5512 cases. 

 

Fig. 12. Prediction of 30 Days of Death Cases. 

Fig. 12 shows dataset on the number of positive cases with 
a blue line graph. In this case, where data is showing the 
number 2979, it is predicted that the number of positive cases 
in the next 30 days with a red line graph will be an increase 
which accumulated as many as 430 cases. 
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TABLE VII. CONCLUSION OF FUTURE PREDICTION TEST EVALUATION 

No Column Name 

RMSE MAPE 

MAPE 

Criteria 

Reality Data 

& Future 

Predict 30 

Days 

Reality Data & 

Future Predict 

30 Days 

1. total_positive 1148.67 0.86% Very Good 

2. self_isolation 13775.46 257.89% Poor 

3. hospital_care 795.79 107.84% Poor 

4. recover 13833.96 11.10% Good 

5. decease 294.68 7.24% Very Good 

Table VII is the evaluation of the LSTM model for testing 
the prediction results for the next 30 days, with the real data 
that has been running from the initial data acquisition. The 
positive_number column obtained an RMSE value of 1148.67 
and a MAPE value of 0.86%, then the death column with an 
RMSE value of 294.68 and a MAPE value of 7.24%. LSTM's 
prediction performance on the two columns is categorized as 
very good. The cured column has a good predictive 
performance with an RMSE value of 13833.96 and a MAPE 
value of 11.10%. This column of positive_number, recovered, 
and dead obtains the difference between each value in the data 
row and the difference in the average value which is not far 
away. The last two columns, namely isolation_mandiri and 
care_rs, obtained prediction performance that was categorized 
as poor because the MAPE value was above 50% and the 
RMSE value was very far, as seen from the difference in 
comparison between the real data values and the predicted 
results. 

IV. CONCLUSION 

From the results of research on forecasting that have been 
carried out, several conclusions can be drawn including (1) the 
application of the Long Short Term-Memory algorithm can be 
used to predict cases of time series data that have accumulated 
from Covid-19 in Riau Province which has occurred within a 
day; (2) prediction testing on a dataset consisting of 64 data 
lines, produces the lowest RMSE value in the training data, 
which is 8.87 and the test data, which is 13.00, in the death 
column. The evaluation of the best MAPE value in the 
training data, which is 0.23%, is in the recovered column, and 
the evaluation of the best MAPE value in the test data, which 
is 0.27%, is in the positive_number column; (3) evaluation of 
the Long Short Term-Memory algorithm in predicting 
historical data on Covid-19 cases that have accumulated in 
Riau Province, resulting in excellent forecasting machine 
learning capabilities, with the MAPE value criteria below 10% 
in both training data and test data; in the column of 
positive_number, independent_isolation, care_rs, recovered, 
and died; (4) in the test to predict the next 30 days using the 
LSTM model that has been trained, it was found that the 
performance evaluation of the prediction results for the 
positive_number column and the death column was very good, 
the recovery column was categorized as good, the 
independent_isolation column and the care_rs column were 
categorized as poor. 
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Abstract—Epilepsy is a neurological disorder that influences 

about 60 million people all over the world. With this, about 30% 

of the people cannot be cured with surgery or medications. The 

seizure prediction in the earlier stage helps in disease prevention 

using therapeutic interventions. Certain studies have sensed that 

abnormal brain activity is observed before the initiation of 

seizure which is medically termed as a pre-ictal state. Various 

investigators intend to predict the baseline for curing the pre-

ictal seizure stage; however, an effectual prediction model with 

higher specificity and sensitivity is still a challenging task. This 

work concentrates on modelling an efficient dense layered 

network model (DLNM) for seizure prediction using deep 

learning (DL) approach. The anticipated framework is composed 

of pre-processing, feature representation and classification with 

support vector based layered model (dense layered model). The 

anticipated model is tested for roughly about 24 subjects from 

CHBMIT dataset which outcomes in attaining an average 

accuracy of 96% respectively. The purpose of the research is to 

make earlier seizure prediction to reduce the mortality rate and 

the severity of the disease to help the human community 

suffering from the disease. 

Keywords—Epilepsy seizure; pre-ictal state; deep learning; 

feature representation; vector model 

I. INTRODUCTION 

A patient affected continuous seizures due to Epilepsy, a 
neurological order. This disease is afflicted on more than 1% 
of the world population. Medicines or surgical therapy were 
given to the patients afflicted by this disease [1]. In more than 
40% cases, seizures cannot be manipulated with the recent 
models which consist of surgical procedures [2]. Hence, it is 
immensely vital that seizures can be treated with the help of 
medication by anticipating the consequent seizures before they 
arise. To sense brain activity, EEG signals are monitored [3]. 

Denoting EEG electrodes on the tissue termed intracranial 
EEG signals recorded these signals. The advancements in 
electrical signals of the internal brain are noticed by EEG 
recording and it is termed as scalp EEG or electrodes 
implantations of internal brain. 

These states consist of preictal state, i.e. 30 minutes a 
seizure takes place. Then, Ictal state, i.e. the seizures’ starting 
and ending are the same period and finally, post-ictal state, i.e. 
period after the seizure occurs [4]. The initial state gives 
knowledge about the starting of a seizure, which is beneficial 
for us; as it is the period before the seizure happens. 
Identifying preictal state can assist in eliminating seizures with 
treatment. Multiple EEG signal generation channels for 
interictal, preictal, and ictal states are exhibited sequentially 
[5]. There is a contradiction among these two states based on 
amplitude and frequency. It substantially enlarges in the 
preictal state on the contrary to interictal state. This case 
instigates predicting epileptic seizures successfully by 
categorizing interictal and preictal signals. 

After digitization with a sampling rate from 200Hz to 
5000Hz, EEG signals are captured with headsets and 
processed. These signals are clarified during the seizure onset 
by a neurologist on the particular software [6]. Before preictal 
seizure onset, the individuals’ state is examined for 30 to 90 
minutes. It is the next state of post-ictal state and ends before 
preictal state. However, interictal is the normal brain state. 
The aim is to accomplish preictal and interictal state 
classification, as mentioned previously [7]. Numerous 
researchers have suggested ML and DL approaches for 
seizures prediction. Pre-processing, features extraction and 
classification are included in this method. Pre-processing is 
terminated in the initial step to detach noise and accelerate 
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SNR. EEG signal filtering in the time domain with notch and 
bandpass Butterworth filters are added as common pre-
processing methods. When enforced on EEG signals, the 
spatial and optimized pattern filter renders superior SNR. To 
preprocess EEG signals, EMD is beneficial. We can increase 
the SNR as it affords intrinsic mode and preserves low-
frequency components. To make the proper victual in CNN, 
Wavelet and Fourier transform is also utilized [8]. Features are 
removed, and relevant features are preferred after noise 
removal, which affords high interclass and intra-class 
variance. For forecasting epileptic seizures, researchers have 
removed handcrafted features in both temporal and spectral 
features. The first four statistical moments are embraced in 
temporal features, PSD and spectral moments are embraced as 
special features [9]. After the progression of DL approaches, 
automatic feature extraction with CNN has also been utilized 
by many researchers and these features are removed based on 
class information. After feature selection with the CNN 
model, classification is executed. Various investigators 
utilized SVM, RF, K-NN, NB and MLP for classifications. In 
some cases, CNN, LSTM and RNN can also be utilized for 
classification, which included in deep learning classifiers [10]. 
However, there are some flaws over the existing models. The 
major limitation is the lack of prediction rather than 
classification. Earlier prediction helps to reduce the mortality 
rate and proper decision can be done to help the patients to get 
rid of the disease. This research focuses on modelling a dense 
layered network for epileptic seizure prediction and evaluates 
various metrics like sensitivity and specificity. The dense 
network model alleviates the vanishing-gradient problem, 
strengthen feature propagation, encourage feature reuse, and 
substantially reduce the number of parameters. The purpose of 
the research is to make earlier seizure prediction to reduce the 
mortality rate and the severity of the disease to help the human 
community suffering from the disease. The major 
contributions of the proposed model are: 

1) Initially, an online available dataset known as 

CHBMIT is considered to perform the analysis for epileptic 

seizure prediction; 

2) Fourier transform is applied for performing feature 

representation to enhance the quality of prediction; 

3) Finally, a dense layered network model is proposed to 

perform the prediction process. The significance of the model 

is achieved with metrics like accuracy. 

The work is provided as: Section II provides a 
comprehensive analysis on various prevailing approaches. The 
methodology is elaborated in Section III and the numerical 
results are discussed in Section IV. The summary is discussed 
in Section V. 

II. RELATED WORKS 

EEG signal-processing features extraction and 
classification are associated with seizure prediction systems. 
Various ML and DL approaches are proposed by many 
researchers for forecasting epileptic seizures, manipulating 
scalp EEG signals and enrol EEG signals with electrodes 
placed on the patient's scalp. Many researchers in recent years 
have proposed prediction methods [11]. Three common steps 

are embraced by all these methods, which comprise EEG 
signal pre-processing, extracting features from EEG signals 
and classification between preictal and interictal states. 

During EEG signals acquisition, noise is attached, which 
deals with the SNR of EEG signals, consequently in poor 
categorization among preictal and interictal states. Various 
kinds of noise affect EEG signals embracing power line of 50 
to 60 HZ baseline noise because of intervention of numerous 
electrodes and noise annex because of the electrical activity 
embracing eye movement and heart pulse [12]. Hence, to 
multiply SNR for progressive outcomes, it is excessively 
linked to discharge noise as pre-processing step to enlarge 
SNR, different pre-processing techniques are scheduled by 
researchers [13]. To eliminate noise, low/high pass filtering is 
used by author [14]. Using scalp EEG signals for seizure 
prediction, numerous pre-processing approaches are utilized 
by researchers [15]. For noise removal, Zandietal, Feietal and 
Myersetal have utilized Bandpass filtering. To preprocess the 
dataset in the frequency domain, the author has enforced FFT 
[16]. In pre-processing of EEG signals, Truongetal has 
practised short-time Fourier transform. Cause of non-
stationary EEG signals, STEFT has been suggested for pre-
processing. For pre-processing the signals, both EMD and WT 
are utilized by [17]. Based on frequency components, EMD 
separates signals into intrinsic mode functions. Wavelet 
transforms for pre-processing, Khan et al., have enforced. 
Using spatial and adaptive filtering, local decomposition and 
other methods helps in noise extraction from EEG signals 
[18]. 

Features are detached after EEG signals pre-processing to 
classify various seizure states. Utilizing deep learning 
methods, features can be divided into two ways: extracting 
handcrafted features is the first, and automated feature 
extraction is another. Handcrafted features embrace uni- and 
multivariate features in both the frequency and time domains. 
Statistical moments define variance, entropy, skewness and 
kurtosis, entropy, PCA and Lyapunov exponent are embraced 
in temporal features [19]. Spectral moments and PSD are 
embraced in special features. Handicraft features have been 
divided into various seizure prediction methods in recent days, 
where researchers are embraced zero-crossing intervals, BoW, 
spectral features in the frequency domain, spatial pattern 
filtering and for automated feature extraction, some studies 
have utilized convolutional neural networks [20] – [22]. CNN 
separating features separate features keeping the target classes 
beneath consideration with high inter –lasso’s variance with 
the support of CNN in this method. On scalp EEG signals, 
feature extraction techniques in state-of-the-art seizure 
prediction methods [23]. 

Classification between preictal and interictal states is done 
once the features have been separated from EEG signals. For 
categorizing EEG signals with seizure prediction, both ML 
and DL approaches are utilized by researchers. Nearest 
neighbour, Naive Bayes, support vector machine, Gaussian 
mixture model, DT, and RT are added to machine learning 
classification methods. The deep CNN, RNN, and LSTM units 
are embraced in deep learning classifiers. Variation mixture 
models are utilized in recent studies. An extreme learning 
machine and certain threshold to differentiate among interictal 
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and precital classes are utilized for classification and are tried 
quietly as a classifier support vector machine by [24]. For 
various seizures classification, convolutional neural networks 
are also utilized. Currently, researches utilized classification 
techniques are shown in [25]. The limitations in automatic 
detection of interictal spikes and epileptic seizures are 
preferred using the deep learning approach. The major 
research gap is the lack of accurate prediction of the disease 
and the computational complexity encountered during the 
prediction process. Based on these issues, the proposed model 
intends to reduce the complexity in the prediction process and 
enhance the accuracy. 

III. METHODOLOGY 

We used the CHBMIT dataset, freely available to the 
public, to apply our suggested methodology. It is a collection 
of 24 frontal ECG signals from patients aged 2 to 22. The 
section that follows gives a thorough summary of this 
database. 

A. Dataset 

A patient's EEG signals may be captured using electrodes 
placed on the forehead (scalp electrode) or by transplanting 
the electrical stimulation in the brain parenchyma (EEG 
signals). We utilized a publicly accessible collection of head 
EEG signals from CHBMIT (ECG recordings) from the 
pediatric subjects with intractable seizures. This dataset was 
compiled via a partnership between Children's Hospital 
Cambridge and Harvard and is freely accessible on 
Pysionet.org. It contains 22 participants, all humans, 
comprising 17 and 05, female and male, respectively ranging 
in age from 1.5 years to 19 years for females and 3 years to 22 
years for males. Twenty-three microphones positioned on the 
scalps of people living with Epilepsy helped capture the 
dataset. All EDF files were turned to.mat documents using the 
MATLAB 'edfread' program. The sampling rate for the data 
was 256 Hz. MATLAB 2020a plays a substantial role in pre-
processing and classification approach as the simulation 
environment is ease of use, it helps to make prediction faster. 
That participant's material has been separated into numerous 
files with an hour-long recording. The Preictal state in this 
country occurs before the onset of the ictal stage. The database 
is described in full in Table I. 

B. Prediction Model 

A strategy for predicting seizures begins a few seconds 
well before the commencement of the seizure, is described 
here. The suggested method's flowchart is shown in Fig. 1 and 
Fig. 2. We utilized the publicly available CHBMIT 
electroencephalographic dataset, which includes 24 people 
and signals collected with 23 wires and digitized at 256 Hz. 
The data source is freely accessible for download. "edfread" 
converts these outputs to mat files. Whitehead wide bandwidth 
removes background noise from EEG data. After noise 
reduction, STFT is done to boost the noise ratio and translate 
signals to the frequency domain. It is possible to extract 
several individually created univariate and multivariate 
characteristics in both the time and frequency domains [26]. 
These traits are not, however, retrieved based on the 
classification method to which they belong. So we used DNN 
to extract characteristics. As they are retrieved with the aid of 

class information taken into account, these characteristics 
provide superior covariance variance [27]. Following DNN 
feature extraction, fully linked layers are swapped out for 
SVM. DNN extracts features whereas SVM classifies 
interictal & preictal segments. STFT, DNN, and SVM are 
briefly explained in the following subgroups. 

C. Fourier-based Feature Analysis 

Short-Time Fourier Transform (STFT) converts the time to 
frequency domain. Due to non-stationary characteristic of 
EEG data, STFT produces superior pretreatment results since 
it catches variations in the signals that last for a brief period. 
On an equally spaced interval of 30 seconds, we used STFT. 

TABLE I. DATASET DESCRIPTION 

Type Scalp EEG 

Subject 22 

Male 5 

Female 17 

Channel 23 

Sampling rate 256 

Total seizures 198 

Recordings 644 

 

Fig. 1. Block Diagram of Proposed Model. 

 

Fig. 2. Epileptic Seizure Dataset based Sample Waveforms. 
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D. Dense Layered Network Model (DLNM) 

This architecture is provided to make the prediction 
process based on the dataset class labels. The model includes 
three sections: input, feature representation and output layer 
for classification purpose. The extracted features are provided 
as the input to the input layer. The feature representation 
section helps in extracting the most influencing feature that 
shows major impact in triggering the disease as in Fig. 3. 
Finally, the output layer is to extract the outcome. DLNM is 
frequently employed for input and time-varying series 
categorization and semantic segmentation [28]. It has many 
layers: compression, pools, and conventional neural network-
based final layers for identification. Eq. (1) & (2) display the 
DNN updated weights. 

∆𝑊𝑙(𝑡 + 1) =  −
𝑥𝜆

𝑟
 𝑊𝑙 − 

𝑥

𝑛
 (

𝜕𝐶

𝜕𝑊𝑙
) + 𝑚∆ 𝑊𝑙(𝑡)          (1) 

∆𝐵𝑙(𝑡 + 1) =  −
𝑥

𝑛
 (

𝜕𝐶

𝜕𝑊𝑙
) + 𝑚∆ 𝐵𝑙(𝑡)           (2) 

Here, 𝑊 stands for weighting, l for layers, and 𝐵 for bias, 
while 𝑥, 𝑛, 𝑚, 𝑎𝑛𝑑 𝑡 are regularisation parameters. The 
artificial neuron, which may be a gaussian, softmax, or linear 
transfer unit, comes after compression. Eq. (3), (4) & (5) 
present exponential, softmax and linear transfer unit model 
parameters. 

𝑦 =  
1

1+𝑒−𝑥              (3) 

𝜎(𝑧) =  
𝑒𝑧

∑ 𝑒
𝑧𝑗𝑘

𝑗=1

              (4) 

𝑓(𝑥) = max(0, 𝑥)             (5) 

The mathematical notation used in this section is shown in 
Table II. The layer used to decrease the number of features is 
called the pooling layer. The two most popular pooling 
techniques are maximum and average. In this suggested 
technique, 16 filters (5*5) were used in the convolutional layer 
(CL), batch normalization with 0.4 dispersion, 32 filters (3*3) 
is utilized in the second CL, batch normalization, and 64 
filters of 3*3 is the third layer. In all layers, an improved 
activation function non-linear unit is employed. After each 
convolution operation, batch normalization and convolutional 
with 2*2 are used. Well, after the third layer, some 
characteristics combine both classes. Fig. 2 depicts the DLNM 
used in our suggested strategy for image retrieval. In the 
suggested method, learnable CNN settings are 32576. 

E. Support Vectors for Classification 

After extracting DLNM characteristics, we utilized SVM 
to classify interictal and nine-month states. Linear and non-
linear SVMs are the two main categories inside which SVMs 
may be separated. We can discover support vectors and build 
a maximum margin using slope and intercept if we have 
feature space variables. They are known as linear SVMs. We 
cannot know when to use a linear barrier since data cannot be 
linear. SVM maps data into higher dimensional space. As a 
result, making it is simple to separate the data. The use of 
kernel functions accomplishes it. The recurrent neural 
network, linear, and gaussian hemispheres are a few of the 

often used kernels. This study uses linear SVM to categorize 
preictal and nine-month states. 

TABLE II. DLNM NOTATION 

Symbol Explanation 

∆W(t + 1) Revised weight 

∆B(t + 1) Revised bias 

L Layer number 

Λ Regularized parameter 

Y Activation function (sigmoid) 

σ(z) Activation function (softmax) 

f(x) ReLU 

 

Fig. 3. Proposed DLNM. 

IV. RESULTS AND DISCUSSION 

We used our suggested technique on 24 CHBMIT scalp 
EEG dataset individuals to classify interictal and preictal 
states and predict epileptic episodes. Our average sensibility is 
93%, and our specificity is 91%. The strategy we suggest has 
a 21-minute average anticipation time. The results of our 
suggested technique are compared to cutting-edge seizure 
prediction systems. It has been shown that our suggested 
strategy for anticipating grand mal seizures outperforms 
prevailing techniques based on specificity and sensitiveness. 
Preictal class is a college career according to our definition. 
Hence a 100 % detection rate with few FPR is crucial. These 
ROC curves assess the effectiveness of approaches by plotting 
sensibility against a false positive rate. A method's 
performance is deemed satisfactory if positive result alarms do 
not rise as sensitivity increases. In terms of attaining real 
positive rates with few false reports, it is evident that our 
suggested strategy works better. As a result, it can be said that 
the suggested strategy accurately predicts seizures in people 
with Epilepsy. Here, single input is given and multiple class 
labels based classified outcomes of extracted as output. The 
outputs are related to the dataset class labels. 

The extracted features are provided as the input to the 
DLNM. The features are identified to enhance the quality of 
prediction. The effectiveness of the systems is determined by 
comparing the classification choices made by the 
classification to the manual choices made with each session 
through one or more new born EEG specialists. The 
classifier's conclusion is captured by the binary classification, 
which has four types: true positives (TP), epochs properly 
identified as seizures; false positives (FP), epochs wrongly 
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tagged as seizures; true negatives (TN), successfully identified 
non-seizure epochs; and false negatives (FN). 

Accuracy (Acc): It is the number of occurrences accurately 
identified. The formulae given below are to determine 
accuracy: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

(𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃)
            (6) 

Precision (Pn): It is calculated as the ratio of accurately 
forecasted to total positive observations. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
             (7) 

Recall (Rc): The percentage of total useful content that the 
good stuff identifies is known as recall. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
              (8) 

Sensitivity (Sn): Sensitivities is the only positive metric 
considering all situations. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
∗ 100            (9) 

Specificity (Sp): It measures the number of correctly 
detected true negatives and is computed as follows: 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
∗100          (10) 

F-measure: It is a harmonic average of memory and 
accuracy. The highest possible F grade is 1, which denotes 
faultless accuracy and recall. 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2∗𝑟𝑒𝑐𝑎𝑙𝑙∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
          (11) 

Table III depicts the comparison of the anticipated DLNM 
with other approaches for error computation, i.e. MAE and 
RMSE along with execution time. The MAE value DLNM 
model is 3.2 which is lesser than SVM, RF, k-NN, NB and 
MLP (see Table III) and the RMSE of the anticipated DLNM 
is 11.2 which is lesser than SVM, RF, k-NN, NB and MLP. 
The execution time of DLNM is 0.02 seconds lesser than 
SVM, RF, k-NN, NB and MLP (see Fig. 4 and Fig. 5). 

 

Fig. 4. Confusion Matrix. 

 

Fig. 5. Accuracy and ROC Comparison. 

TABLE III. CLASSIFIER OUTCOMES 

Method 
Accuracy 

(%) 
ROC MAE RMSE Time (s) 

DLNM 96 96 3.2 11.2 0.02 

SVM 95.6 95 4.2 20.6 0.30 

RF 94.7 90 5.4 22.6 10.36 

k-NN 97.0 99 6.67 15.27 17.04 

NB 81.9 52 29.64 38.84 3.68 

MLP 91.9 92 12.8 25.5 22.05 

Table III depicts the comparison of the anticipated DLNM 
model with various prevailing approaches like SVM, RF, k-
NN, NB and MLP. DLNM’s accuracy is 96% which is 0.4%, 
1.3%, 14.1% and 4.1% higher than SVM, RF, NB and MLP 
and 1% lesser than k-NN. The recall of the anticipated model 
is 92% which is 7%, 3%, 5%, 6% and 8% higher than other 
approaches. DLNM’s F-measure is 92% which is 7%, 3%, 
5%, 7% and 8% superior to others. The DLNM precision is 
92% which is 7%, 3%, 5%, 6% and 8% superior to others (see 
Fig. 6 and Fig. 7). Based on these analyses, it is proven that 
the anticipated DLNM model works well compared to other 
approaches in terms of performance indices. 

 

Fig. 6. Error Rate Comparison. 
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Fig. 7. Performance Metric Outcomes. 

V. CONCLUSION 

This work has suggested a technique for predicting 
epileptic seizures with DL. Individuals with Epilepsy may 
lead risk-free life when an adequate event prognosis is 
achieved. The suggested approach combines morphological 
operations with DLNM and identification using a DL 
classifier to outperform existing approaches with prediction 
accuracy. The novelty of identified with the DLNM model is 
its ability to encourage feature reuse, reduced number of 
parameters and stronger feature propagation which enhances 
the prediction outcome. Nevertheless, there is still space for 
development in several areas if filtering is improved in the 
future to improve the signal-to-noise ratio. Deep learning 
algorithms for feature extraction and classifying need several 
parameters. Future studies may thus be done to lower the 
number of factors. The suggested approach offers patient-
specific seizure prediction, similar to other cutting-edge 
approaches. Continued studies on non-patient individual 
epileptic seizure prediction systems are necessary. 

VI. FUTURE RESEARCH 

In the future, this work is extended with multi-modal 
analysis and the hybrid learning approach is adopted for 
performing the prediction. The quality of prediction has to be 
improved further to make faster prediction outcomes. 
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Abstract—Mobile devices such as mobile phones are becoming 

more important to school students today. This is due to the 

COVID-19 pandemic, mostly traditional face-to-face learning has 

shifted to online learning such as learning via a mobile platform. 

Mobile learning also known as m-learning, is defined as learning 

in numerous situations through social and content interaction 

utilizing personal electronic devices. M-learning applications not 

only need to have efficient functions, but it also has to attract 

students to learn by providing an attractive interface. An aesthetic 

of a mobile interface is essential since it could influence the user's 

learning experiences, but vice versa for non-aesthetic interfaces. 

User experience (UX) encompasses an extensive range of outcomes 

of the user-device interaction, including cognitions, attitudes, 

beliefs, behaviour, behavioural intentions, and affect. However, 

this study focuses on UX in terms of learnability, satisfaction, and 

efficiency since most previous studies were not explicitly focused 

on examining these three (3) UX components. Thus, this study 

aims to investigate the effect of aesthetically mobile interfaces on 

the learnability, satisfaction, and efficiency of primary school 

students, specifically, for Kelas Al-Quran and Fardu Ain (KAFA) 

students. This study found that aesthetically mobile interfaces 

significantly affected students’ learning experiences regarding 

learnability, satisfaction, and efficiency. In conclusion, the 

findings of this study could serve as guidelines for future research 

in the field of mobile interface design. 

Keywords—Aesthetic; non-aesthetic; mobile interfaces; primary 

education 

I. INTRODUCTION 

The rapid growth of technology is one of the factors that 
contribute to incorporating education with technology such as 
learning online using the mobile application. This is further 
encouraged by the COVID-19 pandemic, in which most 
traditional face-to-face learning has shifted to online learning 
such as learning via the mobile platform. Online learning 
including mobile learning requires an aesthetic interface to 
attract students to learning and further could assist students to 
focus and feel less bored when facing mobile devices for a quite 
long time during online learning. This is due to online learning, 
students do not have peers that have a physical presence and 
this environment could make students feel bored and lose focus. 

Mobile learning (m-learning) is the use of ubiquitous 
portable technologies, in conjunction with mobile phone 
networks and wireless, to enable, enhance, assist, and expand 
the reach of learning and teaching [1]. In addition, define M-
learning as any learning that occurs when the learner is not in a 

fixed specified location or uses the learning possibilities 
afforded by mobile technology [2]. 

User interface design (UID) is the process of developing 
interfaces that focus on styling and connectivity. Place the user 
in control, reducing the user's memory load, and making the 
interface consistent are three (3) factors for effective user 
interfaces [3]. The impact of mobile devices today makes 
creating user interfaces crucial [4]. Designers can use various 
ideas to create the most efficient design interface for m-learning 
education that could give a beneficial user experience to 
learners when using mobile learning devices for learning. 

This paper focuses on three (3) user experience components 
which are learnability, satisfaction, and efficiency. This is 
because most of the previous studies investigated usability 
theory including learnability, efficiency, memorability, errors, 
satisfaction, ease of use, attractiveness, easy access, a user-
friendly interface, and others [5][6][7]. On the other hand, in 
particular, fewer studies focus on learnability, efficiency, and 
satisfaction [8]. Taken together, this paper focuses on the 
effects of aesthetically mobile learning interfaces on students’ 
experiences which are learnability, satisfaction, and efficiency. 

The paper is organised as follows. The extensive research 
background is explained in Section II. Next, the methodology 
adopted for this research is described in Section III, followed 
by the results and discussion in Section IV, and future works in 
section V. Finally, conclusion are described in Section VI. 

II. RESEARCH BACKGROUND 

This part describes the main components of this study which 
are user interface design and user experience that consists of 
satisfaction, efficiency, and learnability. 

A. User Interface Design 

Every technological device lately has an interface through 
which people can interact with the application [9]. This 
definition explains how an interface links the user and the 
content, allowing the content to adapt to the user’s needs. 
Furthermore, the interface design is similar to a quality 
experience in that cognition, perception, semantics, and 
ergonomics must be integrated into the design process. Some 
operations necessitate usability testing to ensure that user 
interaction is supported [10]. 

Interface design is a crucial stage in system development 
because it provides an essential interaction on user experience. 
In addition, that interface design is linked to interaction design 
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because both interact to see how interfaces interact and are part 
of the system development process [11]. As a result, digital 
information is a critical area for application design interfaces. 
Designers can employ a variety of approaches to create the most 
efficient design interface for m-learning education. A graphic 
designer, a user interface designer, and a programmer typically 
work together at this stage to create interfaces for mobile 
applications. Table I summarises research on mobile interface 
design. 

From Table I, it can be seen that most previous studies used 
various elements in mobile interface design, such as four (4) 
UID elements, UID patterns, UID framework, called “Mobile 
Web UI Transformation Framework”, design patterns and 
others. Although there were many studies that have been done 
on mobile interface design, however, a few study specifically 
focused on design principles for designing mobile interfaces 
such as proximity, balance, proportion, and others. Thus, this 
study applied nine (9) design principles to design m-learning 
application interfaces for this study which are balance, 
proportion, simplicity, alignment, movement, hierarchy, 
consistency, contrast, and proximity for the m-learning 
application for this study. 

TABLE I. LITERATURE STUDIES ON MOBILE INTERFACES DESIGN 

Author(s) name and 

years 
The summary of the studies 

Kalimullah and 

Sushmitha (2017)[12] 

There are four (4) UID elements: mobile design 

guidelines, Unitarian Universalist principles, 

mobile health guidelines, and inclusive design 

guidelines. 

Punchoojit and 

Hongwarittorrn 

(2017)[13] 

The design applied UID patterns: 

customization/personalisation, screen design, 

layout, learning potential, feedback, user 

control, navigation/orientation, help/support, 

error, interactivity, time required engagement, 

and readability. 

Oyibo et al. 

(2018)[14] 

Find out how the Canadian and Nigerian 

cultures perceive various mobile UID, which 

differ in terms of colours, images and layouts. 

The design applied a UID framework, called 

“Mobile Web UI Transformation Framework” 

or, simply, “Action-Artifact (A2) Framework”, 

to systematically modify the UI design of four 

hypothetical webpages adapted from existing 

websites in the market. 

Braham et al., 

(2019)[15] 

Examines user interfaces design pattern 

structures to support the adaptive mobile 

application that enable a more versatile and 

powerful organization of mobile interface 

etems, as well as their adaption to context 

changes and user requirements in specific 

scenario.  

Bunian et al., 

(2021)[16] 

Introduces visual search framework, that takes 

as input a UI image (wireframe, high-fidelity) 

and retrieves visually similar design examples.  

Grandi et al., 

(2021)[17] 

Utilizing Virtual Reality (VR) to simulate 

Augmented Reality (AR), that can design and 

evaluate the benefits of idealized User 

Interfaces 

Börsting et al., 

(2022)[18] 

Formulated several principles and patterns to 

simplify User Interfaces design for Augmented 

Reality (AR) applications 

B. User Experience and Mobile Design 

The goal of designing user experience is to train the next 
generation of user experience and interactive system designers 
[19]. There is already much interest in creating appealing, user-
friendly m-learning applications to increase end-user adoption. 
Table II contains some guidelines for designing user interfaces 
for mobile applications. These guidelines are based on user 
interface design criteria and sub-criteria [20] and focus on the 
interface design of children’s mobile educational applications: 
cognitive load, graphical design, learning potential, readability, 
engagement, learnability, and satisfaction [21]. 

TABLE II. USER EXPERIENCE GUIDELINES OF MOBILE DESIGN 

User 

experience 

elements 

Sub criteria Guidelines 

Cognitive 

Load 

Content/ 

concept 

i. Use appropriate language 

ii. Use appropriate content 

Graphical 

Design 

(Efficiency) 

i. Aesthetic 

 

ii. Size/Font 

style  

iii. Colours 

 

iv. Icons 

 

 

v. Menu 

 

vi. Buttons 

 

i. Attractive, simple and 

organised, the design 

ii. Use proper size and font style 

iii. Use bright colours for children 

iv. Icons with the information 

have to be relevant 

v. Provide a proper touch for the 

screen menu  

vi. Provide colourful and animated 

buttons  

Learning 

Potential 

i. Ease to 

learn 

ii. Education 

value 

iii. Suitability 

i. Ease of learning 

ii. Suitable for educational content  

iii. Suitable for all users and 

controlling learners. 

Readability  No sub-criteria 

i. Readability ease  

ii. Provide appropriate text, size 

and spacing. 

Engagement 
Motivation to 

learn 

i. Endorse commitments  

ii. Provide interesting rewards. 

Satisfaction No sub-criteria 

i. Flexibility and efficiency of use 

ii. Aesthetic and minimalist 

design 

Navigation/ 

Orientation 

(Learnability) 

i. Easy to 

navigate 

 

 

 

ii. Start 

screen / 

Main 

menu 

 

 

iii. Hierarchal 

menus  

 

iv. Scrolling  

i. Facilitate orientation  

ii. Navigation facility  

iii. Clear and consistent navigation  

iv. Give clear buttons for 

navigation 

i. Provide the main navigation 

menu  

ii. Straightforward main menu or 

start page link 

i. Hierarchal menu for easy 

navigation 

  

i. Scrolling may be problematic 

for children to scroll and view 

when much information is 

present.  
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The user experience and sub-criteria of mobile design 
illustrated in Table II demonstrate that many essential criteria, 
such as efficiency, satisfaction, learnability, and others, could 
be considered when designing interfaces. 

TABLE III. LITERATURE STUDIES OF USER EXPERIENCES IN MOBILE 

LEARNING 

Author(s) 

name and year 
The use of user experience 

Ismail et al. 

(2010)[10] 

Examine learners’ students' perceptions of the 

satisfaction experience using Mobile learning in 

School of Distance Education, University Sains 

Malaysia (USM). 

Ali et al. 

(2014)[7] 

Investigate two (2) models, which are Model A and 

Model B, on mobile learning smartphone applications 

from the user’s perspective regarding ease of use, user 

satisfaction, attractiveness, and learnability. 

Popovic et al. 

(2016)[6]  

The development of electronic learning is based on 

efficient delivery of services by using a Learning 

Management System (LMS) to provide all the 

necessary study materials, easy access, and a user-

friendly interface.  

Joo et al. 

(2016)[4] 

Analyze the relationships among factors predicting 

online university students' ease of use, perceived 

usefulness, expectation-confirmation, satisfaction, 

continuance intention and actual usage of m-LMS.  

Kumar and 

Chand 

(2019)[5] 

Categorised these user experience factors into 15 

major factors; attitude, intention, ease of use, 

enjoyment, learner interest, prior experience, 

usefulness, learnability, anxiety, personal, 

technological, social, financial, pedagogical, and 

readiness. 

A gap in the literature refers to a user experience research 
problem that has not been resolved in the study area. Previous 
studies have found a few gaps in the literature that can be filled. 
According to Table III, previous research has made less attempt 
to specifically focus on learnability, efficiency, and satisfaction. 
As a result, this study will focus on learnability, efficiency, and 
satisfaction as user experience criteria that must be 
investigated. The following sub-sections will explain 
satisfaction, efficiency and learnability. 

1) Satisfaction: Satisfaction is defined as the absence of 

discomfort and positive feelings about using a product, and it is 

determined by the content, user guide, and beauty application 

interfaces [22]. While, satisfaction is the user's level of 

enjoyment as a result of interacting with the social networking 

application in a limited context of use in terms of learning the 

application, using the application, conducting a specific task, 

finding the attributes, knowledge navigation, trying to recover 

from error, and completing a task anywhere and at any time 

[23]. Furthermore, satisfaction is defined as a pleasant feeling 

experienced when receiving something desired or when 

performing an action desired, as well as the act of fulfilling 

(achieving) a need or wish [24]. Satisfaction is challenging to 

quantify because numerous factors influence it. Many 

businesses use usability testing to determine customer 

satisfaction or ask customers to complete a survey. Satisfaction 

is also linked to end-user confidence, which is especially 

important in health care due to the need for accurate 

information. As a result, a health care mobile application must 

be developed with caution, especially the graphical user 

interface elements that directly affect the user’s ease of use [25]. 

2) Efficiency: According to definition of efficiency, 

efficiency in user's completing the task in a given context of use 

is expressed in actions per second [23]. Efficiency is also 

defined as the number of resources used to achieve users’ 

objectives with precision and completeness [20]. Furthermore, 

the less time spent regulating access permissions, the more time 

there is to capitalise on the value of those sources. 

3) Learnability: Some researchers said that there is little 

agreement on how learnability should be defined [26]. 

Previously, user interfaces necessitated training and new 

learnability techniques that allowed users to become proficient 

with a little trial and error quickly. The term learnability refers 

to how easy a product is to comprehend. Numerous authors 

have defined learnability, further discussing a definition applied 

to various forms of learning, both initial and long-term [27]. A 

system’s learnability also implies that it should be simple to 

learn so the user can begin working with it quickly [22]. 

III. METHODOLOGY 

This part describes the research methodology used to 
conduct the research that contributed to the findings in this 
study. The Cronbach alpha is explained, including the One-way 
repeated measures (ANOVA). The interfaces are designed 
using a variety of design principles which are used stimuli of 
this study. 

A. Stimuli 

This study considers three (3) pages of learning, including 
Homepage, Introduction page, and Learning page. Overall, 
there are 15 mobile interfaces that applied nine (9) design 
principles: balance, proportion, simplicity, alignment, 
movement, hierarchy, consistency, contrast, and proximity. 
Each interface applied three (3) combinations of design 
principles. Table IV, Table V and Table VI illustrate three (3) 
design principles for the Homepage, Introduction page, and 
Learning page, respectively. 

TABLE IV. COMBINATION OF DESIGN PRINCIPLES FOR HOMEPAGE 

Interfaces Design principle 

1 Balance, Proportion, Simplicity 

2 Alignment, Movement, Hierarchy 

3 Balance, Consistency, Simplicity 

4 Balance, Proportion, Alignment 

5 Balance, Consistency, Contrast 

TABLE V. COMBINATION OF DESIGN PRINCIPLES FOR INTRODUCTION 

PAGE 

Interfaces Design principle 

6 Balance, Proportion, Simplicity 

7 Balance, Contrast, Simplicity 

8 Balance, Proportion, Simplicity 

9 Balance, Alignment, Proximity 

10 Balance, Proportion, Contrast 
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TABLE VI. COMBINATION OF DESIGN PRINCIPLES FOR LEARNING PAGE 

Interfaces Design principle 

11 Proportion, Contrast, Consistency 

12 Contrast, Proximity, Proportion 

13 Balance, Consistency, Simplicity 

14 Balance, Alignment, Proximity 

15 Balance, Proximity, Contrast 

This study was implemented for Kelas Al-Quran and Fardu 
Ain (KAFA) students. KAFA is an additional subject for 
primary schools’ students from Year 1 to Year 5 that consists 
of Jawi, Ibadat, Aqidah, Bahasa Arab, Adab, Penghayatan Cara 
Hidup Islam, Sirah dan Al-Quran. In year 5, at the end of the 
KAFA learning, students have to sit for an assessment test 
called Ujian Penilaian Kelas Kafa (UPKK). However, during 
the COVID-19 pandemic, KAFA class was also executed 
online like the other common subjects. Therefore, the KAFA 
subject needs to transform from a conventional learning 
approach to online learning, such as learning using a mobile 
platform. Therefore, this study will focus on the KAFA subject 
as content materials for this study. 

B. Development of KAFA M-Learning 

This prototype was created with NetBeans IDE 8.0, which 
supports language on development for the Java SE 87 
specification and JDK 1.8 language features. It also includes a 
WebLogic server that supports Apache Tomcat. In contrast, a 
database is a collection of structured data that uses numbers as 
the primary key in a data relationship and uses the concept of 
normalisation to detail the data it requires. A database is a 
collection of data used by a company-owned application system 
and managed by a database management system [28]. Fig. 1, 
Fig. 2 and Fig. 3 show KAFA M-learning application interfaces 
for the homepage, introduction page and learning page. 

C. Data Collection 

KAFA M-learning application was developed for 
implementation of this study. The participants were required to 
use two (2) sets of interfaces, namely Apple and Pineapple, 
representing aesthetic and non-aesthetic interfaces. The 
participants were not informed that the Apple interface 
represents aesthetic interfaces and vice versa to avoid 
influencing them when answering questionnaires for user 
experience elements. In addition, the prototype and 
questionnaire used Bahasa Melayu because Bahasa Melayu is 
the national language and the main spoken language in Malay. 
Thus, it may affect the questionnaire feedback if using the 
English language. 

This study involved 40 participants from primary school 
students. The range of the participants’ ages was from 9 to 12 
years. This range of participants was chosen because they were 
involved in KAFA class. The participants consisted of 25 
females and 15 males. 

Then, participants are required to answer the questionnaire 
to investigate the effect of aesthetic (Apple) and non-aesthetic 
(Pineapple) interfaces on students’ experiences which are 
learnability, satisfaction and efficiency. The questionnaire 
consists of 15 questions for both interfaces. Furthermore, five 

(5) questions are allocated for each user experience component. 
Questions 1 to 5 are learnability questions, Questions 6 to 10 
are satisfaction questions, and questions 11 to 15 are efficiency 
questions. The questionnaire scale ranges from 1 = lowest to 5 
= highest. 

 

Fig. 1. KAFA M-learning Application Interfaces for Homepage. 

 

Fig. 2. KAFA M-learning Application Interfaces for Learning Page. 

 

Fig. 3. KAFA M-learning Application Interfaces for Introduction Page. 
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D. Data Analysis 

Two (2) types of analysis are involved in this study which 
are preliminary analysis and main analysis. The Cronbach’s 
Alpha reliability, skewness, and kurtosis measurements were 
conducted for preliminary analysis. Further, the main analysis 
is conducted using the One-way repeated measures ANOVA 
test. ANOVA test has been done using Statistical Package for 
the Social Sciences (SPSS) 27.0. ANOVA (also known as a 
within-subjects ANOVA) is applied in this study to determine 
whether three (3) or more groups are different, where the 
participants are the same in each group. This study used the 
same group of primary school students for three (3) different 
user experience questionnaires: learnability, satisfaction, and 
efficiency. 

IV. RESULTS AND DISCUSSIONS 

The findings of this study are divided into two (2) 
categories, which are as follows: 

• Preliminary results of aesthetics interfaces and non-
aesthetics interfaces. 

• Main results of the effect of aesthetics interfaces and 
non-aesthetics interfaces. 

A. Preliminary Results 

This section explains the preliminary results for aesthetic 
and non-aesthetic interfaces regarding user experience 
components such as learnability, satisfaction, and efficiency. 
Cronbach’s Alpha reliability values for aesthetic and non-
aesthetic interfaces are 0.654 and 0.651, respectively, as shown 
in Table VII. From Table VII, it is found that, the aesthetic and 
non-aesthetic interface scales have acceptable internal 
consistency reliability, as measured by Cronbach’s Alpha 
greater than 0.6 [29]. 

Skewness and kurtosis normality tests were performed on 
user experience components: learnability, satisfaction, and 
efficiency for both aesthetic and non-aesthetic interfaces. The 
skewness and kurtosis normality test results for both types of 
interfaces are shown in Tables VIII and IX. 

The skewness values of aesthetic interfaces are shown in 
Table VIII, which are learnability is -0.298, satisfaction is -
0.782, and efficiency is -0.755. 

The skewness values of non-aesthetic interfaces are shown 
in Table IX, which are learnability is -0.450, satisfaction is -
0.917, and efficiency is -0.659. 

According to the skewness results in Tables VIII and IX, 
aesthetic and non-aesthetic interfaces are considered an 
acceptable skewness value for a normally distributed set of test 
scores because it is very close to zero and is most likely just a 
chance fluctuation from zero [30]. Kurtosis values in Tables 
VIII and IX revealed that aesthetic and non-aesthetic interfaces 
are considered acceptable kurtosis values for a mesokurtic 
(ordinarily high) distribution because it is close to zero [30]. 

As a result, skewness and kurtosis for both aesthetic and 
non-aesthetic interfaces follow a normal distribution. Thus, the 
parametric test, one-way repeated measures (ANOVA), is 
suggested as an analytical approach in the main study. 

TABLE VII. CRONBACH’S ALPHA RELIABILITY RESULTS FOR AESTHETIC 

AND NON-AESTHETIC INTERFACES 

Aesthetic interfaces 
Cronbach’s alpha values No. of items 

0.654 15 

Non-Aesthetic 

interfaces 
0.651 15 

TABLE VIII. SKEWNESS AND KURTOSIS NORMALITY RESULTS OF 

AESTHETIC INTERFACES 

User experience 
Skewness Kurtosis 

Statistic Std. Error  Statistic Std. Error  

Learnability -0.298 0.374 -0.726 0.733 

Satisfaction -0.782 0.374 -0.275 0.733 

Efficiency -0.755 0.374 -0.427 0.733 

TABLE IX. SKEWNESS AND KURTOSIS NORMALITY RESULTS OF NON-
AESTHETIC INTERFACES 

User experience 
Skewness Kurtosis 

Statistic Std. Error  Statistic Std. Error  

Learnability -0.450 0.374 0.022 0.733 

Satisfaction -0.917 0.374 -0.016 0.733 

Efficiency -0.659 0.374 -0.475 0.733 

B. Main Result: Effect of Aesthetic and Non-aesthetic 

Interfaces on user Experiences 

The repeated one-way measurements: The ANOVA test 
was used to assess the effect of aesthetic interfaces on user 
experience, specifically learnability, satisfaction, and 
efficiency. The multivariate effects of user experience 
components for aesthetic interfaces are shown in Table X. 

Table X depicts there were significant effects on:  

1) Learnability, Wilks’ lambda = 0.486, F(4, 36), p < 

0.0005, multivariate partial eta squared = 0.514. 

2) Satisfaction, Wilks’ lambda = 0.187, F(4, 36), p < 

0.0005, multivariate partial eta squared = 0.813. 

3) Efficiency, Wilks’ lambda = 0.265, F(4, 36), p < 0.0005, 

multivariate partial eta squared = 0.735. 

TABLE X. SIGNIFICANT MULTIVARIATE EFFECTS ON AESTHETIC 

INTERFACES  

User experience 

components 
Learnability Satisfaction Efficiency 

Wilks' lambda 0.486 0.187 0.265 

F 9.509b 39.029b 24.961b 

Hypothesis df 4.000 4.000 4.000 

Error df 36.000 36.000 36.000 

Sig. .000 .000 .000 

Partial Eta Squared 0.514 0.813 0.735 
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TABLE XI. SIGNIFICANT MULTIVARIATE EFFECTS ON NON-AESTHETIC 

INTERFACES 

User experience 

components 
Learnability Satisfaction Efficiency 

Wilks' lambda 0.371 0.216 0.299 

F 15.244a 32.596b 21.120b 

Hypothesis df 4.000 4.000 4.000 

Error df 36.000 36.000 36.000 

Sig. .000 .000 .000 

Partial Eta Squared 0.629 0.784 0.701 

Table XI depicts there were significant effects on: 

1) Learnability, Wilks’ lambda = 0.371, F(4, 36), p< 0.005, 

multivariate partial eta squared = 0.629. 

2) Satisfaction, Wilks’ lambda = 0.216, F(4, 36), p< 0.005, 

multivariate partial eta squared = 0.784. 

3) Efficiency, Wilks’ lambda = 0.299, F(4, 36), p<0.005, 

multivariate partial eta squared = 0.701. 

The summary results of the significant effect of aesthetic 
and non-aesthetic interfaces on user experiences are shown in 
Table XI. It was found that, the p-value of aesthetic and non-
aesthetic interfaces is less than 0.05, indicating a statistically 
significant effect [30] for the learnability, satisfaction and 
efficiency value for Wilks’ Lambda are 0.371, 0.216, 0.299, 
with probability value of 0.000 (which really means p<0.005). 
Therefore, both aesthetic and non-aesthetic interfaces 
significantly impact students’ learnability, satisfaction, and 
efficiency. 

The findings indicate that the effects of aesthetic and non-
aesthetic interfaces on primary school students when using 
KAFA M-learning application interfaces support the 
hypothesis that aesthetic and non-aesthetic interfaces of mobile 
interfaces, have a significant impact on students' learnability, 
satisfaction, and efficiency. Although all multivariate tests 
yield the same result, Wilks' Lambda is the most frequently 
reported statistic. The effect is statistically significant if the 
Wilks' Lamba value is p<0.0005. This study concludes that the 
effects of aesthetic and non-aesthetic interfaces are significant 
because the p-value is less than 0.005. This evidence supports 
the hypothesis that the similarity of aesthetic interfaces 
influences the primary student participants' perceptions [30]. 

V. CONCLUSION 

As a conclusion, the primary goal of this study is to 
investigate the impact of aesthetic and non-aesthetic interfaces 
on students’ experiences of learnability, satisfaction, and 
efficiency. The survey was carried out with the participation of 
40 primary school students. The study findings revealed that 
aesthetic and non-aesthetic interfaces significantly impact 
students’ learnability, satisfaction, and efficiency. 

This study also could help user interface designers by 
providing guidelines for designing M-learning interfaces that 
could create better learning experiences for primary school 
students in terms of learnability, efficiency, and satisfaction. 
This user experience is essential because M-learning 
applications need to have efficient functions, but it also needs 

to attract students to learn by providing an attractive interface. 
Therefore, the UI designer can use these guidelines in the future 
to design an aesthetic interface for mobile learning applications. 

VI. FUTURE WORKS 

It is recommended that further research might explore 
Analysis of covariance (ANCOVA) for data analysis. This is 
because ANCOVA has several techniques and models for better 
solutions. The formulas will help to find the results easily [31]. 
Besides that in other areas such as business, management, and 
others, user interface design also can use ANCOVA technique. 
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Abstract—One of the most exciting, innovative, and promising 

topics in marketing research is the quantification of customer 

interest. This work focuses on interest detection and provides a 

deep learning-based system that monitors client behaviour. By 

assessing head position, the recommended method assesses 

customer attentiveness. Customers whose heads are directed 

toward the promotion or the item of curiosity are identified by the 

system, which analyses facial expressions and records client 

interest. An exclusive method is recommended to recognize frontal 

face postures first, then splits facial components that are critical 

for detecting facial expressions into iconized face pictures. Mainly 

consumer interest monitoring will be executed. Finally, the raw 

facial images are combined with the iconized face image's 

confidence ratings to estimate facial emotions. This technique 

combines local part-based characteristics through holistic face 

data for precise facial emotion identification. The new method 

provides the dimension of required marketing and product 

findings indicate that the suggested architecture has the potential 

to be implemented because it is efficient and operates in real time. 

Keywords—Customer monitoring; convolutional neural 

network; facial expression recognition; facial analysis; head pose 

estimations component; CNN Model; object localization; face 

boosting 

I. INTRODUCTION 

The usual way is for a salesperson to study client behavior 
during the shopping phase or advertisement watching and then 
recall customer interest. However, every salesperson needs 
special talents for this job, and each spectator may interpret 
consumer behavior differently. In this aspect, only a few 
extraordinarily tactful and competent salespeople can have good 
salesperson-customer interactions [1]. According to [2], 
subjective emotional perception-based approaches may not 
always represent the human emotional state appropriately. On 
the other hand, automatic measurements provide a more exact 
and dependable result. As a result, developing non-invasive, 

objective, and quantifiable measures for tracking client interest 
is crucial. 

Human choices can be analyzed in various ways such as 
brain images [3]; an electroencephalogram also known as EEG 
[4], [5]; eye tracking [6], [7]; heart rate registration [8]; and other 
approaches have been a recent topic in the existing literature. 
Customer behavior classification [9 - 11] and customer face 
analysis studies have also been used in several studies [12], [13]. 

Estimating a client's visual focus of attention is one approach 
of evaluating their interest. Head posture is quantified in 
research on visual center of attention [14 - 16]. Recognizing 
consumer sentiments for advertising purposes is also a difficult 
and quickly growing academic area [17]. The intuitive decision-
making process is substantially influenced by one's mood [17]. 
People who are in a good mood assume that everything is well 
and that they are safe in their surroundings. When they're in a 
poor mood, though, they believe things aren't going well and that 
an incident is approaching, and needing their attention [18]. 
Marketers must consider their customers' emotions and moods 
[19]. Knowing mental status of the buyer helps marketer in 
creating good business [19]. According to [20], annoyance, 
anxiety, sorrow, and disgust are all bad feelings, but happiness 
is a good emotion. Because it's difficult to discriminate between 
good and negative emotions, surprise isn't mentioned. 
According to [21], happy clients are positive, confident, 
passionate, stimulated, and thrilled. 

The goal of this study is to develop a deep learning-based 
method for tracking client interest that relies on head-pose 
alignment and facial expression identification. The 
recommended method identifies the visual center of attention by 
first recognizing the human face and then analyzing the head 
posture orientation because the camera is an important item, the 
frontal faces suggest the visual center of focus. If the observed 
face is concentrated on the advertisement or product of interest, 
the algorithm begins to recognize the facial expression. 
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Customers' facial expressions are captured by the equipment 
over a period of time that may be assessed by specialists. Based 
on the gathered facial expressions, the system decides if the 
customer is in a good or poor mood. Based on the gathered data 
the system concludes he/she is in good or poor mood. The image 
can be captured by the camera and used to estimate face 
expression detection. As a result, determining client interest may 
be done non-invasively, quantitatively, and at a minimal cost. 
The suggested approach might be beneficial for identifying 
marketing campaigns and other corporate initiatives that clients 
would be interested in. Salespeople can also make changes to 
their marketing materials based on client feedback. This 
software could also help salespeople respond more effectively 
to customer emotions, leading to higher satisfaction. 

The suggested study's main contributions can be stated in 
four points: 

1) A system is proposed for measuring customer interest 

that is non-invasive, objective, and quantifiable. 

2) Because the proposed system does not have the feature 

to save customer facial photos, personal privacy is protected. 

The system processes current client photos and does not require 

them to be saved for later processing. If there is a need to keep 

track of a customer's facial expressions, de-identified iconized 

face photos can be saved. Face expression data is included in 

iconized face photos while maintaining personal privacy. 

3) A three-cascade Convolutional Neural Network (CNN) 

model is proposed which performs multiple tasks. In the third 

part CNN combines raw face images with iconized image 

confidence values. Part-based information is included in the 

confidence values of iconized images, whereas holistic details 

are included in raw face images. Improved facial expression 

detection is possible thanks to the combination of part-based and 

holistic data. 

4) The system recognises and localises the face components 

that are crucial for facial expression detection in the facial 

component segmentation step, resulting in an ionised image. 

The CNN permits directed training at the facial emotion 

recognition stage by compelling earlier layers of the architecture 

to learn to identify and locate the essential face components 

using the confidence values of that ionized picture as input. 

Consumer interest monitoring using CNN is performed for 
all mentioned three steps. Detecting frontal faces, classifying 
facial expressions, head posture estimation and facial expression 
detection are performed. 

The next parts, which are organized as follows, give further 
information. The literature evaluation of current state-of-the-art 
methods that are relevant to the proposed methodology is 
summarized in Section II. Section III delves into the suggested 
technique, while Section IV covers the results, analysis, 
arguments, and inferences, while Section V wraps up the paper 
by summarizing some of the work's future directions. 

II. LITERATURE SURVEY 

Several publications in the literature describe how to use 
images or videos to solve real-world problems. For video 
processing, speed is critical, and many frameworks are being 

developed to improve it [22 - 24]. Real-world challenges include 
object identification [25], text detection [26], [27], facial 
expression recognition [28], head position estimation [15], and 
so on. This section looks into the work's two key components: 
facial expression recognition and head posture estimation. 

A. Facial Expression Recognition 

Avatar animation [29]; smart environments [30 - 33]; 
robotics [34]; medical [35]; traffic [36], [37]; and human–
computer interaction [38 - 44] are some of the applications of 
automated facial expression recognition. Ekman and Friesen's 
six universal facial expressions, namely disgust, happiness, fear, 
wrath, sadness, and surprise, were commonly utilised in 
automated facial expression detection experiments in their early 
research [45]. 

Geometric and appearance-based algorithms for facial 
expression recognition have been identified [46]. The features 
derived from positional correlations between facial components 
focus on geometric-based approaches [46]. Appearance-based 
features determine face texture [47 - 49]. Histogram of oriented 
gradients (HOG) [50], principal component analysis (PCA) 
[51], local binary pattern (LBP) operator [52], and other 
appearance-based methods have been used for facial emotion 
identification. 

In the field of face expression analysis, the use of machine 
learning approaches specifically the deep learning is a recent 
trend. To extract just particular properties for expressions and 
examine the six essential expressions, Lopes et al. [53] used a 
CNN network with picture pre-processing techniques such as 
image rotation, face cropping, and intensity normalization. 
Pitaloka et al. [54] analyzed six essential sentences using a CNN. 
They used many data normalization techniques, scaling, face 
detection, cropping, and resizing algorithms. Matsugu et al. [55] 
recommended that CNNs be used to give a rule-based technique 
for detecting smiles and faces. 

B. Head Pose Estimation 

Visual surveillance [56], [57]; driver attention [58], [59]; the 
visual focus of attention [15], [60]; and robotics [61] have all 
been investigated using head posture estimation appearance-
based, model-based, manifold embedding, and nonlinear 
regression techniques are used to create head position prediction 
systems [62]. Appearance-based strategies compare a new head 
picture to a set of head posture templates to determine which 
viewpoint is the most related Appearance-based approaches 
have the drawback of only being able to predict discrete posture 
locations [63]. 

Furthermore, certain templates [63] necessitate long picture 
comparisons. In model-based strategies, geometric information 
or facial landmark locations are employed to estimate head 
position [63]. The amount and quality of geometric signals 
produced from the image determine the accuracy of model-
based techniques. In manifold embedding techniques like PCA 
[63], dimensionality reduction strategies are used. [64] 
Estimated head location by projecting images into a PCA 
subspace and comparing the results to a collection of embedded 
templates. The problem with manifold embedding is that it can 
be modified by factors other than location and identity, such as 
lighting [63]. A labelled training set is used in nonlinear 
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regression algorithms to construct a nonlinear mapping from 
pictures to postures [62]. According to [62], a dataset with 
consistency is required to train the parameters a nonlinear 
regression. 

CNNs [62] are a nonlinear regression technique. CNNs give 
better accuracy in performance for difficult head pose 
orientations. In [65] described a CNN technique for estimating 
head posture. Three CNNs make up their network, each of which 
corresponds to one of three head posture types: yaw, pitch, or 
roll. To estimate head posture, [66] used a combination of 
regression models and CNN-based classification. [67] estimated 
head posture and located landmarks using local and global data 
collected from a CNN. For head posture estimation, [62] 
employed CNN and adaptive gradient methods. The literature 
shows that none of the existing methods used a cascade of the 
best deep learning architecture in each element and explored 
how it works. As we already cited, there is substantial evidence 
that the use of cascaded CNNs has the potential to provide the 
most optimized and robust results. Hence, in this study, we 
proposed a three-cascaded CNN architecture to analyze 
customer satisfaction in real-time. 

III. METHODOLOGY 

Each face picture is trimmed using the Viola and Jones 
Algorithm [68] to eliminate background information and leave 
just expression and head pose-specific data. The proposed 
technique makes use of the Viola and Jones algorithm, which 
allows for quick feature evaluations while also reducing the 
complexity of feature detection for each frame [68]. When this 
coordinate is included, as shown in (1), the integral image at the 
point x, y comprises the total of the pixels above and to the left 
of x, y [68]. 

jj (x, y) = ∑x`<=x,y`<=y j(x`, y`)            (1) 

A raw picture is j(x,y), while an integral image is jj(x,y). The 
integral image may be computed in one pass over the raw picture 
using (2) and (3) [68]. Where a(x, y) stands for the cumulative 
row total, a(x, -1) stands for zero, and jj(-1, y) stands for zero. 

a (x, y) = a (s, y-1) + j (x, y)            (2) 

jj (x, y) = jj (x-1, y) + s (x, y)             (3) 

The recommended system's initial stage determines if the 
client is looking at the correct advertisement or product. The 
suggested approach that classifies a head in frontal versus non-
frontal profile can use the coarsest level head position 
estimation. Non-frontal faces are ignored when frontal faces are 
provided to CNN-2 for facial component segmentation. At 00, 
450, 900, 1300, and 1800, the CNN-1 has been taught to 
estimate head position (Fig. 1). 

 

Fig. 1. Sample Image Snapshots with Different Head Pose Positions. 

CNN 1: To modify the backbone network design for the pose 
estimation issue, we use differentiable neural architecture search 
(NAS). Differentiable Neural Architecture Search is what we 
employ (NAS). NAS is formulated as a nested optimization 
problem. Fig. 2 shows the complete information, including the 
Differentiable neural architecture search, efficient backbone, 
efficient head, and Cost optimization. 

CNN 2: Faces such as the mouth, eye, and brow areas are 
separated from the rest of the image by the CNN-2. Face 
component segmentation is a binary classification problem 
using the face component and the backdrop. The original raw 
images and corresponding training masks are partitioned into 16 
* 16 non-overlapping blocks before moving to the training step. 
The majority class is assigned to blocks that contain more than 
80% of the face component or backdrop pixels. The remaining 
mixed-class blocks are omitted during training. According to our 
tests, the threshold value of 80% was calculated. Fig. 3 depicts 
the image's construction block steps. Two channels are the 
output of the fully connected layer, one of which provides 
confidence values for facial components and the other of which 
contains confidence values for the background. The higher 
component confidence value in the fully linked layer creates 
iconized facial images. Additionally, two channels' confidence 
values are passed to the CNN-3's input for guided image training 
and more powerful face expression identification. A movable 
window is used for testing, as stated in [69]. 

 

Fig. 2. Neural Architecture Search Architecture. 

 

Fig. 3. Sample Image which Shows the Non Overlapping Parts. Black is the 

Ignored Part, Green is the Facial Component and Red is the Background in 

the Image C which Shows the Built and Labeled Part. Ground Truth is B and 

A is the Sample Divided Input Image. 
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CNN 3: The standard Xception model inspired this 
architecture. SeparableConv is the modified depthwise 
separable convolution, as shown in Fig. 4. SeparableConvs are 
considered as Inception Modules and used throughout the deep 
learning architecture, as can be established. All flows have 
residual (or shortcut/skip) connections, which ResNet first 
proposed. 

The proposed method for consumer interest monitoring uses 
CNNs to complete the three learning steps. The method begins 
with CNN-1 detecting frontal faces. The frontal pictures are then 

split using CNN-2 in order to maintain facial components such 
as critical and important trains of facial expression. Finally, 
CNN-3 uses CNN-2's fully connected layer confidence values 
together with raw facial photos to classify facial expressions. 
The proposed CNN design is shown in Fig. 5. 

Fig. 5. Sample Image which shows the non-overlapping 
parts. Black is the ignored part, Green is the facial component 
and red is the background in the image C which shows the built 
and labeled part. Ground truth is B and A is the sample divided 
input image. 

 

Fig. 4. Standard Exception Architecture. 

 

Fig. 5. Complete Work Flow of the Proposed Architecture.
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IV. RESULTS AND ANALYSIS 

The proposed deep learning architecture was built using the 
Keras library with Tensor Flow as the back-end. The Radboud 
Face Database (RaFD) was used to train and test the network 
[70]. 

In this work, 8040 photographs were utilised to estimate 
head posture, while 1206 frontal images were used to detect face 
expressions from RaFD (for angry, pleased, disgust, surprise, 
sad, and fear). The training and testing sets for head posture 
estimation and facial expression detection were divided into two 
equal halves. There are no photographs in the testing and 
training sets that belong to the same person. Raw facial images 
were used to train the algorithm in the head posture assessment 
phase. Although the suggested approach can distinguish 
between frontal and non-frontal profile head positions, it was 
trained to recognise five separate yaw movement angles. Table 
I shows the head posture estimate confusion matrix for RaFD. 

Using the Karolinska Directed Emotional Face (KDEF) 
database, the proposed technique was also evaluated [71]. 
KDEF is ideal for evaluating proposed system performance 
since it incorporates both head posture angle and facial 
expression labels of the face photos. KDEF consists of 4900 
pictures taken from five different angles and with seven different 
face expressions. 4900 shots were utilised to estimate head 
position, while 840 frontal images were used to recognise facial 
expressions. Because of the small number of images in these 
collections, they were divided into two groups for training 
(90%) and testing (10%). Table II shows the KDEF's head 
posture estimate confusion matrix. 

Each picture was clipped to contain facial areas of the brows, 
eyes, and mouth in order to build learning masks for the face 
element segmentation approach. The Face++ toolbox (Face++ 
2017) was then used to detect critical facial points. On a human 
face, the toolkit can recognise 83 important regions. Training 
masks were made at 45 key locations. Each essential point was 
connected to make a polygon. These polygons were used to 
create training masks. After that, the pictures were thresholded 
to create a final training set. Fig. 6 depicts the producing process. 
The system was trained on a 5-channel input for facial emotion 
recognition (comprising a 3-channel raw facial picture and 2-
channel ionized face confidence values). 

The system was trained on a 5-channel input for facial 
emotion recognition (comprising a 3- channel raw facial picture 
and 2-channel iconized face confidence values). Table III shows 
the RaFD confusion matrix for emotion recognition. When the 
confusion matrix is used to recalculate the accuracy of positive 
and negative expressions, positive expression (happy) has a 
95.11 percent accuracy, while negative expression (anger, 
disgust, fear, and sadness) has a 92.88 percent accuracy. Table 
IV also includes the KDEF confusion matrix for face expression 
recognition. 

 

Fig. 6. Sample Image form the Database with Generating Flow. 

TABLE I. HEAD POSE ESTIMATION ON RAFD: CONFUSION MATRIX 

Actual 
Predicted (in %) 

0 45 90 135 180 

0 98.66 1.34 0 0 0 

45 0 99.11 0.89 0 0 

90 0 0 100 0 0 

135 0 0.82 0 99.18 0 

180 0 0 0 0 100 

Average:  99.43 

TABLE II. HEAD POSE ESTIMATION ON KDEF: CONFUSION MATRIX 

Actual 
Predicted (in %) 

0 45 90 135 180 

0 99.02 0.98 0 0 0 

45 0 100 0 0 0 

90 0 0 100 0 0 

135 0 0 0 100 0 

180 0 0 0 0.84 99.16 

Average:  99.64 

TABLE III. CLASSIFICATION CONFUSION MATRIX ON KDEF DATABASE: 
EMOTION RECOGNITION (%) 

Actual\ 

Predicted 
Anger Disgust Fear Happy Sad Surprised 

Anger 95.92 1.11 0 0 2.97 0 

Disgust 2.01 95.66 0 0 0 2.33 

Fear 0 0 88.23 0 10.00 1.77 

Happy 0 3.11 0 95.11 1.78 0 

Sad 3.85 4.55 0 0 92.34 0 

Surprised 0 0 0 0.77 0 99.23 

TABLE IV. CLASSIFICATION CONFUSION MATRIX ON KDEF DATABASE: 
FACIAL EXPRESSIONS (%) 

Actual\ 

Predicted 
Anger Disgust Fear Happy Sad Surprised 

Anger 89.12 3.14 0 0 7.74 0 

Disgust 0 91.66 0 0 8.34 0 

Fear 0 0 84.23 0 11.23 4.54 

Happy 0 0 0 98.11 0.34 1.55 

Sad 5.66 0 0 0 94.34 0 

Surprised 0 0 0 1.77 0 98.23 

Because the RaFD database contains strange expressions, 
our system may experience certain mistakes. Fig. 7 depicts a 
visual representation of some of our mistake instances. The 
proposed system's performance was compared to that of 
previous face emotion recognition studies. The comparison's 
findings are shown in Table V. The results of facial expression 
recognition utilising 3-channel raw image, 1-channel iconized 
image, and 5-channel composite image for RaFD are shown in 
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the table below. Table VI illustrates the execution times for three 
different types of CNNs, as well as the overall execution time, 
with estimated values for one picture. The segmentation 
procedure takes up a significant amount of time. 

The proposed pipeline is intended for photos with a 
resolution of 576 * 512 pixels and discrete facial components. 
CNN-1 and CNN-3 use 64x64 images as inputs, while CNN-2 
uses 576x512 images. As a result, it takes longer for CNN-2 to 
process the input pictures. Performance declines by 13% if the 
segmentation phase is bypassed in order to save time (85.12 
percent for raw input image data vs. 95.11 percent for the data 
from the five channel). 

The details of hyperparameters and their values are 
Threshold 0.005, Learning rate 0.10, Input channels 3 5 5, 
regularization strength of 0.0005and the Batch-size 3. The train 
and test of the aligned face are regular and saturated well, but 
the unaligned looks are quite different. But they still saturate at 
the same number of epochs, but the variations can be observed 
in Fig. 8. 

 

Fig. 7. Misclassification of Results and its Visualizations. 

TABLE V. FACIAL EMOTION RECOGNITION OF PROPOSED METHOD WITH 

OTHER STUDIES ON RAFD  / KDEF DATABASES 

Methods Database Accuracy (in %) 

HoG + NNE [1] RaFD 93.75 

Surf Boosting [64] RaFD 90.64 

Gabor F. + GLCM [36] RaFD 88.41 

LSiBP + SVM[68] KDEF 84.07 

HoG + AdaBoost [38] KDEF 87.20 

TABLE VI. EXECUTION TIME FOR CNN STUCTURES 

CNN 

Structures 
Task 45 90 135 Time 

 1 Estimation of Head Pose ~0.02 

2 Segmentation of Facial Component ~0.13 

3 Recognition of Facial Expression ~0.80 

0.31 Sec. is the total execution time for one image  

 

Fig. 8. Train and Test Curves of Unaligned Face Images. 

V. CONCLUSION AND FUTUTRE DIRECTIONS 

A unique deep learning system for automatic head posture 
estimation and face emotion identification is proposed. The 
proposed method started with developing a noninvasive, 
quantifiable approach for tracking client interest. The suggested 
system is made up of three CNN structures in a cascade. The 
first CNN's task is to estimate head posture. Face segmentation 
was taught to the second CNN structure. Face recognition and 
classification were encoded into the third CNN. The latter two 
steps (CNN-2 and CNN-3) allow for guided picture 
classification and the integration of part-based and holistic data. 
The RaFD dataset demonstrated that head posture estimation 
was 99.43 percent accurate and face expression detection was 
93.20 percent accurate in experimental tests. The average 
accuracy of positive and negative emotions is 93.99. 

The proposed approach can aid in the measurement of 
relevant marketing and product likability as well as the 
quantification of the client interest. It can also be used to identify 
sales-boosting company initiatives. According to customer 
feedback, marketing efforts can alter their methods. Future 
direction includes the temporal analysis of the data and the 
optimization space used in the architecture. Track human faces 
and use object localization so that the system can watch and 
index an individual's facial expressions over time. Exploring the 
proposed architecture with people of different regions and 
cultural background and testing it on various other domains. 
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Abstract—Uterine Contractions (UC) and Fetal Heart Rate 

(FHR) are the most common techniques for evaluating fetal and 

maternal assessment during pregnancy and detecting the changes 

in fetal oxygenation occurred throughout labor. By monitoring 

the Cardiotocography (CTG) patterns, doctors can measure fetus 

state, accelerations, heart rate, and uterine contractions. Several 

computational and machine learning (ML) methods have been 

done on CTG recordings to improve the effectiveness of fetus 

analysis and aid the doctors to understand the variations in their 

interpretation. However, getting an optimal solution and best 

accuracy remains an important concern. Among the various ML 

approaches, artificial neural network (ANN)-based approach has 

achieved a high performance in several applications. In this 

paper, an optimized Single Layer Perceptron (SLP)-based 

approach is proposed to classify the CTG data accurately and 

predict the fetal state. The approach is able to exploit the 

advantages of SLP model and optimize the learning rate using a 

grid search method in which we can arrive at the best accuracy 

and converge to a local minima. The approach is evaluated on 

CTG dataset of University of California, Irvine (UCI). The 

optimized SLP model is trained and tested on the dataset using a 

10-fold cross-validation technique to classify the CTG patterns as 

normal, suspect or pathologic. The experimental results show 

that the proposed approach achieved 99.20% accuracy compared 

with the state-of-the-art models. 

Keywords—Cardiotocography; machine learning; artificial 

neural network (ANN); learning rate; grid search; 10-fold cross-

validation 

I. INTRODUCTION 

Nowadays, development and research have been taking 
place in the healthcare area, and they will continue to expand 
the analysis by gathering all relevant data from different 
devices or methods in medical domains, such as medicine, 
biotechnology, and biomedical [1, 2]. Electronic Fetal 
Monitoring (EFM) is one of the common methods used to 
assess fetal well-being during labor [3, 4]. During labor, the 
fetus is relatively inaccessible as a result, the clinician 
evaluations depend just on the available and indirect fetal 
condition measures [5]. The EFM is the most effective method 
in assessing the fetal status. Also, it is safety through recording 
maternal Uterine Pressure (UP) and FHR during labor and 
delivery, that is, the Cardiotocography (CTG) procedure [6]. In 
addition, nowadays (over 90%) of the labors are electronically 
monitored by using sensors in order to measure and record UC 
and FHR [4]. The EFM is commonly used to assess fetal well-
being through labor [4]. In the past, before using the EFM the 
fetal heart rate was measured through the fetal stethoscope [4]. 
There was a disadvantage of using the stethoscope because it 

was not able to detect the FHR subtle changes [6]. On the other 
hand, the EFM is able to overcome this problem by giving the 
continuous monitoring of the fetus during pregnancy and labor. 
The EFM has other effective roles. It is able to give minute-by-
minute information on the fetus status. Also, it can note the 
historical information on fetal status accurately and give insight 
into the stresses on the fetus. The EFM consists of the 
Cardiotocography which is continuous recording of the fetal 
heart rate and the (ST) which is used to analyze the fetal 
electrocardiogram (FECG) [5, 7]. 

The CTG is the check-up that is generally done during the 
last three months of pregnancy. This test is for checking the 
heartbeats of the baby if it has a regular rate and changeability 
[8]. In general, the baby's heart rate is 110 to 160 beats for each 
minute [9]. The Cardiotocography expression composed of: 
(cardio-) which means the fetal heartbeat, (-toco-) which means 
Uterine contractions and (-graphy) which means recording [9]. 
EFM enables us to detect the “at risk fetus” early for medical 
intervention where the delay or failure in detection of abnormal 
fetus in the CTG recordings can lead to fetal death or injury; 
which may be a brain injury [10]. In addition, some reviews on 
birth-related brain injury cases noted that nearly (50%) of 
brain-injuries refer to preventable medical errors especially the 
wrong FHR signal analysis [10]. For example, the recognition 
of the acceleration and deceleration samples in FHR signal is a 
fateful matter. Because it is important for the detecting of fetal 
intrauterine distress where there is any delay or failure in their 
recognition may cause a fetal injury [10]. 

More than half of these deaths are the result of improper 
diagnoses made based on FHR pattern recordings and 
treatments given to the fetus [11, 12]. Despite its practicality, 
CTG monitoring may not always be effective, especially in 
low-risk pregnancies. If fetal pain is incorrectly assessed, it 
could lead to ineffective treatments, and if fetal well-being is 
improperly investigated, it could leave out necessary 
treatments [11]. Difficulties in the interpretation of CTG 
records require methods for computer-assisted analysis where 
the computer analysis of classifying the FHR and Uterine 
Contraction (UC) is generally more accurate than human 
analysis. Classifying the fetal heart rate and fetal state from 
CTG patterns using computational methods will provide more 
accurate and less confused medical intervention decisions 
which provided in the appropriate time is a very important 
decision in the fetal life where any fault or delay could lead to 
fetal death or injury [10]. 

Using effective machine learning (ML) classification 
methods for classifying the CTG patterns may increase 
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significantly the performance of predicting the fetal state [13]. 
Moreover, selecting the appropriate values for the parameters 
of ML methods is considered as one of the factors that effect 
on the success of ML-based applications on the various 
medical data samples [13, 14]. Where, if these parameters have 
inappropriate values then the classification process will be 
more difficult during training to get optimal or near optimal 
solutions. The optimization of ML parameters is the process of 
choosing the most appropriate values on the data in order to 
increase the accuracy and performance of ML methods [15]. 

Among the different ML methods, artificial neural network 
(ANN) has a high capability to model the relationships 
between output and input data points, which are complex like 
data of medical field. However, optimizing Single Layer 
Perceptron (SLP) parameters is also critical to get a high 
accuracy output of the medical applications. This paper tries to 
reduce the risk of misclassification and its negative impact by 
exploiting the advantages of SLP model and learning rate 
optimization to arrive at the best accuracy and converge to a 
local minima. 

This study intends to design an optimized SLP-based 
approach for classifying the CTG data accurately and 
predicting the fetal state. The developed approach selects the 
best value for learning rate hyper-parameter and converge to a 
local minima. The main contributions of this research work are 
itemised in the following lines. 

• An accurate approach using optimized SLP model and a 
grid search algorithm is proposed to classify the CTG 
patterns as normal, suspect or pathologic. 

• By using the grid search algorithm, an optimal or near-
optimal value of learning rate is selected to improve 
learning process of SLP model, arriving at the best 
accuracy and converge to a local minima. 

• The optimized SLP model is trained and tested on the 
dataset using a 10-fold cross-validation technique to 
achieve the diversity in learning the SLP model. 

• The performance of the optimized SLP model is 
evaluated and compared with the recent work on the 
same CTG dataset. 

The rest of the paper is structured as follows: Section II 
provides the related work of the proposed approach. Section III 
gives an explanation about the materials and methods of the 
research study. Section IV describes the experimental results 
with discussion and outcomes. Finally, Section V summarizes 
the conclusions and future work. 

II. RELATED WORK 

There are a number of studies and methods that have been 
presented by many researchers and professionals on medical 
data and healthcare [16]. Data mining and machine learning 
techniques are one of these methods, which are applied in 
different stages of medical applications, including data 
collection, storage allocation, analytics, pre-processing, and 
classification or predication [17]. However, the focus of this 
section aims to evaluate the various classification approaches 
and methods used on the Cardiotocography (CTG) data 

patterns. According to Grivell et al. [11], the evaluation of 
CTG patterns is an important diagnostic procedure, used to 
measure the maternity during pregnancy and detect the fetal 
heart rate. 

Using ML, e-health software, and traditional pregnancy 
tests, Akbulut et al. [18] created a framework for prediction in 
e-health applications that can assist doctors and pregnant 
women in identifying congenital abnormalities. In order to 
process the clinical data and maternal predicting for fetal 
anomalies, nine binary-classification models that have been 
trained on 96 pregnant women in the clinical datasets were 
compared for performance. Decision forest models have the 
highest forecasting accuracy, at 89.5%, during development 
tests. 

Huang [19] used three different machine learning 
techniques to analyze the CTG data in order to predict fetal 
distress. Employing statistical features taken from empirical 
mode decomposition was suggested by Krupa et al. [20]. 
(EMD). The sub-band decomposition's extracted features were 
categorized as either normal or risky. For the test data, they 
achieved an accuracy of 86%. Another study described a two-
step analysis of fetal heart rate data that enables accurate risk 
prediction. Support Vector Machines (SVM), fuzzy, and 
multilayer perceptron are used to classify the FHR signals. 
Sundar et al. [21] implemented a new model that classifies the 
CTG data using ANN. The F-score and Recall were used to 
evaluate the performance. They also suggested the use of k-
means clustering for CTG classification. Moreover, Ocak and 
Ertunc [22] used adaptive neuro-fuzzy inference systems 
(ANFIS) for classifying CTG data patterns. Genetic Algorithm 
(GA) and SVM methods have been implemented for CTG 
classification by Ocak [23]. 

In 2019, Potharaju et al. [24] examined the CTG 
classification using J48, Ridor, Jrip, NBStar, Kstar, and IBk. 
They used the SMOTE technique to balance the dataset after 
realizing the CTG data was inherently unbalanced. Their 
experimental findings show that a balanced dataset performs 
classification more effectively than one that is unbalanced. 
After choosing the top six features, they also experimented 
with three feature selection techniques to assess the 
effectiveness. 

An associative classification (CBA) model has been put 
forth by Piri and Mohapatra [25] for the analysis of 
Cardiotocographic fetal evaluation. When choosing a smaller 
data set with the most crucial features, they also considered the 
significance of each feature. Zhang and Zhao's [26] developed 
a decision-support system for clinical fetal risk diagnosis using 
a cutting-edge machine learning method through pertinent 
features, which are extracted from the CTG recordings. 
Therefore, this research showed that hybrid AdaBoost and 
PCA were effective for classifying the CTG results and 
determining the fetal status. AUC, sensitivity, and specificity 
are just a few of the performance classification criteria that 
have been adopted. 

Rough Neural Network has been proposed by the authors in 
[27] as one of the most popular data mining methods for 
categorizing medical data in the classification of 
Cardiotocography data. They timed the classification process 
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and measured the accuracy outcomes. The WEKA tool uses a 
variety of algorithms, including neural networks, decision 
tables, bagging, and the nearest neighbor, among others, to 
analyze Cardiotocographic data. In a study, Hoodbhoy et al. 
[28] evaluated the efficiency of using CTG data to identify 
high-risk fetuses using ML techniques. They developed the 
prediction task using XGBoost to obtain the fetal outcome 
specified in the classification model. 

Recently, Yan and Han [29] proposed a Cost-Sensitive 
Stacked Generalization (CSSG) approach for re-sampling 
based on two layers analytics model to sample the distribution 
of imbalanced class in the dataset. With 17 imbalanced public 
data sets, the results indicated that their method performed 
better in classification than other ensembles and single 
algorithms. Brown and Mues [30] have set themselves the task 
of analyzing various approaches used to analyze credit score 
data that is unbalanced. As there are typically many more 
defaulted loans than there are non-defaulting observations in a 
portfolio, imbalanced data sets frequently occur in a loan 
scoring environment. The appropriateness of predictions for 
loan default is examined by random forests, gradient boosting, 
and SVM, in addition to the use of conventional classification 
methods such as neural networks, logistic regression, and 
decision making trees. 

Some under-sampling methods have been studied, for 
example, Shang [31] in his paper introduced two kinds of 
sampling methods for missing data in the networks. These two 
methods are uniform and non-uniform random sampling. In 
uniform random sampling, a fraction of data sample (q) is 
arranged uniformly at a random manner in the dataset. This 
kind of sampling is commonly used in some other work of 
different applications. In non-uniform random sampling, the 
data sample is generated by selecting the nearest neighbors 
data of a seed point, then, its second nearest neighbors data and 
so on until a fraction of data sample (1 – q)  in the entire 
dataset are selected. 

Additionally, a popular SMOTE algorithm for 
cardiovascular data are examined by Rahman and Davis [32]. 
They also recommended a modified under-sampling technique 
using clusters that can produce high-quality training samples 
for classifier design while also balancing the data. Yen and Lee 
[33] utilized clusters-based under-sampling approach to choice 
representative data for examining the under-sampling impact 
on the distribution of unbalanced classes, with the goal of 
improving the classification accuracy for minority classes. The 
experimental results of the approach showed that the cluster-
based approach outperformed the other under-sampling 
methods used in earlier studies. 

To address imbalanced and limited CTG data, Piri and 
Mohapatra [34] have proposed a different number of re-
sampling methods and two ensemble models to balance the 
training samples and improve the classification task. They 
applied several ML models such as Support vector machine 
(SVM), Random Forest (RF), Decision Tree (DT) K-Nearest 
Neighbors (KNN), Logistic Regression (LR), and Gaussian 
Naive Bayes (GNB). They achieved a 95% classification 
accuracy using RF model on the balanced dataset. From the 
previous studies and related work, still there is a need to 

optimize the learning process and improve the accuracy of 
CTG data classification. In this work, an optimized SLP-based 
approach is proposed to classify accurately the CTG data as 
normal, suspect or pathologic for predicting the fetal state. 

III. MATERIALS AND METHODS 

This section explains the materials and methods of the 
research study. It describes the dataset used for obtaining the 
experimental result and gives an explanation about the methods 
of the proposed approach. In the following subsections, the 
dataset, methods, and the approach will be given in more 
detail. 

A. CTG Dataset 

In this proposed work, the CTG dataset obtained from the 
UCI repository [35] is chosen for conducting the experiment of 
the study. It is prepared for CTG trace analysis and the 
discovery of fundamental attributes. The dataset contains two 
attributes (FHR pattern and fetal state) represent the target 
labels and 21 distinguished features (LB-FHR; AC; FM; UC; 
etc.). Because the target attribute of the study includes the 
normal, suspect, and pathological classes, the Fetal state 
attribute is used as class label to solve a three-class problem 
and determine the fetal health-state using the other attributes; 
and the FHR pattern class label is removed from the dataset. 
According to the fetal state target class, the number of 
instances in the dataset is distributed into three groups: 1655 
instances for normal class, 295 instances for suspect class, and 
176 instances for pathological class. The distribution of 
instances for the three target classes is presented in Fig. 1. 

 

Fig. 1. The Distribution of Instances for the Three Target Classes. 
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TABLE I. THE ATTRIBUTES INFORMATION OF THE CTG DATASET 

No.  Attribute  Description 

1 LB–FHR The baseline (beats per minute)  

3 FM The number of fetal movements for each second 

2 AC The number of accelerations for each second 

5 DL The number of light decelerations for each second 

4 UC The number of uterine contractions for each second 

6 DS The number of severe decelerations for each second 

8 ASTV 
The percentage of time with abnormal short term 

variability 

7 DP The number of prolonged decelerations for each second 

9 MSTV The mean value of short term variability 

11 MLTV The mean value of long term variability 

10 ALTV 
The percentage of time with abnormal long term 

variability 

12 Width The width of FHR histogram 

14 Max The maximum of FHR histogram 

13 Min The minimum of FHR histogram 

15 Nmax The number of histogram peaks 

17 Mode The histogram mode 

16 Nzeros The number of histogram zeros 

18 Mean The histogram mean 

20 Variance The histogram variance 

19 Median The histogram median 

21 Tendency The histogram tendency 

22 CLASS The FHR pattern class code (1 to 10) 

23 NSP 
The fetal state class code (N = Normal; S = Suspect; P = 

Pathologic) 

The information of the attributes is given in Table I. As 
shown in Fig. 1, the number of instance for each class shows 
that the CTG dataset is imbalanced. Therefore, it is important 
to build a robust ML method to improve the performance in 
present of the imbalanced class problem. 

B. Single-Layer Perceptron (SLP) 

Single-layer perceptron (SLP) is the first and most 
fundamental model of ANN. The feed-forward neural network 
is another name for it [36]. The threshold transfer between the 
nodes serves as the foundation for the SLP’s operation. This is 
the most basic type of ANN used to solve machine learning 
problems with linear cases. It is a straightforward neural 
network with only one layer is known as a single layer 
perceptron [37]. There are only two layers for input and output 
in the single layer perceptron (See Fig. 2). The name single 
layer perceptron refers to the fact that it only has one layer. As 
opposed to a multilayer perceptron, it lacks hidden layers. 

The single layer perceptron computation is the sum of the 
input vectors multiplied by the corresponding vector weight. 
The input to an activation function will be the value displayed 
as the output. Four components make up the perceptron: the 
input values or one input layer, the weights and biases, the 
network sum, and the activation function as seen in Fig. 3. 

 

Fig. 2. Two Layers for Input and Output in the Single Layer Perceptron 

Classes. 

 

Fig. 3. The Components of Single Layer Perceptron. 

C. Grid Search Technique 

A grid search or a parameter sweep, it is just a search 
process through a manually specified subset of the hyper-
parameter space of a learning algorithm [38]. It is considered a 
traditional method of performing hyper-parameter 
optimization. A performance metric, typically determined by 
cross-validation on the training set or evaluation on a hold-out 
validation set that can guide the grid search technique. Before 
using grid search, it may be necessary to manually set bounds 
and discretize certain parameters because the parameter space 
of a machine learning may include real-valued or unbounded 
value spaces [39]. 

For instance, a typical classifier with a kernel function, 
which has a regularization constant C and a kernel hyper-
parameter γ. They can be tuned for good performance on 
unseen data. Since both parameters are continuous, one 
chooses a limited number of "reasonable" values for each in 
order to perform a grid search, such as: 

𝐶 ∈ {10, 100, 1000} 

𝛾 ∈ {0.1, 0.2, 0.5, 1.0} 

Then, using each pair (C, γ) in the Cartesian product of 
these two sets, grid search trains the classifier. The 
performance of the classifier is then assessed using a held-out 
validation set (or by internal cross-validation on the training 
set, in which case multiple classifiers are trained per pair). The 
settings that received the highest score during the validation 
process are finally returned by the grid search algorithm. The 
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hyper-parameter settings are typically evaluated independently 
of one another, allowing the grid search method to operate in 
parallel [39]. 

D. Proposed Approach 

The proposed approach aims to build an effective and 
robust SLP classification model that archives a high accuracy 
for classifying the CTG patterns and predicting the fetal state. 
It contains two main phases presented in Fig. 4. The approach 
exploits the advantages of SLP model and optimizes the 
learning rate using a grid search method in which we can arrive 
at the best accuracy and converge to a local minima. 

 

Fig. 4. Flowchart of Proposed Approach. 

1) Training and optimizing phase: This subsection 

explains the training and optimizing phase of the SLP model. 

The training process is conducted on the CTG dataset using a 

10-folds cross-validation technique. In this technique, the 

dataset is divided into ten subsets and the SLP model is 

trained using nine out of ten subsets for ten times. The 

remaining set each time is used in the validation process. The 

output of this phase is the best model from the ten trained SLP 

models. Then, the classification result is evaluated through the 

best model on the whole dataset in the testing phase. The 

optimizing process of the SLP model is performed to 

determine the optimal value of the learning rate during the 

training step by the grid method algorithm. The grid search 

method selects a set of possible values for the learning rate 

and evaluates the result for each value. 

2) Testing phase: After dividing the dataset to ten subsets 

and training the SLP model on nine subsets, the remaining 

subset from the ten subsets is used for testing the trained SLP 

model. This procedure is repeated for ten times until all ten 

subsets are involved in the validation process of the trained 

models. The classification result is obtained by testing the 

dataset on the best model of trained in the training and 

optimizing phase for getting the final result of the approach. 

The classification test result is measured using a number of 

evaluation metrics such as accuracy, F1-score, precision, and 

recall, which will be described in the experimental results 

section. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

In this section, the performance of proposed approach is 
analyzed using a 10-fold cross-validation technique to classify 
the fetal state from CTG data instances. The experimental 
results are performed on a laptop with the Intel Core i7, 2.50 
GHz CPU, 16GB RAM and Windows 10. The proposed 
approach is implemented using a WEKA data mining tool. A 
number of evaluation metrics such as precision, recall, F-score, 
and accuracy are computed from the classification outputs. 
These metrics are computed using the following equations: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
             (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
             (2) 

𝐹1-𝑠𝑐𝑜𝑟𝑒 = 2 ∗ (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
)            (3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁)
            (4) 

Where FN, FP, TN, and TP are the false negative, false 
positive, true negative, and true positive instances, 
respectively. The confusion matrix for the classification task is 
also used. To measure the confusion matrix, FN, FP, TN, and 
TP are required. 

The evaluation results of the approach are also compared 
with the various recent existing methods and approaches 
designed for CTG fetal state classification. The experimental 
parameters of the SLP model are established in Table II. 

The values of the model’s parameters in Table II are 
selected experimentally where the learning rate is chosen to be 
optimized using a grid search method with 10-fold cross-
validation technique. The grid search method starts the 
searching operation among a set of possible values, which are 
0.0005, 0.001, 0.005, 0.01, 0.1, 0.15, 0.2, 0.25, and 0.3. Then, 
the model is trained at each value of these possible learning 
rate values. The best value of learning rate hyper-parameter is 
0.1. Fig. 5 shows the results of accuracy at these different 
values of learning rate. 

TABLE II. EXPERIMENTAL PARAMETERS OF PROPOSED APPROACH SLP 

MODEL 

Parameter Value 

Hidden nodes 19 

Momentum 0.2 

Batch Size 100 

Learning Rate 0.1 

Number of Epochs 500 

Training and Optimizing Phase 

Testing Phase 

Training and optimizing the SLP using a grid 

search and a 10-folds Cross-validation technique 

Testing the SLP using a 10-folds Cross-

validation technique 

Load CTG Data Instances 

Classification output (Normal, 

Suspect, or Pathologic) 
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Fig. 5. Accuracies of SLP Model at different Learning Rate. 

Also, Fig. 6 demonstrates the classification confusion 
matrix of optimized SLP model. We can see that 1649 from 
1655 normal instances are classified correctly as normal class 
and 285 of 295 suspect instances are classified correctly as 
suspect class, as well as 175 of 176 pathologic instances are 
classified correctly as pathologic class. These classification 
results confirm the ability of SLP model to classify the CTG 
patterns in accurate manner. 

 

Fig. 6. Confusion Matrix of SLP Model Test Classification. 

According the result of confusion matrix in Fig. 6, Table III 
displays the results of other evaluation metrics. It shows that 
the model achieves 99.2% of accuracy and 0.992 for weighted 
average F1-score, recall, and precision metrics. 

To highlight the performance of the proposed approach, the 
accuracy result obtained on the dataset is compared with the 
other models proposed in the recent current study [34] for 
classifying CTG data into normal, suspect, and pathologic 
classes. The visualization of this comparative analysis is 
presented in Fig. 7. 

TABLE III. RESULTS OF EVALUATION METRICS FOR SLP MODEL 

Class Name Precision Recall F-score 

Normal 0.995 0.996 0.995 

Suspect  0.976 0.966 0.971 

Pathologic 0.994 0.994 0.994 

Weighted Avg. 0.992 0.992 0.992 

Accuracy  99.2004% 

 

Fig. 7. Comparison Results of Accuracy for Developed SLP Model and 

other Models in the State-of-the Art. 

From the comparison analysis, we can see that among the 
different models in [34], the DT and RF have the best accuracy 
results, which are 93% and 95%, respectively. However, the 
optimized SLP model has the highest accuracy (99.2%) 
compared with DT and RF. 

V. CONCLUSIONS AND FUTURE WORK 

Fetal state detection from the CTG data using classification 
methods has become an important task for developing various 
medical applications. In this paper, an optimized SLP-based 
approach is introduced for improving CTG data classification 
and analysis. The approach is able to select an optimal learning 
rate value of SLP model and make the learning process 
converge to a local minima, achieving a best accuracy result. 
The experimental results of the research are conducted on CTG 
dataset and by using a number of evaluation metrics, such as 
accuracy, F1-score, precision, ad recall. The optimized SLP 
model is trained and tested on the dataset using a 10-fold cross-
validation technique to generalize the training phase of 
developed model. The obtained results on the test process 
revealed that the optimized SLP model has the highest 
accuracy result (99.2%) compared with the models used in the 
recent study of related work. According the accuracy results of 
the state-of-the art models, the accuracy of optimized SLP 
model is increased by 4.2%. Therefore, the SLP has the ability 
to classify the CTG patterns in an accurate manner. In future 
work, a combination of different methods and deep learning 
models will be explored to classify the CTG data and detect 
fetal heart state. 
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Abstract—A cyber range is a term to define an isolated 

simulation environment that can be used for cybersecurity 

training. As a training tool, the cyber range has a crucial role in 

improving the competence of its users. Isolated environmental 

conditions allow users to increase competence through 

cybersecurity training based on predetermined scenarios. There 

is no standard for scenario in training, most of them using 

common case. In this research, the cyber range is built based on 

the cyber range taxonomy and uses the observe-orient-decide-act 

(OODA) loop that has been proven for military education. The 

OODA loop is implemented and helps guiding each step of the 

attack and its handling in the built scenario. The scenario chosen 

is a case of data theft since data theft incidents have often 

occurred so that it is easier for user to understand. OODA loop 

for cyber range meets 16 of the 17 characteristics in the cyber 

range taxonomy. The final cyber range acceptance rate was 

81.82%. The results of this acceptance give confidence that this 

new method can be used as an alternative to learning 

cybersecurity. 

Keywords—Cyber security; cybersecurity education; cyber 

range; OODA loop; play-role scenario 

I. INTRODUCTION 

There are no renowned holistic Security Operating Center 
standards or industry specific guidelines [1]. It has deep impact 
for cyber range especially for education. Lack of 
standardization leads to the need for solutions. 

In cyber security education, one of the factors that support 
the success of implementing a cybersecurity curriculum [2] is 
the availability of isolated laboratories for learning [2]. Most 
isolated laboratories that are specifically used for cybersecurity 
learning are scenario-based. Scenarios are prepared using field 
experience. 

From this, a big problem arises, there is no standardization 
in real world of SOC, so how to transfer experience in 
education especially in scenario for cyber range. 

Observe-Orient-Decide-Act (OODA) loop is a well-known 
analytical framework for decision-making developed by John 
Boyd [3]. The method has been used in the military world long 
time ago and has been proven to provide experience and 
improvement for military students. This is inspiring to be 
applied in cyber security learning as well as being a standard 
and measuring its suitability in meeting the need for cyber 
security learning tools. In bigger scenario SOC is giving many 

open problems described in Vielbert’s paper [4]. The problem 
can be minimalized by proper cyber security laboratories. 

Several methods of building cyber ranges have been carried 
out previously, as summarized in the research of [5], [6], and 
[7] to overcome similar problems. The data presented by [6] 
shows that the most commonly used experimental method is 
the simulation method due to its ease of use. 

A cyber range with data exfiltration attack simulation is 
built in this research that simulates a real attack case. The built 
cyber range is expected to be used as a learning tool to 
understand cyber-attacks better and apply the framework of 
thinking according to the OODA loop in further learning. The 
final results of the research were then validated with the user 
acceptance test (UAT) to find out whether the system built 
could meet the needs of cyber security learning. 

II. RELATED WORKS 

A. ISMS Role in The Improvement of Digital Forensics 

Related Process in SOC’s 

This research [8] presents similar solution for better SOC 
with Plan, Do, Check, Act. The purpose of this research is to 
provide an Information Security Management System solution 
that complies with ISO 27001:2013. Focus in digital forensic 
and not for education purpose. 

B. Design and Implementation of a Research and Education 

Cybersecurity Operations Center 

This paper [9] show common SOC and tools inside it. This 
research also builds simulation with honeypot and dashboard 
and also implementing OODA loop in concept of SOC not in 
scenario build. 

C. Design and Implementation of a Research and Education 

Cybersecurity Operations Center 

This research [10] present Action Observe Hypothesis 
method  to build SOC. Using Questionnaire for post task, same 
method with user acceptence test in this research. This research 
focus in recap many SOCs and implemented with multi 
honeypot for implementation. 

Novelty in this paper is the use of multiple Intrution 
Detection System (IDS) with agent based and rule based also 
Elasticsearch, Logstash and Kibana (ELK) for dashboard. 
OODA loop implemented inside scenario build and detail 
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inside it to provide experience for student. This research is also 
suitable for Covid-19 learning situation which implement VPN 
for student and lecture for remote education and proofed with 
User Acceptance Test for validation with curriculum. 

III. RESEARCH METHODOLOGY 

The research design refers to knowledge embodied in 
development, techniques, methods, models, and theory 
development to map out how to produce artifacts or products 
that meet predetermined functional requirement [11]. In this 
study, the research design used was Design Science Research 
(DSR) as seen in Fig. 1. DSR was chosen since it has the 
principle of “learning through development (making artifacts),” 
which is appropriate when applied to this research. DSR is a 
method of determining and conducting research with the 
ultimate goal of an artifact of recommendations. DSR can also 
be defined as a method oriented to solving specific problems to 
get the right solution even though the solution is not optimal. 

 

Fig. 1. DSR Process Model Cycle. 

Fig. 1 shows the relationship of each process, the flow of 
knowledge, and the output of the DSR, which is called the 
DSR cycle. 

A. Awareness of Problem 

Researchers identify problems that will be raised for 
research or problem formulation [11]. Sources of problems can 
be obtained from various existing sources. The problem 
identification process can be carried out in various ways such 
as literature study, practice, and discussion or interview. Once 
identified, the problem must also be defined. The problem 
definition process be done through a literature study to state 
that the problem has not been resolved and the solutions 
offered will contribute academically. In addition, problem 
definition also includes determining the scope of the problem 
to be solved using available resources. 

B. Suggestion 

The suggestion stage contains suggestions or solutions 
offered by researchers to overcome the problems that have 
been defined at the awareness of problem stage. These 

solutions can be generated based on existing research or 
through the thoughts and creativity of researchers in solving 
problems using appropriate research methods. The solution can 
be a new idea or combine an existing solution with something 
different. The result of this stage is a tentative design that 
describes the solution to the problems in the previous stage. 

The pattern chosen to be used in the suggestion stage is 
modeling existing solutions and combining partial solutions. 
The existing solution modeling pattern is a design used to 
model solutions that have been used to overcome similar 
problems [11]. The results of the solution modeling are then 
developed and adapted to be a solution to the current research 
problems. The pattern of combining partial solution is a pattern 
that is used to take some concepts, ideas, or solutions from 
related references that can support the construction of solutions 
from the research conducted [11]. 

C. Development 

The development stage is the stage to implement or 
develop a tentative design that has been made at the suggestion 
stage. The pattern used in the development stage is the same as 
the suggestion stage, namely modeling existing solutions and 
combining partial solutions. The explanation of the two 
patterns is also the same as the one at the suggestion stage. In 
addition, the solutions developed at the development stage are 
also prepared based on the tentative designs that have been 
made at the suggestion stage. In the development stage of this 
research, the cyber range is built based on the cyber range 
taxonomy from the research of Yamin et al. [7], attack 
simulation laboratory of Mahardhika research [12], and the 
benefits of building cyber ranges from the research of Leitner 
et al. [13] through a pattern of combining partial solutions 
while still considering the tentative designs that have been 
made. The combined results of the research of Yamin et al. [7] 
and Mahardhika [12]  is used to compile a needs analysis in the 
design and construction of cyber ranges. In addition, the 
research of Grant et al. [14] also Debatty dan Mees [15] is used 
to create solution modeling in the form of scenarios and 
topology of the cyber range environment through the existing 
solution modeling pattern. 

D. Evaluation 

The results of the artifact implementation at the 
development stage are then evaluated at this stage based on 
predetermined functional specifications. The process carried 
out at the evaluation stage is to determine how well the 
performance of the artifact is based on the empirical method 
used. This stage is an opportunity to make improvements to the 
artifact based on the experience gained during the previous 
stage. This is also called the circumscription of the DSR cycle. 
The pattern used in the evaluation stage is demonstration. After 
the development stage is complete, the cyber range will be 
demonstrated. For validation a number of Cyber and Crypto 
Politechnic cadets will be asked to run the scenario that has 
been built according to the steps stated in the user manual for 
the attack simulation laboratory. After running the scenario, 
cadets will be asked to fill out a UAT questionnaire. UAT is 
needed to find out whether the cadets are able to apply the 
OODA loops framework during running APT attack scenarios. 
In addition, UAT is also used to measure whether the attack 
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simulation laboratory built has met the learning needs of the 
Cyber and Crypto Politechnic and can increase cyber situation 
awareness among Cyber and Crypto Politechnic cadets. 
Validation is done with UAT. The results of filling out the 
UAT questionnaire were then analyzed using a Likert 
measurement scale. 

E. Conclusion 

This is the last stage of the research cycle in DSR. The 
result of this stage is the solutions delivering that answer the 
formulation of the problem in research. In addition, the results 
obtained at the evaluation stage will also be presented at the 
conclusion stage. The process carried out at the conclusion 
stage is symbolized by a small arrow outwards in the DSR 
cycle. The purpose of the arrow is that the results of the 
research must be communicated or published so that they can 
contribute to science in the related field [16]. 

IV. IMPLEMENTATION 

A. Design of Cyber Range 

Cyber range design is done through a literature study of 
solutions and related research. The literature study was 
conducted on the research of Grant et al.[14], Debatty and 
Mees [15] to produce a cyber range design in the form of a 
tentative network infrastructure design from the cyber range 
and analysis of cyber range needs. 

B. Tentative Design 

Based on the literature study conducted on the research of 
Grant et al.[14], the network security infrastructure in an 
organization generally consists of a firewall, DMZ, servers, 
and workstations located in the Intranet. In addition, there is 
also an IDS located in the DMZ. Placing the IDS on the DMZ 
allows the IDS to monitor network traffic between the Intranet 
to the Internet, between the DMZ to the Internet and between 
machines within the DMZ. Network security infrastructure in 
organizations from the research results of Grant et al. [14] is in 
Fig. 2. 

 

Fig. 2. Network Security Infrastructure in Organizations. 

In addition to this research, a literature study was also 
conducted on the research of [15]. From the research of [15], 
obtained infrastructure for simulation of a small organization 
network consisting of firewall, DMZ, honeypot, vulnerable 
web server, internal workstation, Security Onion server for 
monitoring, and traffic generator. Virtual workstations are also 
provided for users connected to the internal network. The 

design of the organization's network simulation infrastructure 
can be seen in Fig. 3. 

From the results of a literature study conducted on [12], 
obtained information that the attack laboratory topology can be 
built on the CAN topology provided that it has two main 
components, network infrastructure as the target of attack and 
APT group [17] infrastructure. Topology design of attack 
simulation laboratory in [12] research can be seen in Fig. 4. 

 

Fig. 3. Organizational Network Simulation Infrastructure. 

 

Fig. 4. Attack Simulation Laboratory Topology[12]. 
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By utilizing the results of the literature study from previous 
research, a tentative design was designed as the final result of 
the suggestion stage in the DSR cycle as well as an initial 
design in the development of cyber range infrastructure. The 
design results of the cyber range design that have been made 
can be seen in Fig. 5. 

 

Fig. 5. Cyber Range Tentative Design. 

The tentative design of cyber range divides the network 
into, external network (untrusted) in Table III, DMZ, backbone 
network, and internal network (trusted), all part was built in 
hardware listed in Table I and virtual machine listed in Table II. 
On the external network, there is an attacker's infrastructure 
consisting of various tools or virtual machines that aim to steal 
data from the internal (trusted) network seen in Table IV. 
Meanwhile, on the backbone and DMZ networks shown in 
Table V and Table VI, there is a main infrastructure to connect 
every device in the cyber range, firewalls, and IDSs that 
monitor activities in the internal network and the DMZ. On the 
internal network, there is an infrastructure of the target that is 
vulnerable to attacks from external networks seen in Fig. 6 

TABLE I. CYBER RANGE HARDWARE 

No Hardware Qty role Spesification 

1 
Cisco Catalyst 
3650 

1 
Router and 
Switch 

24X10/100/1000 
Ethernet and 4X 1G 
uplink port 

2 
Supermicro 
Rackserver 

1 pfsense 

 4X intel Xeon  @2,13 
GHz 

 RAM 8GB 

HDD 1TB 
NIC 2 ethernet port 

3 Server 1 
Network 
Security 
Monitoring 

6X intel Xeon @3,07 

GHz 
 RAM 32 GB 

HDD 1TB 
 NIC 4 ethernet port 

4 
HPE Proliant 
DL20 Gen 10 

2 
Attacker 
VM, DMZ, 
Target VM 

8X intel Xeon  @3,5 
GHz 

 RAM 16 GB 

HDD 1TB 
 NIC 2 ethernet port 

TABLE II. CYBER RANGE VIRTUAL MACHINE 
 

No VM ID role Spesification 

1 101 Attacker 

OS Kali Linux 
CPU 2 Core 

RAM 4 GB 

HDD 100 GB 

2 201 
Domain Controler 

& Mail Server 

OS Zentyal 

CPU 4 Core 

RAM 8 GB 
HDD 250 GB 

3 301 Web Server 

OS Ubuntu Server 

CPU 2 Core 

RAM 2 GB 
HDD 250 GB 

4 410 Target 

OS Windows 10 

CPU 2 Core 
RAM 3 GB 

HDD 50 GB 

5 510 Target 

OS Windows 10 
CPU 2 Core 

RAM 3 GB 

HDD 50 GB 

6 610 Target 

OS Windows 10 
CPU 2 Core 

RAM 3 GB 

HDD 50 GB 

TABLE III. UNTRUSTED NETWORK INFRASTRUCTURE 

No tools Label Subnet IP (VPN) 

1 
Virtual Host 
(kali linux) 

Caldera 101 192.168.41.0/24 192.168.170.2/24 

TABLE IV. TRUSTED NETWORK INFRASTRUCTURE 

No tools Label VLAN IP/Subnet 

1 Virtual Switch Keuangan & SDM 110 192.168.110.1/24 

2 Virtual Switch Produksi & Pemasaran 120 192.168.120.1/24 

3 Virtual Switch Operational Technology 130 192.168.130.1/24 

4 Virtual Switch Client 410 110 192.168.110.0/24 

5 Virtual Switch Client 510 120 192.168.120.0/24 

6 Virtual Switch Client 610 130 192.168.130.0/24 

7 Virtual Switch Security Onion 10 192.168.10.10/24 

TABLE V. BACKBONE INFRASTUCTURE 

Tools Interface IP node 

pfSense 
(firewall) 

em0 (LAN) 192.168.2.1/24 Core switch 

em1 (WAN) 192.168.41.222/24 LAN PoltekSSN 

VLAN 10 192.168.10.1/24  

VLAN 110 192.168.100.1/24  

VLAN 120 192.168.120.1/24  

VLAN 130 192.168.130.1/24  

Gigabyte Ethernet 1/0/21  PVE1 

Gigabyte Ethernet 1/0/22  PVE2 

Gigabyte Ethernet 1/0/23 Monitor Interface SOC 

Gigabyte Ethernet 1/0/24 192.168.2.2/24 pFsense (firewall) 
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TABLE VI. DEMILITARIZED ZONE (DMZ) INFRASTRUCTURE 

No Tools VLAN IP 

1 
Virtual Active Directory Server & Virtual Mail 
Server 

800 
192.168.3.2/29 

2 Virtual Web Server 192..168.3.3/29 

 

Fig. 6. Cyber Range Design. 

C. Needs Analysis 

Based on a survey conducted in the research of Yamin et 
al.[7], a system can be classified as a cyber range if it fulfills 
part or all of the components of the cyber range taxonomy. In 
the construction of cyber ranges in this study, the cyber range 
taxonomy is used as the basis for compiling a needs analysis of 
the built cyber ranges. The complete components of the cyber 
range taxonomy can be seen in Fig. 7. 

D. Scenario 

The scenario explains the objectives of the cyber range 
development, the environment in the form of the infrastructure 
used, the storyline behind the operation of the cyber range, the 
scenario application domain, and various tools used in the 
construction of the cyber range. Scenarios built-in cyber range 
is based on OODA loops. Every step taken by the attacker and 
the defender is arranged based on each stage in the OODA loop, 
which includes observing, orienting, deciding, and acting. 

In the attack simulation scenario, initially cyber range users 
perform the task of the Red Team or Red APT group to attack 

with the aim of stealing data. After the attack was carried out, 
the students carried out the task of the blue team as SOC to 
monitor the attacks that occurred and take action against these 
attacks. The stages of the data exfiltration as resesarch by F 
Ullah [18] carried out by Red APT based on the OODA loop 
are as follows: 

1) Observe: Red APT collects information through 

various sources related to target. From the results of the 

information collected, Red APT found several names of 

employees from target along with their email addresses. The 

names include Joko Nugroho (jnugroho@cybergym.local), 

Aurora Rahayu (arahayu@cybergym.local), and Caraka 

Kurniawan (ckurniawan@cybergym.local). This information 

is found on the website page of example target as shown in 

Fig. 8. 

2) Orient: Red APT plans to exploit the weaknesses of the 

employee's nature to gain access to the target system. Red 

APT plans to make job offers with salaries and facilities that 

are more attractive than those offered by target to these 

employees via email. 

 

Fig. 7. Cyber Range Taxonomy 

 

Fig. 8. Example Target Website for Observing 
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3) Decide: Red APT creates a payload in the form of an 

executable file that contains an access trojan command. The 

payload contains the command to execute the CALDERA 

agent. Payload is disguised by giving a file icon in the form of 

a job offer poster and providing a file name with the 

suffix.jpg. Windows operating system by default does not 

display the extension of a file, so naming a file with a .jpg 

ending will give the target the illusion that the received file is 

an image file. 

4) Act: Red APT sends the payload accompanied by an 

attractive offer sentence using an email address with the name 

of the Company's HRD. The payload is sent to the email 

addresses of the three employees of target and hopes that there 

are employees who are interested and open the payload file. 

Fig. 9 shows the view of the email containing the payload 

received by the target. 

Open the payload file and ignore the UAC notification on 
the computer gave an effect to automatically install trojan. 
After the payload installation process is complete, a backdoor 
is created so that Red APT has access to the victim's computer 
to steal database files on the target computer in SQL format. 
Agent implemented show in caldera dasboard seen in Fig. 10. 
The file theft was carried out using data exfiltration and data 
staging techniques using CALDERA. Fig. 11 shows the 
techniques used by Red APT to carry out data theft. 

 

 

Fig. 9. Email Contains Payload. 

 
Fig. 10. Caldera Dashboard. 

 

Fig. 11. Red APT Data Theft Techniques. 

5) Observe: The OODA loop is an iteration, so after the 

goal of the attack, data theft is achieved, Red APT will return 

to the observe stage with the knowledge that has been 

obtained from the previous OODA iteration. In the next 

iteration, Red APT can explore the system to find data, 

information, or other vulnerabilities that can be exploited. 

In future research RED team can be improved [19] by 
implementing automated system as Applebaum’s research. 
Meanwhile, the OODA loop carried out by SOC defender to 
detect anomalies and APT. APT has been studied in [20] and 
[21] research. OODA loop for blue team or defender in 
research scenario is as follows:  

1) Observe: SOC target or defender team checks the 

results of network monitoring through Security Onion to find 

and collect network data. Security onion is agent based for 

cyber-attack defense [22]. The network monitor display on 

Security Onion can be seen in Fig. 12. 

2) Orient: Filter and check for alerts detected by Security 

Onion. From these alerts, SOC performs an analysis to find 

suspicious activity. At this stage, the SOC can download the 

.pcap file to facilitate the analysis process. Based on the 

results of the analysis, it was found that there is HTTP access 

to an unknown IP address. Fig. 13 shows an HTTP access 

alert from a 192.168.110.2 (VM 410) to 192.168.170.2 (VM 

101). 

After further inspection with PCAP file, it was suspected 
that there was the theft of files from one computer because 
there was a file that was compressed in the .zip format as 
shown in Fig. 14. This allegation was also strengthened by 
evidence in the form of an email sent to several employees of 
PT TRINAKLIR containing a payload. 
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Fig. 12. Network Monitor Display on Security Onion. 

 

Fig. 13. HTTP Access Alert Detail. 

 

Fig. 14. Compressed File Delivery. 

3) Decide: SOC determines solutions or steps that need to 

be taken to deal with attacks that occur and prevent similar 

incidents. These solutions can be in the form of creating 

incident tickets, forensic analysis of the victim's computer, 

blocking IP addresses from attackers, as well as cyber security 

awareness education to employees. However, in this scenario, 

the actions taken are limited to only generating tickets with 

TheHive escalated case from alert seen in Fig. 15 for the 

incidents that occur. 

4) Act: Case from Fig. 15 can be more explored for detail. 

In simulating real SOC that has some tier, the case in TheHive 

is built for the task of assigning work to other SOC members 

as shown in Fig. 16. 

5) Observe: The OODA loop is an iterative process, so 

that after the previous incident has been successfully handled, 

the SOC returns to monitor the network to maintain the 

security of target's network [23]. 
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Fig. 15. Ticket Registered. 

 

Fig. 16. Task Generated. 

E. UAT Questionnaire 

Evaluation of research results in the form of the cyber 
range is also carried out through UAT testing with respondent, 
11 cybersecurity lecture (all population of cybersecurity 
engineering programme). Making instruments in the 
questionnaire aims to determine whether the features of the 
cyber range have met the cyber range taxonomy and can meet 
the needs of cyber security learning tools. The results of filling 
out the questionnaire were then analyzed using a Likert scale. 
The Likert scale is a measurement scale that aims to measure 
respondents' opinions on research results from very positive to 
very negative and in the form of words [24][25][26]. Table VII 
is list of questionnaire in this research. 

TABLE VII. USER ACCEPTANCE TEST QUESTIONNAIRE 

No Statement SS S R TS STS 

1 
The operation of the cyber range is 

easy for first-time users to learn 
     

2 

The steps in the attack simulation 

scenario at the cyber range are in 
accordance with the OODA loop so 

that it is easy to understand and 

execute. 

     

3 
Cyber range can meet cyber security 

learning 
     

4 

Cyber range provides an isolated 

environment to execute simulated 

attack scenarios. 
     

5 
All the tools in the cyber range work 

well. 
     

6 
The monitoring system on the cyber 

range is running well. 
     

7 

Cyber range can help cadets 

understand the role of the red team 

and blue team. 
     

8 

The scoring method (assessment of 

attack simulation results) on the 

cyber range is running well. 
     

9 
Cyber range management or 

management can be done easily 
     

F. UAT Questionnaire Analysis 

The results of the UAT response data were then analyzed to 
measure the respondent's level of agreement with each 
statement in the UAT questionnaire using the following 
equation: 

∑(𝑎  ×  𝑏)

𝑐  ×  𝑑
                (1) 

𝑎 = total number of respondents who chose the b answer  

𝑏 = score of the answer choices 

𝑐 = respondent total 

𝑑 = highest score 

Furthermore, the results of the previous calculations are 
summed and recalculated to determine the level of acceptance 
of the cyber range that was built as a whole using the following 
equation: 

∑ 𝑤𝑥

𝑥 ×𝑦 ×𝑧
 × 100%              (2) 

𝑤 = total score of respondent's choice  

𝑥 = total statement  

𝑦 = total answer  

𝑧 = highest score 

Where 𝑤 is score total of respondent's choice, 𝑥 is total 
statement, 𝑦 is total respondent, 𝑧 is highest score. 

V. RESULT AND DISCUSSION 

A. Result of Reaching the Needs 

The cyber range that has been built is then evaluated to find 
out the results of meeting the needs of the cyber range against 
the needs analysis that has been compiled based on the cyber 
range taxonomy. Based on the results of fulfilling the needs, 
cyber range meets 16 of 17 seen in Table VIII. Characteristics 
that are not fulfilled is special tools for scoring. In this cyber 
range, scoring is done by checking the success of the attack 
stages as well as ticketing with the help of Security Onion 
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monitoring tools, CALDERA attack automation tools and 
TheHive ticketing tools. The overall cyber range acceptance 
rate with formula 2 is 81.82%. 

TABLE VIII. FULFILLMENT NEEDS RESULT 

No Req 
Characteristics of 

Taxonomy 
Fulfilled 

1 

Cyber range has a clear 
scenario development goal, 

namely simulating data theft 
attacks. 

Scenario (Goals) Yes 

2 

Cyber range provides an 

isolated environment to 

execute simulated attack 
scenarios in physical, virtual, 

or hybrid forms consisting of 

the target and attacker 
infrastructure. 

Scenario (Environment) Yes 

3 

Cyber range provides the 

storyline of the scenario to 

provide an overview of how 

the scenario execution process. 

Scenario (Storyline) Yes 

4 
Cyber range provides a static 

or dynamic scenario. 
Scenario (Type) Yes 

5 

The scenario in the cyber 

range is applied to a particular 

domain. 

Scenario (Domain) Yes 

6 
Cyber range can use a variety 
of tools to build or run a 

scenario. 

Scenario (Tools) Yes 

7 

Cyber range provides a 
particular method for 

monitoring the simulation of 

attacks carried out. 

Monitoring (Method) Yes 

8 
Cyber range provides special 

tools for monitoring systems. 
Monitoring (Tools) Yes 

9 

The monitoring system in 

cyber range works at the 
TCP/IP layer. 

Monitoring (Layer) Yes 

10 
Cyber range provides a red 

team role. 
Teaming (Red team) Yes 

11 
Cyber range provides a blue 
team role. 

Teaming (Blue team) Yes 

12 
Cyber range provides the role 

of an autonomous team. 

Teaming (Autonomous 

team) 
Yes 

13 
Cyber range provides a 
specific scoring method. 

Scoring (Method) Yes 

14 
Cyber range provides special 

tools for scoring. 
Scoring (Tools) No 

15 
Cyber range provides role 
management features. 

Management (Role) Yes 

16 

Cyber range provides 

computing resource 
management features 

Management 

(Resource) 
Yes 

17 
Cyber range provides range 

management features. 
Management (Range) Yes 

B. UAT Questionnaire 

Table IX is compilation of UAT result. Analysis results of 
the UAT response data with formula 1 is 405 in the Agree area 
seen in Fig. 17. 

 

Fig. 17. Questionnaire Result. 

TABLE IX. USER ACCEPTANNCE TEST RESULT 

responde
nt 

P1 P2 P3 P4 
P
5 

P
6 

P7 P8 P9 

1 3 4 5 4 4 4 5 3 4 

2 4 4 5 5 4 4 5 4 4 

3 2 4 5 5 4 4 5 2 4 

4 4 4 5 5 4 5 5 5 4 

5 3 4 5 4 4 4 4 3 3 

6 2 4 5 5 3 3 4 4 3 

7 4 4 5 5 4 4 5 4 4 

8 4 4 4 4 4 4 4 4 2 

9 4 4 4 4 4 4 4 4 3 

10 4 5 5 5 5 4 5 4 4 

11 4 4 4 5 4 4 5 4 4 

Total 38 45 52 51 
4
4 

4
4 

51 41 39 

Precenta
ge 

69,0
9 

81,8
1 

94,5
5 

92,7
3 

8
0 

8
0 

92,7
3 

74,5
5 

70,9
1 

VI. CONCLUSION 

Based on meeting the needs, the cyber range meets 16 of 
the 17 characteristics in the cyber range taxonomy. Based on 
the results of the UAT questionnaire, a score of 405 was 
obtained in the Agree area, and the overall cyber range 
acceptance rate was 81.82%. This result also states that 
Observe-Orient-Decide-Act (OODA) for Cyber Security 
Education can be implemented globally. 

VII. FUTURE WORKS 

The scenario contained in the cyber range is only a 
simulation of data theft attacks. It is necessary to build a 
simulation with other cases to meet the learning needs of a 
more complete range of cybersecurity. The CALDERA agent 
tool can only run on Windows operating systems. It is 
necessary to add other similar tools so that attack simulations 
can be carried out on other operating systems. System 
performance from cyber reach has not been tested through 
stress tests or measured by certain methods. Cyber range 
performance testing and scenario and tool enhancement can be 
used as further research. 
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Abstract—In order to improve the reliability of embedded 

multitask software, a module partition method based on fuzzy set 

theory is proposed to solve the problem of large number of 

software failures and high frequency of failures. Firstly, the 

characteristics of embedded multitask software are analyzed, and 

the constraint parameter distribution model is constructed. Then 

the reliability parameter analysis model of embedded multitask 

software is constructed, and the multilevel fuzzy metric structure 

combined with quantitative recursive analysis method is used to 

complete the division of embedded multitask software modules. 

The simulation results show that the accuracy of the proposed 

method exceeds 99% after the number of iterations exceeds 50. 

The experimental results show that the method has high 

reliability, high precision and high practicability. 

Keywords—Multitasking; embedded; modular; fuzzy set theory 

I. INTRODUCTION 

In the running of embedded software, the efficiency of 
information processing can be improved by dividing modules 
under multi-tasks [1, 2]. However, this method is easy to lead 
to software function conflicts, which will lead to software 
failures, and software reliability cannot be guaranteed, 
affecting the user experience. In the process of using 
embedded multitask software, the application direction of 
software can be combined to divide the modules, so as to 
improve the reliability of software application [3]. At present, 
some scholars have made relevant research on this. Some 
scholars proposed a software module division method based 
on the combination of genetic algorithm and particle swarm 
optimization, established a mathematical model of the division 
problem, used genetic algorithm to find a feasible solution, 
and used particle swarm optimization to find the optimal 
scheme [4]. Other scholars proposed to maintain the 
independence of modules by scheduling model partition [5]. 
However, this method does not consider the reliability of 
software module partition, so this paper proposes an 
embedded multi-task software module partition method based 
on fuzzy set theory. This method can improve the reliability of 
software module division on the basis of maintaining module 
independence, thereby reducing the probability of software 
failure and improving the customer experience. Embedded 
multitasking software reliability test is based on the reliability 
of embedded multi-tasking constraint parameter analysis 

software. The embedded multitasking software reliability 
parameters analysis model established the embedded 
multitasking software module which is divided by the 
intelligent analysis method and embedded multitasking 
software module partition method based on fuzzy set theory is 
put forward [6]. Firstly, the constraint parameters of 
embedded multi-task software module partition are analyzed, 
and then the software compatibility and human-computer 
interactions are tested by using multi-layer index parameter 
constraint control method. Combined with the software 
reliability constraint index, the software reliability automatic 
test is realized. Finally, the simulation results show that this 
method is effective in improving the partition ability of 
embedded multitask software modules. The proposed method 
can effectively divide embedded multitask software modules, 
improve the reliability of software, and provide new ideas and 
ways for software improvement in the current market. 

II. RELIABILITY CONSTRAINT INDEX AND FEATURE 

ANALYSIS OF EMBEDDED MULTITASKING SOFTWARE 

A. Reliability Constraint Index of Embedded Multitasking 

Software 

In order to realize the partition of embedded multitask 
software modules, it is necessary to analyze the application 
characteristics of embedded multitask software modules. 
Based on the attribute, portability and importance of 
embedded multitask software, reliability constraint index 
analysis method is used to analyze the application of the 
software. The software reliability analysis mainly has four 
dimensions, namely, reliability measurement parameters, 
reliability parameter system, reliability measurement 
indicators and reliability indicator system. Among them, 
reliability measurement parameter refers to the mathematical 
attribute of quantitative description of reliability. Reliability 
parameter system is a set of software reliability parameters. 
Reliability metrics refer to the required value of a software 
reliability parameter. The reliability index system is the 
required value of all reliability parameters of a certain 
software. Analyze the characteristics of software module with 
product application. The product adaptability index 
distribution of embedded multitasking software is shown in 
Fig. 1. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

257 | P a g e  

www.ijacsa.thesai.org 

Portability

Reusability 

Operability

Modularity 

Universal 

property 

Compatibility 

Independent 

character

Software module 

division

Reliability of software

 

Fig. 1. Product Adaptability Index of Embedded Multitasking Software. 

According to Fig. 1, the embedded multitask software 
modules are divided according to their quality. In combination 
with the operability of software applications, the adaptive 
feature detection model of embedded multitask software is 
established. In addition, the distributed algorithm [7] is used to 
establish the partition model of embedded multitask software 
modules, which improves the universality of embedded 
multitask software. A software quality measure is carried out 
by adopting a quantitative analysis method of software 
reliability. The reliability test of the software is mainly divided 
into the structural test and the object-oriented test. The 
complexity and the reliability distribution of the software are 
combined, and the embedded multi-task software module is 
divided into two levels. According to the above analysis, the 
parameter system of the secondary constraint index of the 
software reliability is established as shown in Fig. 2. 

According to the reliability constraint parameter system of 
embedded multitask software shown in Fig. 2, the reliability 
of embedded multitask software is tested and evaluated by 
structure-oriented method. 

The reliability of embedded multitask software refers to 
the probability that the software will not cause system failure 
within the specified time under the specified environment. 
Software reliability is one of the important indexes to measure 
software quality. It is not only related to software errors, but 
also related to system input and system use. Generally 

speaking, the more software failures occur or the shorter event 
interval, the lower software reliability. 

Embedded multitask software reliability test is to ensure 
and verify the reliability of the software. It is a kind of random 
test. Its main feature is to test software according to the way 
users actually use software. Generally, embedded multitask 
software reliability test is divided into software reliability 
growth test and software reliability verification test. If there is 
no requirement of reliability index and the current reliability 
level needs to be evaluated, there are also embedded multitask 
software reliability bottom test. The reliability test of 
embedded multitask software is different from the general 
software test (such as unit test, integration test, function test, 
performance test, boundary test, etc.) in terms of test purpose, 
test method, test object, etc. The comparison between 
embedded multitask software reliability verification test and 
general software test is shown in Table I. 

In Fig. 2, t1~t4 refer to reliability, failure probability, mean 
time before failure and mean time between failures 
respectively; wherein, reliability refers to the probability of 
success of software to complete specified functions under 
specified conditions and within specified time. Failure 
probability refers to the probability of losing normal operation 
and specified functions under specified conditions and within 
specified time. Average time before failure refers to the mean 
value from the current time to the next failure time. Mean time 
between failures refers to the mean time interval between two 
successive failures. The reliability test of embedded multitask 
software generally uses black box test, because it is a use-
oriented test, it does not need to understand the structure of the 
program and how to realize it. The main flow of software 
reliability test is shown in Fig. 3. 

2t 3t



1t
4t

 

Fig. 2. Software Reliability Two-level Constraint Index Parameter System. 

TABLE I. COMPARISON BETWEEN RELIABILITY VERIFICATION TEST AND GENERAL TEST OF EMBEDDED MULTITASK SOFTWARE 

Item compared Software reliability verification test General software testing 

Test purpose Quantitative estimation of reliability level of software products Discovery of software errors 

Tester The user usually takes part in the test It is usually measured by the developer 

Testing stage Software acceptance phase Trial software development stage 

Test method Random test based on software operation profile. Testing based on requirements / structure 

Test object The final form of software products Intermediate form of software products 

Test feature Do not eliminate software defects Modify software errors and constantly improve software quality 
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Fig. 3. Reliability Testing Process of Embedded Multitask Software. 

The main idea of embedded multitask software reliability 
test is to test the software at random according to the statistical 
rules of users' actual use. At present, the use of software is 
usually modelled in the form of operation profile. The 
construction of operation section can be refined layer by layer 
from top to bottom. The development process of the operation 
profile is shown in Fig. 4. 

1) The customer profile consists of independent customer 

type series. 
Customer type is one or more customers in the group who 

use the system in a similar way. These customers are 
significantly different from other customers in the way of 
using the software. 

The probability of occurrence needs to be determined for 
each customer type in the customer profile. In the case of 
single software customer, there is no need to establish 
customer profile. 

2) User profile is a set of user groups and their probability 

of occurrence, which is usually based on the customer profile. 

3) System mode profile is a set of system mode and its 

corresponding probability of occurrence. System patterns can 

be derived from software requirements or usage analysis. 

4) The function profile is to decompose the functions 

required by the system in the system mode and determine the 

probability of each function. 

Customer 
profile

User profile

System mode profile

Functional profile

Operational profile

 

Fig. 4. Operation Profile Development Process. 

The construction of function profile usually needs to get 
the function list according to the software development task or 
the software requirements document, and then combine with 
various situations of the operating environment, and assign the 
probability of occurrence for each function. 

5) Operation profile is a set of operations and their 

probability of occurrence. The main step to determine 

operation profile is to list operations and determine the 

probability of occurrence of each operation. A function can be 

mapped to one or more operations, and a group of functions 

can also be re merged into a group of different operations, so 

the list of operations can be obtained according to the function 

profile. 

The embedded multitask software reliability test 
environment refers to the software and hardware environment 
that provides test input and collects test output for the tested 
software. For the reliability test of real-time embedded 
software, we can use the test environment of full digital 
simulation technology, hardware in the loop simulation 
platform and system joint test. In order to get the real 
reliability test results, the reliability test should be carried out 
in the real environment. But in many cases, it is unrealistic to 
test the software reliability in real environment, so the 
software reliability test usually uses the semi physical 
simulation environment. Generally, the test environment of 
semi physical simulation (or full digital simulation) has the 
following requirements: 

1) The operations involved in the operation profile can be 

performed in the test environment. 

2) Meet the real-time requirements of the test excitation, 

that is, the excitation input meets the requirements of the input 

interface, data format and input timing of the real cross-

linking environment, and the input logic of the real cross-

linking environment is the same. 

3) Be able to collect test result data for software reliability 

test analysis. 
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The failure data of embedded multitask software is the 
basis of software reliability test and evaluation. In the process 
of reliability test execution, it is necessary to record the actual 
results of each test case as required, and judge whether the use 
case passes according to the expected test results of each use 
case and the pass criteria of the use case. If not, record it. The 
problems found in the reliability test of embedded multitask 
software should be analyzed and dealt with according to the 
types of problems. The software problems caused by the 
defects of the tested embedded multitask software itself should 
be included in the failure of the tested software. The software 
problems caused by the improper design of the test 
environment, test methods and test cases other than the tested 
software should not be included in the failure of the software. 
In addition, the category and severity level of each embedded 
multitasking software problem should be described. The 
categories of software problems include design problems, 
document problems, program problems and other problems. 
The severity level of the problems can be described by level 4. 

Reliability verification test is a kind of statistical test, 
which should be selected in the test planning stage. When 
choosing the statistical test plan, many factors should be 
considered, such as the type of verification index, the quality 
requirements of software, the maximum test time, the 
maximum failure number, the test cost, the trade-off between 
cost and time. For the verification test of product reliability 
using success rate, the verification test scheme of success rate 
is usually used. The specified success rate is the probability 
that a product will complete the required function or that the 
product will succeed in the test under the specified conditions. 
The observed success rate can be defined as the ratio of the 
number of products that have not failed to the total number of 
test products at the end of the test or the ratio of the number of 
successful tests to the total number of tests. The main 
parameters of the success rate verification test scheme are: 

R : Success rate; 

0R : Acceptable success rate; 

1R : Unacceptable success rate; 

d : Identification ratio of success rate ( ) ( )1 01-R / 1-R ; 

n : Receive the required number of fixed tests; 

r : Accumulated failure number; 

REr : Rejection failure number; 

 : Manufacturer's risk, i.e. rejection probability when 0R-R ; 

 : User risk, i.e. the probability of reception when 1R-R . 

The verification test scheme of success rate includes the 
truncated sequential statistical scheme and the fixed number 
test statistical scheme. The schematic diagram of the truncated 
sequential statistical scheme is shown in Fig. 5. 

h

h

Failure number/r

Test number/ns

Rejection

Continue to test

Receive

 

Fig. 5. Schematic Diagram of Truncated Sequential Statistical Scheme. 

When r s . sn -h
, receive; 

When r s . sn h+
, rejection; 

When s. s.−   +s sn h r n h , continue the test. 

Sequential test to cut off line, acceptance or rejection 
criteria. 

When t=sn n
, when tr<r

, receive; 

When tr>r
, reject; 

Among them, sn  is the number of tests accumulated in the 
sequential test scheme, s  is the slope of the receiving and 
rejection lines, h  is the intercept of the receiving and rejection 

lines on the vertical line, tn  is the number of truncated tests, 

and tr  is the number of truncated failures. 

Given 0R , d ,  ,  , the test number n  required for 

receiving the judgment and the failure number REr  required 
for making the rejection judgment can be obtained by looking 
up the table. The comparison between the two schemes is 
shown in Table II. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

260 | P a g e  

www.ijacsa.thesai.org 

TABLE II. COMPARISON OF TWO STATISTICAL SCHEMES 

Comparison items Advantage shortcoming 

Truncated 

sequential 

Statistical scheme 

1. The minimum number of average tests and failures 

required for judgment; 

2. It has a certain maximum value in cumulative test number 

and cumulative failure number. 

1. The number of failures and the cost of tested products vary greatly; 

2. The maximum number of accumulated tests and failures may exceed the 

equivalent number of accumulated tests and failures. 

Fixed number test 

Statistical scheme 

1. The change range of failure number and cost of tested 

products is small; 

2. The maximum number of cumulative tests is less than that 

of similar truncated sequential tests. 

1. The average failure number and test number are large; 

2. In order to make a judgment, the products with good quality and bad 

quality shall experience the most cumulative tests or failures. 

 

The embedded multitask software reliability testing 
technology is applied to a configuration item software of an 
airborne weapon product. Firstly, according to the requirement 
documents and the actual operation of the embedded multitask 
software, the operation profile covering the whole working 
process of the software is constructed. Extract specific system 
execution task scenarios, design test cases for each scenario 
respectively, and describe the test cases in detail. Object 
oriented reliability testing method. The calculation formula of 
software package constraint index is as follows: 
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C maycall Mis visible M C
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          (3) 

In the formula, TC  is the total number of attributes 

distributed by embedded multitasking software, and ( )d iM C  
represents the number of categories in reliability attribute 

category iC . 

The regression analysis of embedded multitasking 
software reliability measurement is carried out by using the 
method of multi-factor metrology [8]. Combined with the 
method of bottom design and top-level encapsulation, the 
product quality of embedded multitasking software is 
evaluated. Multi factor measurement is a method of measuring 
multiple evaluation units by using multiple indicators. Its 
basic idea is to convert multiple indicators into an indicator 
with comprehensive evaluation ability, so as to reduce 
calculation complexity and improve calculation efficiency and 
accuracy. Based on the above, the ambiguity constraint 
parameters of embedded multitasking software module 
division are obtained. 
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In the formula, the ( )d iA C  is the number of the attributes 

of the iC , the constraint index parameter model divided by the 
embedded multi-task software module is constructed 
according to the analysis, and the indexes such as the 
correctness, the reliability, the operation efficiency, the 
integrity and the usability of the software are determined, and 
a constraint parameter index distribution model for dividing 
the embedded multi-task software modules is constructed [9, 
10, 11]. 

B. Reliability Feature Analysis of Embedded Multitasking 

Software 

Let the reliability measurement domain of embedded 
multitask software be U, and U can be expressed by exact 
numerical value. Linear programming technology is used to 
analyze the reliability characteristics of embedded 
multitasking software, and the next year planning analysis is 
carried out combined with the inheritance of software 
reliability. The reliability characteristic analysis model of 
embedded software is established, and the output: SCi (Exi, 
Eni, Hei), I = 1, 2, 3, …, n. The formula for calculating the 
reliability feature distribution of embedded multitasking 
software is as follows: 

( )
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=

=

=




TC

i i

i

TC

a i

i

M C

MHF

M C

              (7) 

( ) ( ) ( )= +a i d i i iM C M C M C
            (8) 

Wherein, ( )i iM C  is the reliability test factor of 

( )1,2,...,=iC i n  class, and the reliability design of embedded 
multitask software is carried out with the method of fuzzy 
clustering analysis. The calibration model characteristics of 
embedded multitasking software reliability measurement are 

expressed as [0,1], , ( )→   →U x U x SC x . The reliability feature 
analysis of embedded software is carried out by using the 
method of multimodal data fusion feature analysis, and the 
comprehensive measurement model of software is described 
as follows: 
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( ) ( ) ( )= +a i d i i iA C A C A C
          (10) 

In the formula, the software reliability attribute class 

function is ( )i iA C , and the quantitative characteristic formula 

of reliability test with property class ( )1,2,...,=iC i n  is the 

number of attributes whose ( ) / 31= − −En Ex Exi i i ( )d iA C  is

( )1,2,...,=iC i n . Based on the analysis, the constraint 
parameter distribution model of embedded multitask software 
module partition is constructed, the ambiguity factor of 
embedded multitask scheduling and module segmentation is 
established, and the embedded multitasking software module 
is divided into embedded multitasking software modules 
combined with fuzzy dynamic testing method [12]. 

III. OPTIMAL DESIGN OF EMBEDDED MULTITASK SOFTWARE 

MODULE PARTITION METHOD 

A. Embedded Multi-task Scheduling and Module 

Segmentation and Ambiguity Analysis 

On the basis of constructing the constraint parameter 
distribution model of embedded multitasking software module 
partition, the optimal design of embedded multitasking 
software module partition is carried out. In this paper, an 
embedded multitasking software module partition method 
based on fuzzy set theory is proposed [13]. Fuzzy set theory 
regards the object to be investigated and the fuzzy concept 
reflecting it as a certain fuzzy set, establishes an appropriate 
membership function, and analyzes the fuzzy object through 
the relevant operations and transformations of the fuzzy set. 
Based on fuzzy mathematics, fuzzy set theory studies the 
imprecise phenomena. The module partition of embedded 
multitask software is an imprecise problem, so the research is 
based on fuzzy set theory. Factor of embedded multi-task 
scheduling and module segmentation is established, and the 
compatibility and human-computer interactions of the 
software are measured by the method of multi-layer index 
parameter constraint control. The formula for calculating the 
coupling factor of embedded multi-task software module is as 
follows: 
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In the formula, 
2 −TC TC  is the maximum degree of 

coupling of the reliability distribution of embedded multi-task 
software. The multi-level fuzzy metric structure model of the 
embedded multi-task software module is established, and the 

method for combining the multi-state factor (POF) is adopted 
to obtain the multi-dimensional combined test index 
distribution set of the software to be as follows: 
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The embedded multi-task software reliability measurement 

model is composed of five states, namely ( , , , , ) = X O A B , 

where  , 1,2,3 ,= = iX x i N  is the fuzzy coupling state 
factor in the embedded multi-task software reliability 

measurement model, and the { , 1,2,3 , }= =jO o j M . O  is 
an embedded multi-task software safety evaluation model 

observation state, ( )1,2,...,=iC i n  represents the reliability 
test set of embedded multi-task software, which is defined as 
follows: 

1 2max ( ) ( ( ), ( ),..., ( ))
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=

 =

= =

）
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F X F X F X F X

s t g X j p

h X k p
         (15) 

According to the above analysis, the multi-level fuzzy 
measurement structure model of embedded multitask software 
module partition is established, and the parameter indexes 
such as serviceability, compatibility and portability of 
embedded software are analyzed by combining reliability 
merging and comprehensive measurement method, so as to 
improve the ability of embedded multitask scheduling and 
module segmentation and reliability measurement [14]. 

B. Embedded Multitasking Software Module Partition and 

Optimization Measurement 

Based on the above contents, the multi-level fuzzy 
measurement structure model of embedded multitask software 
module is studied and constructed, and the number of 
embedded multitask software is set. However, the software 
module division based on this method has the problem of 
weak correlation between embedded multitask software. [15]. 
In order to solve this problem, a method is proposed to 
optimize the resource allocation of embedded multitask 
software by using association combination detection, and 
build an embedded multitask optimal scheduling and adaptive 
control model. The fuzzy membership function of embedded 
multi-task software is described as: 

1 2

1 2

{ , ,..., }

{ , ,..., }

=


=

q

p

L L L L

R R R R
           (16) 

In the above formula, kV  represents the nonlinear dynamic 

measurement function of software reliability. For the k  
software reliability attribute feature set, set up the security 
reliability measurement feature distribution set of embedded 
multitask software, map the reliability linear programming 
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feature set kL  of embedded multitask software to the target 

test set lR  by spatial programming method, and calculate the 
nonlinear feature quantity of software reliability measurement, 
which is described as follows: 
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          (17) 

Based on the comprehensive measurement model, the 
quantitative feature distribution set of embedded multitasking 
software module partition is obtained, and the principal 
component feature quantity of embedded multitasking 
software module partition is represented by SC (Ex, En, He). 
According to the above analysis, the statistical analysis model 
of embedded multitasking software module partition is 
constructed, and the statistical feature distribution matrix is 
obtained as follows: 
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The embedded multitasking software module is divided by 
quantitative recurrent analysis, and the optimized test set 
function is obtained as follows: 
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Based on the above contents, the division of embedded 
multi task software modules is realized on the basis of 
ensuring the independence and stability of software modules. 
[16, 17, 18, 19]. 

IV. SIMULATION EXPERIMENT AND RESULT ANALYSIS 

In order to verify the application performance of the 
method in the implementation of the embedded multi-task 
software module division, the simulation test is carried out. 
The reliability test environment of embedded multitask 
software is built by the general system test platform Gete. 
Among them, the general embedded software simulation test 
platform consists of three test hosts, two test targets, related I / 
O and signal conversion devices. All devices in the platform 
are connected by Ethernet, and the two test target computers 
communicate with each other in real time through the memory 
reflective real-time optical fiber network [20, 21]. Position 
diagram is shown in Fig. 6. 

Software reliability can be tested by using the following 
definitions: the probability that software will not cause system 
failure under specified conditions and within specified time. 
This probability is a function of system input and system use, 
as well as a function of defects in software. The system input 
will determine whether existing defects will be encountered. 
The probability that the software will not cause system failure 
within the specified time, that is, the success rate of the 
software. Therefore, the success rate is used to verify the fixed 
number test statistical scheme. After analysis, it is determined 
that α = 10%, β = 10%, R0 = 0.9701, R1 = 0.91. 

Identification ratio D = (1-r1) / (1-r0) = 3.01 

According to α = 10%, β = 10%, R0 = 0.9701, d = 3.01, 
the values of parameter n and RRE are obtained by looking up 
the table: n = 101, RRE = 6. 
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Fig. 6. General System Test Platform Geste Structure Diagram. 
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Therefore, 101 reliability test cases need to be designed for 
execution. If the number of software failures is less than or 
equal to six during the test, the software will be accepted, 
otherwise it will be rejected [22]. 

In the software reliability test, there are four failures, less 
than the maximum number of software failures, which meet 
the requirements of reliability test program. And the 
embedded multi-task software module is divided and analyzed 
in combination with the Matlab and the C ++, the distribution 
area of the parameter sampling of the embedded multi-task 
software reliability constraint index parameter is set to [0, 0.6] 
[0.6, 0.8] [0.8,1], and the distribution of test indicators at all 
levels is shown in Table III. 

By comparing the reliability verification test of embedded 
multitask software with the general software test, the main 
process of software reliability test is designed. According to 
the embedded multitask software, the reliability software and 
hardware environment of test input and test output are 
provided [23]. According to the requirements document and 
the actual operation of the embedded multitask software, the 
operation section covering the whole working process of the 
software is constructed, and the specific system execution task 
scenarios are extracted. Test cases are designed for each 
scenario respectively, and the test cases are described in detail. 
The calculation formula of software package constraint index 
is listed, and the fuzzy constraint parameters of embedded 
multitask software module division are obtained [24, 25, 26, 
27]. Then the fuzzy analysis of embedded multitask 
scheduling and module division is carried out, the embedded 
multitask software module is established, and the multi-level 
fuzzy measurement structure model is divided [28]. According 
to the test results of the above index parameters, the embedded 
multitasking software modules are divided, and the reliability 
test output of each software system is shown in Fig. 7. 

TABLE III. DISTRIBUTION OF TEST INDICATORS AT ALL LEVELS OF 

EMBEDDED SOFTWARE 

Primary test index Weight II. Test index Test data 

SC1 0.36 

INDEX11 0.325 

INDEX12 0.156 

INDEX13 0.446 

INDEX14 0.332 

INDEX15 0.563 

INDEX16 0.532 

INDEX17 0.426 

INDEX18 0.675 

SC2 0.67 

INDEX21 0.532 

INDEX22 0.436 

INDEX23 0.547 

SC3 0.32 

INDEX31 0.437 

INDEX32 0.225 

INDEX33 0.853 

INDEX34 0.326 

INDEX35 0.485 

INDEX36 0.325 

SC4 0.56 INDEX41 0.567 

 
(a) Initial Status. 

 
(b) Module Partition Output. 

Fig. 7. Reliability Test Output of Software System. 

Analysis of Fig. 3 shows that using this method can 
effectively achieve the embedded multi-task software module 
division, compare the reliability of the software, get the 
comparison results as shown in Fig. 8 [29]. 

 

Fig. 8. Reliability Comparison Results for the Software. 
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In order to understand more clearly and accurately the 
comparison results of simulation experiments on the reliability 
of embedded multitask software in this paper, 10 iterations are 
taken and detailed data comparison is conducted according to 
Fig. 8 [30, 31, 32, 33]. The comparison data is shown in Table 
IV [34, 35, 36]. 

TABLE IV. RELIABILITY COMPARISON DATA OF EMBEDDED MULTITASK 

SOFTWARE 

iterations 

Proposed method 

Evaluation 

accuracy 

Reference [37] 

Evaluation 

accuracy 

Reference [24] 

Evaluation 

accuracy 

10 0.7 0.58 0.54 

20 0.86 0.82 0.65 

30 0.98 0.86 0.76 

40 0.99 0.88 0.81 

50 0.99 0.90 0.83 

60 1 0.92 0.84 

70 1 0.93 0.86 

80 1 0.95 0.92 

90 1 0.97 0.93 

100 1 1 0.96 

According to Table IV and Fig. 8, when the number of 
iterations is 10, the accuracy of Proposed method is 0.12 
higher than Reference [37], and 0.16 higher than Reference 
[24]; When the number of iterations is 20, the accuracy of 
Proposed method is 0.04 higher than Reference [37], and 0.21 
higher than Reference [24]; When the number of iterations is 
30, the accuracy of Proposed method is 0.12 higher than 
Reference [37], and 0.22 higher than Reference [24]; When 
the number of iterations is 40, the accuracy of Proposed 
method is 0.11 higher than Reference [37], and 0.18 higher 
than Reference [24]; When the number of iterations is 50, the 
accuracy of Proposed method is 0.09 higher than Reference 
[37], and 0.16 higher than Reference [24]; When the number 
of iterations is 60, the accuracy of Proposed method is 0.08 
higher than Reference [37], and 0.16 higher than Reference 
[24]; When the number of iterations is 70, the accuracy of 
Proposed method is 0.07 higher than Reference [37], and 0.14 
higher than Reference [24]; When the number of iterations is 
80, the accuracy of Proposed method is 0.05 higher than 
Reference [37], and 0.08 higher than Reference [24]; When 
the number of iterations is 90, the accuracy of Proposed 
method is 0.03 higher than Reference [37], and 0.07 higher 
than Reference [24]; When the number of iterations is 100, the 
accuracy of Proposed method is the same as Reference [37], 
0.04 higher than Reference [24]; It can be seen that this 
method improves the reliability of the software through the 
division of embedded multitask software modules [37, 38, 39]. 

V.  CONCLUSIONS 

The reliability parameter analysis model of embedded 
multitask software is established, and the embedded 
multitasking software module is divided by intelligent analysis 
method. The embedded multitasking software module 
partition method based on fuzzy set theory is proposed to 

construct the constraint parameter distribution model of 
embedded multitasking software module partition according to 
the correctness, reliability, running efficiency, integrity and 
availability of the software. The ambiguity factor of embedded 
multi-task scheduling and module segmentation is established, 
the compatibility and human-computer interactions of 
software are measured by multi-layer index parameter 
constraint control, the multi-level fuzzy metric structure model 
of embedded multi-task software module partition is 
established, and the embedded multi-task software module is 
divided by quantitative recurrent analysis. It is found that the 
embedded multitasking software module can be divided 
effectively by using this method, and the reliability of the 
software can be improved. 

VI. DISCUSSION 

In order to solve the problem that the current software 
module partition method of embedded multitask software is 
easy to cause software failures and affect user experience, a 
module partition method of embedded multitask software 
based on fuzzy set theory is proposed. The basic process of the 
method is as follows: firstly, the characteristics of embedded 
multitask software are analyzed, the constraint parameter 
distribution model is constructed, and the interaction 
measurement is carried out by combining multitask scheduling 
and ambiguity segmentation. Then the reliability parameter 
analysis model of embedded multitask software is constructed, 
and the multilevel fuzzy metric structure combined with 
quantitative recursive analysis method is used to complete the 
division of embedded multitask software modules. In order to 
verify the application performance of this method in the 
implementation of embedded multitask software module 
partition, simulation tests are carried out. The results show 
that the accuracy of the proposed method is significantly 
higher than that of the other two methods when the number of 
iterations is the same. This is because the research builds the 
optimal scheduling and adaptive control model of embedded 
multitask software based on fuzzy membership function, 
which makes embedded multitask software have strong 
correlation, thus optimizing the reasonable allocation of 
resources of embedded multitask software. It can be seen that 
this method improves the reliability of the software through 
the division of embedded multi task software modules 
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Abstract—Most people preferred e-commerce ensuing the 

Coronavirus Disease-2019 (COVID-19) outbreak, resulting in 

delivery companies receiving large quantities of parcels to be 

delivered to clients. Hurdle emerges when delivery person needs 

to convey items to a large number of households in a single 

journey as they never face this situation before. As a result, they 

seek the quickest way during the trip to reduce delivery costs and 

time. Since the delivery challenge has been classified as an NP-

hard (non-deterministic polynomial-time hard)) problem, this 

study aims to search the shortest distance, including the runtime 

for the real case study located in Melaka, Malaysia. Hence, two 

metaheuristic approaches are compared in this study namely, 

Ant-Colony Optimization (ACO) and Genetic Algorithm (GA). 

The results show that the GA strategy outperforms the ACO 

technique in terms of distance, price, and runtime for moderate 

data sizes that is less than 90 locations. 

Keywords—Ant-colony optimization; genetic algorithm; 

delivery problem; comparison; cost; runtime 

I. INTRODUCTION 

Ever since the chain of Coronavirus Disease-2019 
(COVID-19) infections trend up worldwide, peoples’ life has 
been turned upside down. So, do Malaysians. When the 
former Prime Minister, Tan Sri Dato' Haji Muhyiddin bin 
Mohd Yassin imposed national lockdown through Movement 
Control Order (MCO), Malaysians have slowly avoided brick-
and-mortar shopping and shop on e-commerce. Previously, e-
commerce was a generic buzzword, however, it has become a 
norm these days. 

COVID-19 has led to a significant spike in e-commerce 
and rapid digitalization in the midst of weakening economic 
activity in most countries. For instance, in the 2nd period of 
2020, Latin America's marketplace Mercado Libre managed to 
sell double things per day in comparison to the same period in the 
previous year. In addition, African e-commerce site, Jumia 
recorded a spike of 50% revenues over the first half of 2020. 
Throughout August 2019 and August 2020, China's e-commerce 
percentage of sales rose from 19.4% to 24.6%. Meanwhile, the 
online percentage of retail sales in Kazakhstan, grew from 5% in 

2019 to 9.4% in 2020. In Thailand, installations of shopping 
applications surged by 60% within a week in March 2020 [1]. 

Transport plays an essential role in every supply chain and 
it has an impact on logistics' efficiency and effectiveness. 
Transportation, inventory keeping, bureaucracy, custom fees, 
hazard, as well as handling and packaging costs are among six 
major logistics cost aspects that should have good pre-
planning. Route planning is a critical issue in distribution 
system, and as such, it has been an important topic in logistics 
field. By focusing on areas such as enhanced productivity and 
better vehicle usage, effective routing and scheduling can 
result big savings. According to [2], the goal of reducing 
transportation costs is to reduce the number of trips. 

This research article presents a case study that utilizes 
Asymmetric Travelling Salesman Problem (ATSP), in which a 
delivery service is founded to alleviate the burden of 
delivering items to customers’ doorsteps. As a result, this 
delivery service will travel and organise their routes carefully 
to multiple locations in order to meet the needs of their 
consumers within a designated time frame. The primary goal 
of this study is to evaluate two metaheuristics approaches, 
namely ACO and GA, and to compare its efficiency metric of 
minimizing cost and time. The delivery service drivers have a 
plethora of options, which will allow them to seek for the 
shortest distance and lowest cost throughout their excursions. 

The entirety throughout this paper is organised as follows: 
Section II highlights relevant studies on the current challenges 
and ways to overcome, while Section III describes the 
methodologies used in the study. Section IV presents the 
outcomes and the discussions, and Section V finishes the 
article with future work. 

II. LITERATURE REVIEW 

A. Logistics in Malaysia 

Malaysia reported 37% of growth in e-commerce revenues 
by 2020. The Department of Statistics Malaysia annotated a 
rise in 23.1% during the first 9 months of 2021, signalling that 
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this pattern will remain [3]. A study by [4] indicated that e-
commerce has boosted the number of buyers in both 
established and emerging countries, including Malaysia, 
Singapore, Thailand, and Pakistan since the outbreak. Most of 
retailers are changing their brick-and-mortar shop to e-
commerce platform, as it can maintain the continuity and 
longevity of their business during these arduous 
circumstances. 

Fig. 1 illustrated Malaysian’s e-commerce users from 2017 
– 2025 in three different categories, namely in the past, 
present and forecasted data of the upcoming years [5]. The 
figure demonstrates a significant basis on how intra-logistics 
have increased during this crisis in Malaysia. This is mostly 
due to the rise of internet purchases for daily necessities [6]. 

When consumers are actively purchasing online today, the 
need for shipments are escalating every day. Thus, an extra 
demand exists during festive seasons, monthly household 
demands, and monthly sales organised by e-commerce 
platforms. The warehouse space in courier companies is quite 
limited to cater these high parcel volumes, resulting dumping 
of parcels [7][8]. When there are countless of delayed 
parcels to be delivered, employees must work overtime. Pos 
Laju riders, one of the delivery companies in Malaysia, are 
deemed to work on weekends to avert overburdened goods, 
and deliver hundreds of items every day [7]. According to the 
previous study [8], this circumstance is frustrating as poor 
coordination of logistics providers and courier services has 
disrupted on other activities in the company. 

The following figure indicates the number of domestic 
courier items delivered by courier service providers in 
Malaysia from 2016 to 2020 (see Fig. 2) [9]. In 2020, the 
parcel volume distributed by the courier service providers 
escalate during the endemic, thus, courier companies need to 
be well-prepared. 

Logistics are in demand ever since the COVID-19 
pandemic has started. Almost all countries were having 
lockdowns. The only way to purchase our daily necessities 
were through online order and have it delivered to our 
doorstep. Hence, courier companies play a vital role. Planning 
of dispatches and navigation of vehicles are critical in supply 
chain operations since it influence distribution of costs and 
contentment of customers. 

 

Fig. 1. Malaysian’s e-commerce users from 2017 – 2025 in different 

Categories [5]. 

 

Fig. 2. The Number of Domestic Courier Items Delivered by Courier 

Service Providers in Malaysia from 2016 to 2020 [9]. 

 

Fig. 3. The Difference between ATSP and VRP [11]. 

Since the distribution of goods is influenced by various 
factors such as the requirements of delivery providers, clients, 
and macro environment, Vehicle Routing Problem (VRP) is 
one of the most researched subjects in operational research 
[10]. Thus, logistics providers need to plan well if they want 
to use VRP or ATSP applications whenever they dispatch 
customers’ packages. TSP examines a single vehicle visiting 
numerous customer sites before heading to the depot, and it is 
aimed that the total journey time or vehicle distance to be as 
short as possible. VRP is distinct from TSP as it can generate 
several routes that can travel through all customer locations. 
The Fig. 3 below shows the difference between ATSP and 
VRP are shown below [11]. 

Despite Malaysia's economic development rate is 
improving, the country's logistical advances remain modest. In 
order to stay abreast with other South East Asian countries, 
Malaysia's logistics development was meticulously mapped 
under the Third Industrial Master Plan (IMP3) in 2006, 
Unfortunately, Malaysia continues to lag behind neighboring 
countries such as Singapore, Thailand, and Vietnam in terms 
of transportation, bureaucracy, and logistics. The problems 
occur in logistics expansion are insufficient transport 
infrastructure, underdeveloped transport and logistics services, 
as well as delayed and costly administrative practices, which 
contribute to major factors of Malaysia's high logistics costs 
[12]. 

B. Algorithms in Logistics Issues 

The ATSP is known as a combinatorial optimization 
problem in operation research and graph theory. It appears in 
numerous application scenarios, such as cloud computing 
resource deployment, efficient route search for transport, 
computational modelling of proteins, semiconductor 

a single route 

route 3 

route 2 

route 1 : depot 

: customer 
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manufacturing, X-ray crystallography, school and university 
scheduling, as well as drone navigation [13]. There is at least 
one scenario in the ATSP when cost or weight on an arc is not 
identical in either direction of to or from a node in a travelling 
graph [14]. ATSP is an efficiency problem that a salesman 
must solve in order to visit all cities. In an ATSP situation, the 
distance between cities A and B is not the same as the distance 
between cities B and A. As a result, the salesman must 
identify the quickest possible route. 

In a study by [15], Farmland Fertility (FF) algorithm is 
utilized in the experiment to solve the problem. Farming 
action inspires FF as a metaheuristic. FF assists farmers in 
obtaining high-quality plant for sale at a premium price. 
During the process, farmers will typically split their fields into 
sections by using different materials or treatments depending 
on the soils. The study develops an agricultural fertility 
algorithm to tackle ATSP by identifying parameters that 
influence the outcome [15]. 

To handle continuous optimization challenges, Social 
Spider Algorithm (SSA) is proposed based on spiders' 
information-sharing foraging approach. By retaining SSA's 
strengths and outstanding performance, [16] propose a novel 
algorithm called Discrete Social Spider Algorithm (DSSA) to 
solve discrete optimization problems by making some changes 
to the computation of Euclidean distance, construction of 
follow position, movement method, and fitness function. 
TSPlib benchmark are used to demonstrate DSSA's 
effectiveness, and the results are compared to six different 
optimization methods: Improved Bat Algorithm (IBA), GA, 
an Island-based Distributed Genetic Algorithm (IDGA), 
Evolutionary Simulated Annealing (ESA), Discrete Imperialist 
Competitive Algorithm (DICA), and Discrete Firefly 
Algorithm (DFA). DSSA surpasses other strategies in the 
simulation data. The experimental results suggest that the 
DSSA approach is superior than the existing evolutionary 
algorithms for solving TSP issues and it can be applied to any 
optimization problems such as routing problems. 

ACO is a nature-inspired metaheuristic that is frequently 
used to develop approximations to overcome optimization 
problems. Even though ACO is substantially faster than 
precise approaches, it still can be considered sluggish when it 
is compared to fundamental problem-specific heuristics. 
Recent research has demonstrated that algorithm 
modifications with proper parallel implementation using 
multi-core CPUs and specialized accelerators can be 
considered to enhance speed. In this study, [17] offered 
Focused ACO (FACO), a unique ACO variant. One of the 
FACO's basic elements is a system for managing large 
discrepancy between a freshly produced and a previously 
selected solution. This technique results a more concentrated 
exploration process, allowing improvements and maintaining 
performance of existing solution. In addition, it also provides 
seamless interaction of problem-specific local search. A 
computational study based on a variety of Traveling Salesman 
Problem instances reveals that FACO beats state-of-the-art 
ACOs in tackling big TSP instances. 

As for the asymmetric travelling salesman problem, [18] 
proposed a new GA with optimal recombination and ATSP 

adaptive restarts. The crossover operator solves optimal 
recombination problem (ORP) using a new technique that 
solves the ATSP on cubic digraphs. Based on Schnabel census 
estimate, the researchers utilized an adaptive restart rule. A 
computational experiment on known benchmark examples 
demonstrates suggested algorithm able to produce results that 
are comparable to those state-of-the-art ATSP algorithms, 
confirming that the ORP can be utilized successfully in 
genetic algorithms. The study also discussed two restarting 
rules. The first solution employs the conventional restart rule, 
in which the GA is resumed as soon as the current iteration 
number equals double the number of iterations when the best 
incumbent is discovered (denoted GACL). The second 
strategy is based on the biometrics Schnabel census method 
that is combined with the maximum likelihood concept. When 
the population variation becomes low, novel solutions are 
unlikely to be identified, hence this criterion repeats the 
process. 

Presently, there are lack of research when both methods 
perform their best at their own way. Hence, in this study, as 
for GA, it turns out to be the best when the crossover operator 
is removed, and subsequently the other three mutation 
operators, flip mutation, swap mutation, and slide mutation 
were added. Whereas for ACO, the best parameters were 
studied from various studies, and that parameter values were 
applied in this study. Therefore, both methods have been 
compared and evaluated to see which is the best to be applied 
in this study. 

III. METHODOLOGY 

In this study, the MATLAB version R2018a software is 
utilized to compare the effectiveness of the algorithms to some 
current works. The processor Intel(R) Core (TM) i5-1035G1 
CPU @ 1.00GHz has an aspect of Intel Deep Learning Boost 
technology for speedier artificial intelligence-based 
computing. Below will further discuss the methods and 
parameters used in this study. 

A. Genetic Algorithm 

John Holland is the pioneer to propose GA on 
computational difficulties of game hypothesis and case 
recognition. It is based on the fundamental of Darwinian 
advancement principles of choice, hybridization, and 
transformation and aims to depict developmental methods 
[19]. Majority of GA-phrasing comes from the realm of 
inherited traits [20]. It is claimed to mimic the natural 
progression of living creatures. Fig. 4 depicts an illustration of 
a GA [20]. 

The GA’s fundamental structure can be described as 
follows: 

1) Start: The process begins when a random pair of 

chromosomes from all best solution is identified, referred as 

the population. 

2) Fitness: The fitness of each chromosome in the 

population is calculated using the fitness criterion. For an 

instance, based on a set of 5 genes, each of which would have 

one of the binary values 0 or 1, one must create a sequence 

with all 1s. Maximize the amount of 1s as much as possible. 
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This is an exemplar of an optimization problem. As a result, 

the fitness function is defined as the number of 1s in the 

genome. If it has five 1s, it has maximum fitness and solves 

the problem. If there is no 1s, it has the least fitness [21]. 

3) Selection: Two parent chromosomes are chosen from a 

population based on their fitness. 

4) Crossover: Crossover on the specified parent 

chromosomes result a new offspring set. 

5) Mutation: If necessary, the newly acquired progeny 

may also be mutated. 

6) Check: If the specified criteria are achieved, return the 

optimal answer and stop. 

This study applied the same approach as proposed by [22]. 
The crossover operator, was not included. According to [22], 
he does not regard the crossover operator as a necessary 
component of GA. The author in [22] tested different variants 
of the GA in terms of diverse crossover and mutation operator 
combinations in order to solve TSP. The crossover operator 
was discovered to be catastrophic as it resulted large changes 
to a given path and unable to impose good solution. As a 
result, [22] used three distinct mutation operators to generate 
modifications that were more important in promoting ideal 
results. Thus, the identical technique as described by Kirk was 
used in this case study. Fig. 5, Fig. 6, and Fig. 7 show three 
mutation operators which are elucidated in the following 
figures [22]: 

 

Fig. 4. Illustration of GA [20]. 

 

Fig. 5. Flip Mutation [22]. 

 

Fig. 6. Swap Mutation [22]. 

 

Fig. 7. Slide Mutation [22]. 

Fig. 8 Depicts the Flowchart of the GA. 

 

Fig. 8. Flowchart of GA [22]. 
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TABLE I. PARAMETER VALUE FOR GA 

Parameter  Value 

No. of Houses 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 

Pop. Size 10 

No. of Iteration 1e4 

Mutation Probability Pm = 1.0 

Table I shows the parameter value of GA that was used in 
this study. The effect of parameters in both methods play a 
major role in this study. Among the parameters that are vital in 
the GA method are population of chromosomes, number of 
iterations and mutation probability. The population size used 
is 10. As there were no previous evidence studies on the 
recommended population size, hence, a simulation of ten-run 
was done between 10 to 100 population size. It was shown 
that when population size of 10 was used in the study, the 
result showed a positive performance. The iteration 1e4, 
(10000) was used as, right after that, the results occurred are 
same. 

B. Ant-Colony Optimization 

The ACO, which is based on ant foraging behavior, was 
first proposed by [23]. It portrays real-life of ants’ behavior to 
find the short routes between sources of food and their nest, an 
evolving habit that emerges from an ant's decision to pursue 
the trail pheromones released by other ants. Fig. 9 shows the 
basic idea behind an ant colony, with black lines denoting 
pheromones on every route [24]. 

Initially, three ants contemplate to travel via the same 
route to their food. Each ant follows a different course, and 
one ant moves quicker than the others. This ant will exude a 
chemical substance (pheromone) while travelling to help other 
ants to trail and recall their path. The pheromone trail will be 
stronger on the shorter way than the longer path. 
Subsequently, the longer road pheromone trail will fade, but 
the shorter path pheromone trail will become much stronger, 
resulting the ants to choose the shortest route. Fig. 10 shows 
the flowchart of ACO algorithm [25]. 

 

Fig. 9. ACO Behavior at Distinct Time Stamps [24]. 

 

Fig. 10. Flowchart of ACO [25]. 

TABLE II. PARAMETER VALUE FOR ACO 

Parameter  Value 

No. of Houses 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 

No. of Ants 10 

Pheromone Rate (rho) 0.15 

No. of Iteration 300 

Table II shows the significant parameter values of ACO 
that was used in this study as it affects the findings. The count 
of ants in this study is limited to 10. It is because, according to 
[31], it is suggested to assign the ants within the range of more 
than 6, but less than 20, for a small or medium scale TSP. 
Meanwhile, if the number of ants exceeds 16, it will result 
longer execution time when the complexity of the algorithm 
increases. Moreover, if the number of the ants is greater than 
16, the evaporation rate of pheromone will be quicker 
resulting an impediment in finding the optimal solution. As a 
result, the number of ants is set to 10 and the rate of 
pheromone evaporation is determined to 0.15. This is because 
if the rate is lesser, there will be more pheromone and higher 
possibility to get the best findings. The iteration is set at 300 
because if it is less, the optimum result cannot be achieved; if 
it is greater, simply the run time increases with the same 
outcome. 

C. Formulation of Costing in Mathematical Model 

The total cost of mathematical model is proposed for this 
study, as suggested by [26][27]. It has been employed in the 
pricing calculation after the distance of both approaches are 
obtained. 

Total Cost, Z: 

𝑍 = ∑ (𝐿𝑆𝐷 × 𝐶𝑆)𝑛
𝑖=1              (1) 

𝑍 = [∑ 𝐷(𝐿𝑖 , 𝐿𝑗)𝑛
𝑖=1 ]𝐶𝑆             (2) 
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𝑍 = [[√(𝑥𝑗 − 𝑥𝑖)
2

+ (𝑦𝑗 − 𝑦𝑖)
2

] 𝐶𝑆]           (3) 

𝑖, 𝑗 = {1,2,3, … , 𝑛}  

𝐿𝑆𝐷 = Length of the shortest path between two locations (D) 

D  = Distance between 𝐿𝑖 and 𝐿𝑗 

𝐿𝑖 = (𝑥𝑖 , 𝑦𝑖) initial point (location) 

𝐿𝑗 = (𝑥𝑗 , 𝑦𝑗) second point (location) 

𝐶𝑆 = Cost per 1 kilometer = RM0.80 

IV. RESULTS 

As a case study, we concentrated on Melaka Tengah 
district, which is known as one of historical capital in 
Malaysia. Melaka was discovered in year 1400, with an extent 
of 314 km2. Years after, 3 districts and 29 divisions were 
identified [28]. Melaka Tengah is also recognised as Malacca's 
most developing city. The city is divided into residential, 
industrial, commercial, tourist regions, and administrative 
areas. According to [29], while the city creates enormous 
economic gains, it also has a variety of socio environmental 
implications due to poor transportation. Hence, it is chosen as 
a research topic for this study. Fig. 11 depicts a map of the 
Melaka Tengah District [30]. 

Oh My Foot Delivery is a new delivery firm that is 
established in this area, and its delivering statistics are used in 
this study. As a young company, currently there is only one 
branch located in Melaka Tengah's district. Since the 
company's position is strategic and there are few residential 
areas nearby, it has attracted the locals' attention for its 
delivery service. The company begins to grow when more 
consumers from further away requested its delivery services. 
As a result, this study is implemented in order to determine the 
ideal delivery route. Fig. 12 depicts the MATLAB result's that 
resembles Google Map. 

As demonstrated in Fig. 12, the MATLAB findings are 
similar to Google Maps; hence the recommended routes from 
Fig. 13 to Fig. 32 are feasible. The yellow dot on Google 
Maps indicates both starting and ending point for the journey. 
Conversely, the red dots indicate the sites in which the deliver 
must travel in order to deliver packages to clients. 

 

Fig. 11. Map of the Melaka Tengah District [30]. 

 

Fig. 12. The MATLAB Result's that Resembles Google Map. 

Fig. 13 to Fig. 32 show the simulated results of both GA 
and ACO methods where each location has been identified 
from its starting/ending location (S/E) until 10th, 20th, 30th, 
40th, 50th,60th, 70th, 80th, 90th, and 100th location 
simultaneously with its explanation. the starting and ending 
points are ensured in the same area (S/E). These roads are 
listed up to 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 houses 
based on insights of few riders who routinely deliver100 sites 
in a trip since the pandemic. At times, these riders need to 
cover ten areas per trip. As a result, from the data provided by 
the delivery firm, a total of 10, 20, 30, 40, 50, 60, 70, 80, 90, 
and 100 houses are selected for this case study. 

The findings of 10 houses, 20 houses, 30 houses, 40 
houses, 50 houses, 60 houses, 70 houses, and 80 houses reveal 
that GA depicts better way than ACO due to significant 
reasons. When 90 and 100 points of data are assigned to test, it 
is discovered that the distance and cost of the ACO approach 
is lesser than GA. This is due to the fact when the ants choose 
their path, they are likely to follow the trail indicated by the 
preceding ant who left a strong pheromone intensity. These 
ants will choose a path with high probability value that has 
higher pheromone concentration as it will proceed to the 
closest desired node. Nodes with low probability values are 
rejected because they are too far away from the ideal node. As 
a result of this mechanism, the number of possible paths from 
one generation to the next grows rapidly, causing ACO to 
converge faster than GA. 

For 10 Houses: 

 

 
Fig. 13. GA for 10 Houses. 

 

 
Fig. 14. ACO for 10 Houses. 

For 20 Houses: 
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Fig. 15. GA for 20 Houses. 

 
Fig. 16. ACO for 20 Houses. 

For 30 Houses: 

 
Fig. 17. GA for 30 Houses 

 
Fig. 18. ACO for 30 Houses. 

For 40 Houses: 

 
Fig. 19. GA for 40 Houses. 

 
Fig. 20. ACO for 40 Houses. 

For 50 Houses: 

 
Fig. 21. GA for 50 Houses 

 
Fig. 22. ACO for 50 Houses 

For 60 Houses: 

 
Fig. 23. GA for 60 Houses. 

 
Fig. 24. ACO for 60 Houses 

For 70 Houses: 

 
Fig. 25. GA for 70 Houses. 

 
Fig. 26. ACO for 70 Houses. 

For 80 Houses: 

 
Fig. 27. FGA for 80 Houses. 

 
Fig. 28. ACO for 80 Houses. 

For 90 Houses: 

 
Fig. 29. GA for 90 Houses. 

 
Fig. 30. ACO for 90 Houses. 

For 100 Houses: 

  
Fig. 31. GA for 100 Houses. 

 
Fig. 32. ACO for 100 Houses. 

Despite the fact that the ACO's parameters are set at its 
best according to previous study, there are various reasons 
why the GA technique is the best solution, including the fact 
that the run time for all 10, 20, 30, 40, 50, 60, 70, 80, 90, and 
100 houses is significantly lesser than the ACO. The crossover 
probability, Pc, is set to 0 as the deciding factor. Although 
crossover probability has several effects on the GA studies, it 
tends to be disastrous because the crossover has significant 
impact on the given route due to the random changes made in 
it which will result in longer execution time. As a result, when 
the chromosome population is set to 50, the crossover 
probability parameter, Pc = 0, the mutation probability, Pm = 
1.0, and the three mutation operators are utilized, the 
execution time of the GA is lower than the ACO. Flip 
mutation, swap mutation, and slide mutation are treated as 
three mutation operators in the study. 
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The delivery firm, Oh My Foot Delivery now can use the 
route proposed by GA method in this study. It is because, 
previously the delivers need to plan their location from one 
place to another by calculating it one by one. So, some 
locations that need to be visited has been missed and the 
delivers need to go the locations back and forth. However, 
although the distance has been calculated, but the outcome 
routes depend on the list the deliver enters. This results in high 
cost that the firm need to spend as more distances need to be 
travelled by the delivers. 

The algorithms under consideration (the GA and the ACO) 
are employed to identify the shortest path within the range of 
scenarios of 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 home 
counts. The findings of both methods are compared. Fig. 33 
reveals that least distance can be obtained when GA is used as 
the ACO trend in the distance graph increased compared to the 
GA trend. Hence, delivery service can save more money on 
their fuel as well. 

TABLE III. COMPARISON OF GA AND ACO 

No. of 

Houses 

GA ACO 

Dist. 

(KM) 

Cost 

(RM) 

Run 

Time (s) 

Dist. 

(KM) 

Cost 

(RM) 

Run 

Time (s) 

10 20.6 16.48 4.13 92 73.6 15.74 

20 83.5 66.8 5.483 141.7 113.36 16.752 

30 103.2 82.56 6.185 176.8 141.44 16.857 

40 127.7 102.16 6.337 190.05 152.04 17.552 

50 139.25 111.4 6.995 207.25 165.8 18.163 

60 182.45 145.96 7.418 266.35 213.08 18.496 

70 269.55 215.64 7.47 285.35 228.28 20.461 

80 302.75 242.2 8.322 316.95 253.56 21.256 

90 335.15 268.12 8.955 327.5 262 22.269 

100 346.9 277.52 9.242 342.1 273.68 21.364 

Table III shows the result of this study that has been 
summarized, following by graphs in Fig. 32, Fig. 33, and 
Fig. 34. 

 

Fig. 33. Comparison of Distance (KM). 

 

Fig. 34. Comparison of Cost (RM). 

 

Fig. 35. Comparison of Runtime (s). 

Furthermore, when the GA is applied, the graph in Fig. 34 
demonstrates the lowest delivery cost which the company has 
to bear first, then it will be covered by the customers’ delivery 
charge. Thus, it will be beneficial during this pandemic as 
both parties can save their money and profit from their 
delivery service. Nevertheless, when 90 and 100 dwellings are 
specified, the ACO algorithm scored averagely in respect of 
distance and cost when it is contrasted with the GA technique. 

Nevertheless, the GA has yielded to be the most effective 
method in terms of its runtime under all conditions. It is 
corroborated through the graph in Fig. 35, which demonstrates 
a considerable difference in runtime between the GA 
technique and the ACO technique. From here, we can see that 
the objectives of this study which is to evaluate ACO and GA, 
and to compare their performance in terms of minimizing cost 
and time has been achieved. As a result, it is proven that the 
GA outperforms the ACO algorithm as it gives the least cost 
as it proposed the shortest route and minimal running time. 

V. CONCLUSION 

This research aims to evaluate two metaheuristics 
strategies to reduce the exact distance of one trip during 
delivery. The appraisal methodologies used are the GA and 
ACO, with distance and cost of delivery as significant 
presenting pointers. When the GA calculation is assigned to 
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10, 20, 30, 40, 50, 60, 70, and 80 houses, the most minimal 
distances and lowest expenses are obtained, according to the 
exhibition correlation. Thus, when it is compared to the ACO 
method, the GA outperforms in terms of distances, cost, and 
runtime. It is also acknowledged that the ACO algorithm 
performs moderately in terms of distances and prices for 90 
and 100 houses. Since both methods are the finest in its 
individual investigations, both methods and its best parameters 
are compared. As a result, the objective of this study is 
achieved. 

As a recommendation of future work in this research area, 
the best methodology that is chosen which is GA can be used 
in other applications of TSP. Those applications that can be 
taken into account are scheduling, planning, and 
manufacturing of microchips. It is because, as the crossover 
operator has been removed from GA in this study, and it 
shows a positive effect in terms of runtime, it will be 
intriguing to know what would be the outcome of the method 
on other applications. 
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Abstract—The diagnosis and categorization of skin cancer, as 

well as the difference in skin textures and injuries, is a tough 

undertaking. Manually detecting skin lesions from dermoscopy 

images seems to be a difficult and cumbersome challenge. Recent 

advancements in the internet of things (IoT) and artificial 

intelligence for clinical applications have shown significant 

increase in precision and processing time. A lot of attention is 

given to deep learning models because they are effective at 

identifying cancer cells. The diagnosis and accuracy levels can be 

greatly increased by categorizing benign and malignant 

dermoscopy images. This work suggests an automated 

classification system based on a deep convolutional neural 

network (DCNN) in order to precisely perform multi-

classification. The DCNN's structure was thoughtfully created by 

arranging a number of layers that are in charge of uniquely 

extracting different features from skin lesions. In this paper, we 

proposed a deep learning approach to tackle the three main 

tasks-deep extraction of features (task1) using transfer learning, 

selection of features (task2)-using metaheuristic algorithms such 

as Particle Swarm Optimization (PSO), Ant Colony Optimization 

(ACO), and Gorilla Troop Optimization (GTO) as a feature 

selector, the extensive feature set is optimized, and the amount of 

features is reduced to within the range, and a two-level 

classification (task3) was proposed that are emerging in the field 

of skin lesion image processing. On the HAM10000 dataset, the 

proposed deep learning frameworks were assessed. The accuracy 

achieved on the dataset is 93.58 percent. The proposed method 

outperforms state-of-the-art (SOTA) techniques in terms of 

accuracy. The suggested technique is however highly scalable. 

Keywords—Skin cancer; image enhancement; deep learning; 

evolutionary algorithms; Particle Swarm Optimization; Ant Colony 

Optimization; Gorilla Troop Optimization 

I. INTRODUCTION 

Epidermis cancer is an invasive disease produced by 
aberrant melanocyte cell development on the body that tends 
to reproduce and propagate through lymph nodes, destroying 
healthy tissue [1]. The ozone layer, that provides protection 
against UV rays [2] which is depleting causes an increase in 
skin cancer. On the skin's surface, damaged cells create a 
lesion that can either be benign or malignant. Melanoma is 
considered the deadliest form of skin cancer worldwide which 
emerged as a common disease with highest mortality [3]. 
Also, it is classified as cancer since it is more hazardous and 
life-threatening. Melanoma starts in the melanocyte cells, 
which seem to be brown or black in color and mimic a lesion 
[4]. Approximately 2500 females and 4700 males have 

expired due to melanoma in 2019 [5]. Males have a higher 
likelihood of developing melanoma than females, according to 
statistics shown in Fig. 1 [6]. However, precise, reliable early 
detection is very important as discovered lesions have a 90.0 
per cent survival rate [7]. 

 

Fig. 1. Age- Adjusted Melanoma Incidence Rates from 1975-2020 [6]. 

II. RELATED WORK 

Although the various table text styles are provided. The 
formatter will need to create these components, incorporating 
the applicable criteria that follow. 

Skin cancer detection is challenging due to the diversity in 
skin textures and injuries. Dermatologists therefore employ 
dermoscopy, a non-invasive tool, to identify skin irregularities 
at an initial level [8]. The foremost move in dermoscopy was 
applying the gel for the diseased region. After that, a 
magnifying tool is used to obtain a magnified image. This 
magnified image allows you to see the structure of the lesion 
region more clearly. The dermatologist's experience 
determines the accuracy of the detection [9]. According to a 
survey, the detection precision of a dermatologist might range 
from 75 per cent to 84 per cent [10]. Contrarily, manual 
dermoscopy diagnosis requires a lot of time and has a 
significant chance of error, including for dermatology with 
experience [11]. As a result, studies developed a number of 
computer-aided diagnostic (CAD) systems using deep CNN 
features [12]. 

The acquisition of a three primary stages of a CAD system 
is a skin imaging dataset, feature extraction and selection, and 
classification [13]. Data on skin cancer are unreliable and 
conventional methods are parameterized and require standard 
normal training data. Each lesion has a unique pattern and 
therefore these treatments are ineffective. Dermatologists can 

*Corresponding Author. 
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accurately identify malignancies with the help of deep 
learning methods for classifying skin. In comparison to classic 
feature extraction strategies, the use of epidermis lesion with 
deep features identification and classification has become 
increasingly important in recent years [14]. Deep 
characteristics, which were used to categorize data, are 
generated from the completely connected layers of a CNN 
model. Unlike traditional methods like hue, texture and 
contour, deep features encompass both local and global 
information about a picture. The convolutional layer extracts 
local information such as edge, pixel which differs 
immediately with adjacent pixels of an image; whereas the 1D 
layers (global average pooling and fully connected) gather 
global information such as shape descriptors, contour 
representations [15]. In traditional techniques, geometric 
information such as Histogram of Gradients, color and 
textures (Local Binary Patterns) are extracted independently 
[16]. 

Even though deep learning algorithms are extremely adept 
at processing complicated data, skin categorization remains a 
difficult task for several reasons: 

1) As demonstrated in Fig. 2, the distribution of skin 

lesion classes in the current dataset is unbalanced, with more 

than 60% of the photos belonging to the NV: "Melanocytic 

nevus" class and some classes being extremely rare (less than 

2%). The lesion images are classified into seven categories as 

shown in Table I, with number of lesions. 

2) Hairlines, water bubbles, ruler marks, etc. are all 

examples of noisy artefacts in lesions shown in Fig. 3. 

 

Fig. 2. Class Imbalance [52]. 

TABLE I. SKIN LESIONS AND INSTANCES COUNT IN HAM10K DATASET 

[38] 

Skin Type Instances Count 

Actinic Keratosis (Akc) 326 

Basal Cell Carcinoma (Bcc) 514 

Dermatofibroma (Df) 116 

Melanoma (Ml) 1114 

Nevus (Nv) 6704 

Pigmented Benign Keratosis (Bkl) 1098 

Vascular Lesions (Vsc) 143 

Total 10015 

 

Fig. 3. A Typical Pictorial Presentation of the Skin Images in ISIC 2017 

Test Dataset [17]. 

3) Lacerations are hard to differentiate due to significant 

intra class variances and inter class commonalities in terms on 

color, size, site and appearance. 

Furthermore, there have been a few obstacles in the 
development of classification systems and they are provided 
as given below: 

• Initially, there is a discrepancy in the data and there 
aren't many images with labels. 

• Lesser complicated & lighter network designs. 

• When techniques are used to categorize skin cancers 
that are uncommon in the training sample, a 
misdiagnosis is frequently the outcome. 

• Millions of pixel high-resolution images frequently 
require extensive computing and extra training. 

• The different circumstances will cause different noises 
to be produced (such as different imaging devices, 
backgrounds). 

While prominent pre-trained deep learning networks are 
trained on diverse datasets, such as ImageNet, they are not 
used for skin cancer concerns in general [53]. A method for 
picking the best subset of features based on shape and color to 
build better and final categorization is required. As a result, 
the proposed approach shown in Fig. 4 intends to create, 
implements, and estimate a highly efficient deep learning-
based system for malignant vs. benign categorization. 

 

Fig. 4. Flow Structure of Whole Network. 

The following is a breakdown of the remaining sections: 
Section II discusses the research on Neural Architecture 
Search and optimizers. A public dataset is used in proposed 
work for skin cancer detection is presented in Section III. In 
Section IV, a proposed method that explains the CNN, feature 
selection with three optimization approaches for efficiency 
with classification in detailed is explained. The results and 
discussions implemented on the dataset as well as outcomes 
analysis with other optimizers are seen in Section V, and 
finally, in Section VI, conclusions are formed. 

III. LITERATURE SURVEY 

Several methodologies and procedures have been 
developed for categorization of skin lesions [8]. Zafar et al 
[18] proposed two pre-trained CNNs U-Net and ResNet called 
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Res-Unet for segmenting lesion boundaries and significantly 
improve the classification accuracy. Computer vision-based 
machine learning approaches were used in the developed 
methodologies. Machine-learning algorithms made use of 
supervised learning and deep learning techniques for the 
accurate identification, segmentation, and classification of 
epidermis tumors [19]. Aziz et al. [20] used deep features 
from a pre-trained AlexNet network, which were then 
classified using SVM. Their method yielded good results in 
terms of lesion categorization. Ren et al. [21] presented a 
fusion mechanism [22]. J. Zhang et al. [23] suggested a CNN 
for epidermis categorization that consisted of several 
attentions residual learning (ARL) units succeeded by global 
average pooling and classification layers. Yu et al. [24] 
developed a CNN-based design that was pre-trained on several 
picture resolutions. It developed a fully convolutional residual 
network (CRN) for segmentation and deep residual network 
(DRN) for classification. Majtner et al. [25] used a used local 
binary pattern features and hand-crafted Rsurf features for 
melanoma recognition system. Ahonen et al [26] uses LBP 
texture features for efficient facial recognition. A new method 
to analyze the data which were then segmented zone wise and 
classified using a Support Vector Machine (SVM) [27] 
algorithm is proposed. On the HAM10000 dataset, Sivasai et 
al. [32] proposed a DCNN for lesion classification based on 
MobileNetV2 and Long Short-Term Memory (LSTM). 
MobileNetV2 outperformed existing CNN models in several 
ways, which include reduced computational cost, tinier 
network size, and interoperability with smart devices. 
Wannipa et al [43] presented a light weight deep CNN called 
MobileNet for classification of skin lesions. Ahmed et al [44] 
presented an ensemble CNN model that combines ResNet 50 
and InceptionV3 architectures to classify the seven different 
skin lesion types. The below Table II provides the 
comparative analysis. 

Prior to the attention in deep learning, research on neural 
architecture search had been undertaken. Three factors 
characterize each NAS framework: search space, search 
strategy and performance evaluation technique [28]. NAS was 
created to find and develop the model that perfectly suits the 
dataset in use. As a result, the NAS model has a minimal set 
of parameters but good performance. Models suited for both 
small and large datasets can be found using NAS [30]. The 
Global search space and the Cell search space are two types of 
search spaces. The network-based technique investigates the 
entire system, whereas the cell-based approach identifies only 
the cells, which were subsequently stacked to address a task 
[29]. The count of cells in the stack is determined by the work 
at hand. Melanoma detection and classification using 
dermoscopic images, researchers used a deep learning [31] 
approach. Deep feature extraction was done with a deep 
residual network, and image encoding was done. To detect 
and categorize melanoma using discriminating dermoscopy 
images, SVM classification with chi-square was used. On the 
difficult ISBI 2016 dataset, the provided technique performed 
admirably. 

Feature selection (FS) is gaining popularity which is a 
technique for minimizing the dimensionality of data. It 
reduces data intricacy by deleting superfluous contents that is 

critical. This method minimizes the model's complex nature 
by including only the most relevant features, making it easier 
to interpret. By filtering out redundant data, FS approaches 
reduce the dimensionality of network data. As a consequence, 
FS is a crucial component of data preparation in medical 
analysis since it impacts accuracy results. Any feature 
selection problem could be roughly described as an 
optimization problem. Several Feature selection methods 
elicited from metaheuristics (MH) methodologies were 
recently been implemented. Numerous search techniques 
mainly inspired by nature and mimicking principles of 
biology, physics, ethology, or swarm intelligence, have been 
effectively included in metaheuristic algorithms [34]. Those 
were split into two categories: standard solution-based 
approaches and population-based approaches. Population-
based algorithms have better ability than single solution-based 
algorithms [35]. The population-based algorithms are 
categorized into multiple categories: (1) Particle Swarm 
Intelligence algorithms (SIs), (2) Evolutionary Algorithms 
(EAs), (3) Natural Phenomenon algorithms (NP). Grasshopper 
Optimization Algorithm (GOA), Whale Optimization 
Algorithm (WOA), Elephant Herding Optimization (EHO), 
Harris Hawks Optimization (HHO), and Moth-flame 
Optimization (MFO) are some well-known metaheuristic 
algorithms [36]. The study indicates that population-based 
algorithms are well suited to solving real-world problems, 
despite the need for more objective functions [37]. 

TABLE II. SUMMARY OF LITERATURE REVIEW 

Paper 

ID 
Dataset Model Accu % Limitations 

[18] 
ISIC 2017, 

PH2 
Res-Unet 77.2, 85.4 

Need 

augmentation 

 to prevent 

 overfitting 

[19] 
ISIC 2017, 

ISIC 2016 

ResNet50, 

ResNet101 

80.6, 91.8, 

89.1, 86.8 

Dilated 

convolution, 

Group 

Normalization 

[20]  - 
AlexNet, 

ResNet18 
93.3, 93.8  - 

[21] ISIC 2017 DenseApp 76.9 Model is complex 

[22] 
ISIC 2017, 

PH2 
MB-DCNN 80.4, 89.4 

Improve task  

Performance 

simultaneously 

[23] ISIC 2017 
ARL-CNN50, 

ResNet50 
91.8, 90.5 

Unsupervised  

Attention learning 

[24] ISBI 2016 FCRN 85.5 
Prob graphical 

 models 

[25]  - Rsurf, LBP 80.2  - 

[32] HAM10K 
MobileNetV2, 

LSTM 
85 

Feature extraction 

based on 

biomarkers 

[43] HAM10K MobileNet  -  - 

[44]  - 
ResNet-

IncepV3 
89.9  - 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

278 | P a g e  

www.ijacsa.thesai.org 

TABLE III. DATASET, METHODS, ACCURACIES AND CLASSES FOR SKIN 

CANCER 

Author Model Accuracy % Classes 

Achim et al(2019) 
CNN with 

XGBoost 
82.95 5 

Pratik et al(2019) CNN 82 7 

Duyen et al(2020) ResNet50 93 7 

Deif et al(2020) InceptionV3 89.81 2 

Shahin et al(2021) DCNN 91.93 2 

Hatice et al(2022) Insinet 94 2 

Mahbubur et al(2022) DiffusionFiltering 91.65 2 

The procedures outlined above follow certain automated 
lesion classification techniques. The Deep learning models 
have higher feature extraction accuracy than pre-trained 
models, and then applying nature-inspired metaheuristic 
algorithms as a new feature selection model, a latest method 
for binary-to-multi classification based on deep learning are 
the top-performing steps. The aim of maximization of 
accuracy degree of any subset is shown in Table III. The large 
number of features produces biased findings since data 
patterns of training set are not uniquely identifiable in testing 
data. The drawbacks of metaheuristic techniques get struck 
with the local optima rather than the global optima. 

A. Research Gap 

Earlier works have been focused on various features such 
as shape, texture and color either by fusion or through many 
other techniques. Hence, the focus of this work is on 
performing the detection of asymmetric borders along with 
contrast enhancement. Therefore, this motivated us to do this 
work. 

B. Motivation 

• The deep neural network has witnessed growth to the 
next generation by introducing the concept of 
optimized network. This idea was materialized through 
the concept of NasNet. 

• The predominant factor is to determine a model that 
would be robust and intractable to seize the global 
solutions in this complex problem. 

• Color channeling embedded with dimension has been 
given more attention. 

• Combining these techniques will achieve high 
performance. 

The solution strategy that does not meet the same 
efficiency to solve all the problems motivated to propose this 
method. 

IV. METHODOLOGY 

The proposed method for skin cancer detection, which is 
provided in this part, used deep learning and nature inspired 
algorithms as a feature selection models that aims to improve 
the performance and the efficiency on selected features. Fig. 5 
depicts the architecture of the suggested technique. This 
method has five main layers: Image acquiring and 
preprocessing; Extraction of features using NasNet Large; 

optimizing the features using PSO, ACO, and GTO; finally, a 
Two-level classification. 

C. Dataset 

The dermoscopic method has improved the accuracy of 
skin cancer diagnosis. With the help of this invasive skin 
imaging technique, skin lesions can be captured and the clarity 
of the spots is improved. In this section, the most used dataset 
named HAM10000 Dataset is utilized to carry out the 
experimental process, in this area of research. It was 
investigated in the HAM10000 dataset that samples belonging 
to minor classes can be detected by popular CNN models. 

HAM10000 Dataset: The HAM10k "Human Against 
Machine with 10,000 Training Images" collection is most 
famous publicly accessible dataset, containing 10k raw 
dermoscopic images primarily utilized to detect pigmented 
epidermis Laceration. Fig. 6 depicts several types of skin 
cancer. Due to the low inter-class and significant intra-class 
variance difficulties as shown in Fig. 7 the classification of 
these skin types is difficult. 

The dataset was split into three sections: training, 
validation, and test. The training set received 70 per cent of 
the total samples, the validation set received 10 per cent, and 
the test set received the remaining 20 per cent as shown in 
Table IV. To provide the network enough training, the 
percentage of samples within the train set was maintained at a 
higher level. The network's performance was tracked using 
validation data to fine-tune the settings. Finally, the network's 
performance was assessed using the test data. 

 

Fig. 5. Skin Lesion Classification using Two-Level Classifiers. 

 

Fig. 6. Sample Skin Lesion types of HAM10000 Dataset [33]. 
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Fig. 7. Skin Lesion Images with Low Inter-class and Significant Large Intra-

class Variance [54]. 

TABLE IV. THE HAM10000 DATASET PROPORTIONS AMONG TRAIN, 
VALIDATION, AND TEST [39] 

Category Train Samples 
Validation 

Samples 
Test Samples 

Total 

Samples 

Malignant 3181 454 909 4544 

Benign 3830 547 1094 5471 

Total 7011 1001 2003 10015 

D. Image Enhancement 

During the acquisition, coding, transmission, and 
processing of digital images, noise is constantly present. Noise 
in an image is defined as an abrupt change in pixel values. 
Removing noise from digital images is exceedingly difficult 
without prior knowledge of filtering processes. Image data 
filtering is a standard step in almost all image processing 
systems. Filters are used to accomplish this. They reduce noise 
from the image while retaining their characteristics. The type 
of data and the filter's behavior determine which filters are 
used. Various preprocessing filtering techniques, such as 
mean, median, wiener, and nonlocal means filters, are used to 
enhance the acquired images. 

The initial step in any type of medical image processing is 
to perform enhancement that aims to improve the quality of 
the original images and make the subsequent stages of 
operations easier. Reflections, hair follicles, epidermis lines, 
air bubbles, and shadows are all common artefacts in skin 
photographs that affect the image segmentation stage. 
Intensity correction, color space transformation, artefact 
removal, and contrast adjustment are some of the approaches 
that have been introduced for image enhancement. The 
median filter shown in (1) is a simple way to improve the 
quality of photographs by eliminating artefacts. 

𝑦 [𝑚, 𝑛]  =  𝑚𝑒𝑑𝑖𝑎𝑛 (𝑥 [𝑖, 𝑗], (𝑖, 𝑗)  ∈  𝑤)           (1) 

where w describes the weight of neighbors and [m,n] is the 
median point in the image. 

Median filtering is a nonlinear method for image 
smoothing as shown in Fig. 9. This filter can be used to 

smooth skin lesion photos and remove artefacts while 
maintaining the lesion boundaries. The median filter mask size 
should really be proportional to the main image to achieve 
operative smoothing. The pattern of neighbors is used as the 
2D window which slides pixel by pixel over the image. They 
extend border values outside with values at boundary. The 
median of all image pixels within the window will be used to 
replace the central pixel. The filter's principal operation is 
arranging all the pixel values from the window into ascending 
order and replacing the considered pixel with the middle pixel 
value. (If the neighborhood has an even pixel count, the 
average of two middle pixel values is used.) The pseudocode 
is given below: 

  for (p1=0; p1<n; p1++) 

   for (p2=0; p2<n; p2++) 

    if(I[p1] < I[p2]) 

    { w=I[p1] 

     I[p1] = I[p2] 

     I[p2] = w 

    } 

Moreover, the filter that has been adopted in this work 
may be used to smooth pictures, softening large frequency 
distortions like as noise, additional lines, and hair while 
preserving crucial information like type, texture, 
configuration, color and location about the lesions. In contrast 
to linear filters, which maintains the original image with no 
edge blurring? Fig. 9 depicts the results. 

E. NasNet Large Features Extraction 

With the help of the challenging image database ImageNet 
[37], a deep Neural Architecture Search (NAS) [36] model has 
been implemented on more than a millions of images. The 
NasNet Large requires images with an input size of 150 by 
150. The Recurrent Neural Network (RNN) in NAS generates 
a child network with a distinct structure. The holdout method 
is used to train the child networks to ensure accurateness. To 
improve the network's architecture, the controller is updated 
by combining the accuracy of the child connections. Fig 8 
depicts the controller structure. The controller delivers hyper 
parameters as tokens for forecasting feed-forward neural 
networks with convolutional layers. When the layer exceeds a 
certain value i.e. 6 normal cells, the architecture generation 
process is paused. Each prediction is made by a Softmax 
classifier, and the outcome is fed into the next phase. During 
the models fine-tuning procedure, it initially discards the 
models the last three layers and adds a new layer depending 
on the count of dataset classes. Transfer learning is applied to 
refine the model after the fine-tuning phase. Several key 
parameters were selected during the training process, such as 
the learning rate of 0.001, epochs of 20, minimum batch size 
of 64, and SGD for learning. Following the fine-tuning of a 
network on epidermis datasets, features from the average pool 
layer were collected and used for subsequent process, 
including feature selection. 
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Fig. 8. Controller Architecture Model [45]. 

 
(a) 

 
(b) 

Fig. 9. (a) Original Dermoscopic Images, (b) Images after Pre-processing. 

F. Feature Extraction using Color Space 

As it is known that melanoma is typically brown, black, or 
tan in color, although it can also be red or pink as shown in 
Fig. 10. The feature extraction method focuses on obtaining 
information from color space. It is normalized from RGB 
color space using RGBr where Redr, Greenr, and Bluer are 
normalized color channels translated from RGB color space. 
The value of intensities in each pixel is represented by i and j 
and the dimension of skin images is stated with MxN. There 
are now three color channels as shown in (2,3,4): 

𝑅𝑒𝑑𝑟 =  𝑅𝑒𝑑𝑟(𝑖, 𝑗)             (2) 

𝐺𝑟𝑒𝑒𝑛𝑟 =  𝑅𝑒𝑑𝑟(𝑖, 𝑗)  − 𝐺𝑟𝑒𝑒𝑛𝑟(𝑖, 𝑗)           (3) 

𝐵𝑙𝑢𝑒𝑟= 𝑅𝑒𝑑𝑟(𝑖, 𝑗)- 𝐵𝑙𝑢𝑒𝑟(𝑖, 𝑗)            (4) 

 

Fig. 10. Appearance and Location of Melanoma. 

G. Metaheuristic Approaches for Feature Selection 

Certain metaheuristic approaches are nature-inspired and 
are commonly utilized in machine learning for selecting 
features or optimization. Numerous metaheuristic algorithms 
are not biologically inspired. Fong et al. [46] selected features 
from five datasets from the UCI repository using the 

Correlation based FS, PSO and Accelerated PSO techniques. 
When compared to all features, Decision Tree, Naive-Bayes, 
SVM, and ANN classifiers have a 12.7 per cent, 1.93 per cent, 
2.11 per cent, and 0.3 per cent difference in classification 
accuracy when just 64 per cent, 26 per cent, 26 per cent, and 
64 per cent of the entire features are used. Seijas et al [47] 
classified the MNIST handwriting dataset with SVM 
Classifier using 3 metaheuristic approaches: Binary Fish 
School Search (BFSS), Advanced Binary Ant Colony 
Optimization, and Binary Particle Swarm Optimization. 
BFSS, ABACO, and BPSO achieve 93.36 per cent, 90.15 per 
cent, and 92.08 per cent classification accuracy using just 41 
per cent, 22.4 per cent, and 27 per cent of the overall 
characteristics, respectively. Yeh and Chan [48] retrieved 277 
characteristics from the MIAS database using 70 benign, 55 
malignant, and 69 normal mammograms. For feature 
selection, they used the Genetic Algorithm (GA), ACO, SA 
and PSO. PSO discovered a classification accuracy of 96.9 per 
cent using only 189 features. Naeini et al. [49] worked on two 
datasets of high-resolution satellite images captured by the 
WorldView-2 sensors. From satellite images, a total of 173 
characteristics are extracted. Particle Swarm Optimization 
(PSO), Genetic Algorithm (GA), Artificial-Bee-Colony 
(ABC), and Honey-Bee-Mating (HBM) algorithms pick 
Object Based Features (OBF). Their research has revealed that 
PSO is an inexpensive method for recognizing various entities 
such as trees, buildings, and roadways. Ighazran et al [50] 
evaluated sentiment analysis using a metaheuristic feature 
selection. In certain studies, multiple metaheuristic algorithms 
are coupled to create an advanced hybrid approach that may 
operate significantly better in feature selection. Arora et al 
[51] combined the Grey-Wolf and Crow search algorithms to 
create an approach. They used a total of more than 20 standard 
benchmark unimodal, multimodal, and fixed-dimensional 
multimodal mathematical functions and 21 datasets to 
evaluate the results of the novel hybrid approach with ten 
popular MH techniques for selecting of features. 

1) Contributions on this work: The selection of the 

optimal features is a critical step that improves classification 

accuracy rate while decreasing computing time. Three 

metaheuristic algorithms, Particle Swarm Optimization (PSO), 

Ant Colony Optimization (ACO), and Gorilla Troop 

Optimizer (GTO), are employed in this work to determine an 

optimum collection of features. GTO chooses an optimum 

feature set from among these methods to deliver the best 

classification accuracy of 93.58 per cent. It was discovered 

that color features are best for classifying skin lesions stated 

from section 3.4. Higher accuracy is attained in this work 

using less than 0.4 per cent of all the characteristics selected 

by the aforementioned optimizations. 

H. Metaheuristic Algorithms 

The "curse of dimensionality" refers to the challenge of 
using a larger collection of features, which can create noise 
and impede system performance. Reasons for selecting a more 
limited set of features quicker training, reduced difficulty of 
the model, and improved model precision, among other 
criteria like computation time, storage, etc. There are several 
feature selection techniques like feature ranking, feature 
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transformation, feature subset selection but the proposed study 
performs feature optimization and for this, three metaheuristic 
methods are used in this suggested study. These algorithms are 
all from the nature-inspired category. PSO, ACO and GTO are 
all population-based algorithms inspired by nature. To select 
the best technique, we used metaheuristic techniques from 
several types of algorithms. 

1) Particle Swarm Optimization (PSO): PSO emerges for 

an optimal outcome iteratively by conducting simultaneous 

searches on a population of solution candidates known as 

"particles" whose current particle in the search space reflects a 

candidate’s solution [57]. PSO iteratively seeks the best 

outcome by travelling every particle in a manner that is a 

summation of the feature vector together across their 

individual instantaneous velocity, local best position location, 

and global best position location. Each particle has a social 

learning rate as well as an individual best-position learning 

rate. Every iteration, starting with a random value, the location 

of each particle is altered. The position of each particle is 

determined with the own individual best position (PBes) (as 

determined from the fitness function) as well as the best 

position of all particles in the population (GBes). Using these 

data, (5) and (6) are used to modify the particle's position (P) 

and velocity (V): 

𝑃 (𝑡𝑖  + 1)  =  ‑ 𝑃 (𝑡𝑖) +  𝑉 (𝑡𝑖  + 1)            (5) 

where 

𝑉 (𝑡𝑖  + 1)  = 𝑉(𝑡𝑖)  + 𝑎𝑖1. 𝑟𝑎𝑖1. (𝑃𝐵𝑒𝑠(𝑡𝑖) –  𝑃(𝑡𝑖))  +
 𝑎𝑖2. 𝑟𝑎𝑖2. (𝐺𝐵𝑒𝑠(𝑡𝑖) − 𝑃(𝑡𝑖))            (6) 

The random number's values rai1 and rai2 ranges between 0 
& 1 and ai1, ai2 are the learning rates displayed in tabular 
column 2. The particle's inertia value determines how much of 
its previous velocity is added to its current velocity. The initial 
inertia of the particle is its initial inertia. The change in inertia 
is provided by the inertia damping rate. PSO can be utilized to 
choose 𝑛𝑠 features out of a maximum of 𝑛𝑇features. Once 
particles are allowed to move in 𝑛𝑇-dimensional space, the 
features corresponding to the ns lowest components of the 
instantaneous position can be recognized as extracted features. 
It should be emphasized that the search space's axes 
correspond to the features, and that the selection of an axis is 
determined by the readings of the position vector along that 
axis. 

2) Ant Colony Optimization (ACO): To determine the 

shortest path from their location to the food supply and the 

vice versa, ants search using a metaheuristic algorithm called 

ACO [55] [56]. An ant will leave a trail of a specific chemical 

pheromone on its way of travel when it leaves its nest in 

search of food. The strength of the pheromone trail left by an 

ant's predecessor can also be determined. The term 

"stigmergy" refers to an indirect communication technique 

that chooses the quickest route from the nest location to the 

food location. Each way has a starting pheromone deposit 

level and pheromone evaporation rate. ACO can be employed 

to choose a series of vertices from a plot where the contours 

are adaptively balanced by a property called pheromone 

strength. This property makes sure that an edge that is 

traversed more often is given more weight. A sequence is 

produced by the ant's movement. An ant i will select node j at 

a node with a probability proportional to the strength of the 

pheromone along the path i–j as shown in (7): 

𝑝
𝑖𝑗==

𝑇𝑖𝑗
𝛼

𝛴
𝑗

𝑇𝑖𝑗
𝛼

              (7) 

where, Tij = pheromone level of a contour i, j and α is a 
constant known as ant pheromone exponential weight. The 
pheromone updates with (8) 

𝑇𝑖𝑗 ==  (1 − 𝜌) 𝑇𝑖𝑗  + 𝛥 𝑇𝑖𝑗            (8) 

where, ρ = evaporation rate & ∆τij = deposition in the edge 
is illustrated in (9): 

𝛥 𝑇𝑖𝑗 = 𝛴𝑘
1

𝐿𝑘
              (9) 

Here 𝐿𝑘 signifies the value of the kth path that moves 
along the edges i,j. From a total of nT features, ns features are 
chosen using ACO. Also every features can be thought of as a 
node in a plot, with initial ns nodes of the ACO series 
identifying the selected feature. The final set of features 
chosen is the one with the lowest cost (error of classification) 
shown in Fig. 12. 

3) Gorilla Troop Optimizer (GTO): The GTO is simple to 

operate and has a limited number of parameters that must be 

configured. There are three phases for exploration and two for 

exploitation. Compared to cutting-edge algorithms, GTO's key 

benefit is that it quickly discovers the best answer. Gorillas are 

symbolized as X in this algorithm, while silverbacks were 

being symbolized as GX. 

a) Exploration Phase: The exploration stage is 

primarily used to conduct a global search of space. In GTO 

[41], every member can be a solution, and at each step of the 

optimization process, the best solution can be named the 

silverback gorilla. The following strategies were employed: 

1) Transitioning to an anonymized region which searches 

the entire sample space. 

2) Reducing the search area in order to strike a balance 

among both exploitation and exploration. 

3) Ultimately, growing the GTO's capability to examine 

the region by moving forward towards a known region. 

It is numerically expressed in (10,11,12,13,14,15) as: 

GX(ti+1)1= 

{

(𝑡𝑝 − 𝑏𝑝) × 𝑟1 + 𝑏𝑝, 𝑟 < 𝑝,
(𝑟2 − 𝐶) × 𝑋𝑟(𝑡) + 𝐿𝑔 × 𝐻, 𝑟 ≥ 0.5,

𝑋(𝑖) − 𝐿𝑔 × (𝐿𝑔 × (𝑋(𝑡) − 𝐺𝑋𝑟(𝑡)) + 𝑟3 × (𝑋(𝑡) − 𝐺𝑋𝑟(𝑡))) , 𝑟 < 0.5.

      (10) 

C = Fi × (1 −
𝑡

𝑀𝑎𝑥𝑡
)           (11) 

Fi = cos (2 × r4) + 1           (12) 

𝐿𝑔 = C × l            (13) 
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𝐻 =  𝑍𝑔  ×  𝑋(𝑡)            (14) 

𝑍𝑔= [−C, C]            (15) 

where 𝑡𝑝 = top position 

𝑏𝑝 =bottom position of the variable, 

 X(t) = present position of gorilla 

 𝐺𝑋𝑟 = Single gorilla group of a particular region 

GX (𝑡𝑖 + 1) = the candidate level of gorilla in the t+1 iteration. 

 𝑝 = Migration parameters oscillates [0,1] 

 r1, r2, r3, r4, rand, l = random values ranging from [0,1] 

 𝑋𝑟= Single candidate gorilla 

  𝑡𝑖 = Current Iteration 

 𝑀𝑎𝑥𝑡 = Total number of Iterations 

 𝐿𝑔 = used to calculate silverback gorilla 

 𝑍𝑔  = Random number ranging from [-C, C] 

The fitness value of each GX solution was determined by 
the algorithm in the conclusion from the exploration phase, 
and if GX (𝑡𝑖) < X(t), the X(t) solution is swapped out for the 
GX(𝑡𝑖) solution. 

b) Exploitation Phase: Two approaches are employed at 

this point. First is Continue to track the silverback and second 

is compete for adult female gorillas. The approaches are 

chosen based on a comparison between C ((11)) and W. 

(initial values). 

Stage 1: If C ≥ W, the silverback gorilla will choose the 
below (16,17) for survival. 

GX (𝑡𝑖+ 1) = 𝐿𝑔× M × (X (t) – X silverback) + X(t)        (16) 

𝑀 = (|(
1

𝑁
) ∑ 𝐺𝑋𝑖(𝑡)𝑁

𝑖=1 |
𝑔

)
(1/𝑔)

, 𝑔 = 2𝑙,         (17) 

where, X (t) = gorilla position  

 X silverback = Silverback gorilla position 

 GX(𝑡𝑖) = Candidate solution at iteration t 

 N = Number of gorillas 

Stage 2: If C < W, compute the (18, 19, 20, 21) i.e., 
competing for female mating. 

GX(𝑡𝑖) = X silverback – (X silverback x Q – X(t) x Q) x A (18) 

Where, Q = 2× r5 – 1           (19) 

A = β × E,            (20) 

E = {𝑁1𝑟𝑎𝑛𝑑 ≥ 0.5 𝑁2 𝑓𝑟𝑎𝑛𝑑 < 0.5}          (21) 

r5 = random value [0,1] 

The amount of variables generated by the GTO algorithm 
equals the amount of features in the dataset. All variables have 
a range of [0, 1] with 1 representing that the applicable 

attribute is a classification selection candidate. The algorithm 
then computes every gorilla's fitness as shown in (22). 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖 = α × (1 − Ci ) +( 1 – α) × 
|𝐵𝑋𝑖|

𝐷
         (22) 

B𝑋𝑖𝑗 = 1 if 𝑋𝑖𝑗 > 0.50 

where 𝑋𝑖𝑗 is the dimension value for search agent i at 

dimension j and α falls within the [0,1] range, and Ci stands 
for the measured accuracy. D is the dimension of the input 
train dataset. The finest solution will be the one with the 
lowest fitness value. Following that, the agents will be 
modified utilizing the GTO algorithm stages. The updating 
stage was repeated until the terminal state was reached. 
Finally, the GTO method produces the optimal solution that 
includes the feature set, which is then utilized as the following 
step in reducing the testing dataset by deleting non-relevant 
characteristics. The objective value of GX is assessed at the 
conclusion of the exploitation stage, and if it is less than X (t), 
GX(𝑡𝑖) replaces X(t) as the best solution (silverback). The 
accuracy is shown in Fig. 10. The resultant features are finally 
classified using a two-level classifier. 

The parameters for these approaches are the same as those 
described in Table V. 

TABLE V. DIFFERENT METAHEURISTIC ALGORITHM PARAMETERS 

Algorithms Parameters Settings Values 

General 

Settings 

Population Size(N) 

Max numb of Iterations (M) 

Considered Strategy 

20 

50(Max) 

Features 

PSO 

Acceleration Coefficients (C1) (C2) 

Inertia Weight (W) 

Numb of Iterations 

[0.5:2.5] 

[0.5:2.5] 

[0.2:0.9] 

30 

GTO 

Beta(β) 

w 

p 

3 

0.8 

0.03 

ACO 

Starting Ant Pheromone 

Pheromone-exponential-wt 

Ant Pheromone evaporation 

Numb of Iterations 

Population Size(number of Ant) 

1 

1 

0.05 

30 

5 

I. Two-Level Classification 

For more accurate results, the final characteristics are 
classified using two-level classification. Given an image I = 

{𝐼𝑖}𝑖=1
𝑁 , where 𝐼𝑖Є [0, 255]3 corresponds to one of the seven 

types of lesion types, the deep neural model performs a series 
of operations to determine the type of an image I ∈ {1...,7}. A 
function can be used to express these operations as shown in 
(23). 

F (I, Wm) = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑦𝑀           (23) 

     M 

where Wm is the specifications of the train neural model & 
ym are the type probabilities generated by the model. 

The presence of unbalanced classes in the dataset is one of 
the issues that arise during the training stage of any 
classification model. To assess and handle these scenarios, 
duo distinct prediction approaches for the deep learning 
models are proposed: 
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1) Single level classifier: Transfer learning is used to tune 

the weights of a neural model. This method assigns the input 

image to one of the two categories. In this case, the impact of 

unbalanced classes can be significant, necessitating the use of 

a preprocessing stage to optimize performance. The single 

level classifier's operation is as follows in (24): 

FP (I, WP) = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑦𝑀, M ∈ {1,2}         (24) 

where WP indicates the specifications of the refined 
network for the two categories of epidermis lesions. 

2) Two-level classifier: Two neural models are combined 

in this technique to create a two-level classifier. While the 

second level categorizes the other multiple classes, the first 

level has been trained to differentiate between the malignant 

melanoma class and the others. as shown in (25,26): 

𝐹𝑐1
(I, 𝑊𝑐1

) = argmax {y, y’}          (25) 

𝐹𝑐2
 (I, 𝑊𝑐2

) = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑦𝑀, M ∈ {2...,7}         (26) 

where the refined model for two and six subclasses, 
respectively, is represented by 𝑊𝑐1

. The initial neuron model 

is transformed into a specialized model that serves as a 
classification model for the malignant melanoma class, which 
includes the binary classification on the dataset's images. Only 
if 𝐹𝑐1

(I, 𝑊𝑐1
) fails to produce the melanoma class is the second 

classifier used. 

V. RESULTS AND DISCUSSIONS 

 This section compares the proposed optimization method 
to other metaheuristic feature selection algorithms in order to 
assess its effectiveness in identifying the best subset of 
features, such as the original PSO from Fig. 11, ACO from 
Fig. 12 and GTO shown from Fig. 13. All of these techniques 
are used on the HAM10000 dataset. 

A. Experiments Configuration 

It is described how the experiments were set up for this 
study in Table VI: 

TABLE VI. CONFIGURATION DETAILS 

Configurations Specification 

Input Image Size (150x150x3) 

MHFS Optimizers PSO, ACO, GTO 

Dataset Split ratio 70-10-20(Tr-V-Ts) 

Population Size 30 

Epochs Count 50(Max) 

Activation Function Softmax 

Pretrained Model ResNet, Inception, VGG16 

Losses Range Categorical Crossentropy 

Parameters optimizer Range RMSprop, Adam, SGD 

Dropout Count [0:0.6] 

Batch Size Range [4:30] 

Technologies 
Tensorflow, Keras, Numpy, OpenCV, 

Matplotlib 

Scripting Language Python 

Work Environment Google Colab with GPU 

B. Performance Evaluation 

The performance of proposed model was analyzed with the 
standard classification measures: Accuracy, Precision, Recall 
(28) and F-measure. It is well known that recall equals the 
ratio of relevant instances retrieved over the total number of 
relevant examples, precision equals the proportion of relevant 
instances among the retrieved instances, and accuracy equals 
the proportion of genuine detentions from (27, 29). By 
considering both precision and recall, the F-measure from (30) 
offers a good overall evaluation of the effectiveness of a 
particular approach. All metrics are ranked from [0 to 1], with 
1 being the best. Below Table VII shows original deep 
features, Table VIII describes features from PSO, Table IX 
describes features from ACO, and Table X describes features 
from GTO extracted from metaheuristic algorithms. 

Each metric is formulated as follows: 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
           (27) 

Recall (Sensitivity) = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
          (28) 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
            (29) 

F-Measure = 2. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
          (30) 

This work yielded the following results for the suggested 
framework: 

TABLE VII. CLASSIFICATION ACCURACY USING ORIGINALLY EXTRACTED 

FEATURES FOR HAM10000 

Classifier  Accuracy Recall Precision F-Measure  

Single-Level 0.85 0.82 0.86 0.84 

Two-Level 0.83 0.81 0.89 0.85 

The result analysis using various metaheuristic techniques 
is depicted below. 

TABLE VIII. CLASSIFICATION ACCURACY BASED ON PSO SELECTED 

FEATURES APPROACH 

Classifier  Accuracy Recall Precision F-Measure  

Single-Level 0.85 0.83 0.87 0.8 

Two-Level 0.93 0.85 0.89 0.87 

 

Fig. 11. PSO Selected Features vs. Accuracy. 

TABLE IX. CLASSIFICATION ACCURACY BASED ON ACO SELECTED 

FEATURES APPROACH 

Classifier  Accuracy Recall Precision F-Measure  

Single-Level 0.76 0.74 0.80 0.77 

Two-Level 0.84 0.80 0.90 0.84 
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Fig. 12. ACO Selected Features vs. Accuracy. 

TABLE X. CLASSIFICATION ACCURACY BASED ON GTO SELECTED 

FEATURES APPROACH 

Classifier  Accuracy Recall Precision F-Measure  

Single-Level 0.89 0.84 0.90 0.87 

Two-Level 0.93 0.83 0.89 0.86 

 

Fig. 13. GTO Selected Features vs. Accuracy. 

1) Result comparison: The comparative assessment 

among various similar works using the HAM10000 dataset is 

shown in Table XI and Fig. 14. In comparison to other related 

works, the proposed work performs significantly better in 

terms of classification accuracy with the fewest features. 

TABLE XI. COMPARISON ANALYSIS WITH OTHER STATE-OF-ART 

METHODS USING HAM10000 DATASET 

Paper Id Methodology Accuracy % 

[38] PCA  89.8 

[39] Bayesian deep learning  83.59 

[40] Transfer learning  85.0 

[41] CNN  80.0 

[42] Application based CNN  78.0 

[43] MobileNet  83.2 

[44] ResNet50+InceptionV3  89.9 

Proposed Work NasNet Large  93.58 

 

Fig. 14. Comparison of Various Deep Learning Approaches of Accuracy on 

HAM10000 Dataset. 

VI. CONCLUSION 

The rising cost of epidermis cancer therapy throws life 
tough for survivors and their families. Early identification of 
melanoma skin cancer is critical to curing the condition. In 
this paper, we proposed two approaches based on domain 
adaptation for computer-aided diagnosis of skin cancers. We 
attempted to categorize the other five forms of skin illnesses in 
addition to the typical non-melanoma and melanoma groups. 
The NAS strategy and the tools offered were designed to help 
optimize the model and, as a result, improve research findings. 
Using the HAM10000 dataset, two alternative recommended 
models were used: a single level and a two level, the first of 
which clears in distinguishing between melanoma and non-
melanoma images and the second with classifying benign 
lesions. In this study, the GTO algorithm for selecting features 
outperforms the PSO and ACO feature selection algorithms. 
The goal of this study was to provide a feature selection (FS) 
strategy by increasing the performance of the Gorilla Troops 
Optimizer (GTO). GTO feature selection algorithm selects set 
of optimized feature to provide deliver classification accuracy 
of 89.89 and 93.58. The limitation of the proposed model was 
computational time. Though the NasNet itself takes time to 
generate the desired model, feature optimization is 
additionally added. The aim was met due to finite 
computational resources within a reasonable period which is a 
desirable in the field of medical imaging. It is not possible to 
declare that the most ideal architecture was discovered, but the 
best-known architecture was attained. 
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Abstract—Emotions play an essential role in human life for 

planning and decision making. Emotion identification and 

recognition is a widely explored field in the area of artificial 

intelligence and affective computing as a means of empathizing 

with humans and thereby improving human machine interaction. 

Though audio visual cues are vital for recognizing human 

emotions, they are sometimes insufficient in identifying emotions 

of people who are good at hiding emotions or people suffering 

from Alexithymia. Considering other dimensions like 

Electroencephalogram (EEG) or text, along with audio visual 

cues can aid in improving the results in such situations. Taking 

advantage of the complementarity of multiple modalities 

normally helps capture emotions more accurately compared to 

single modality. However, to achieve precise and accurate results, 

correct fusion of these multimodal signals is solicited. This study 

provides a detailed review of different multimodal fusion 

techniques that can be used for emotion recognition. This paper 

proposes in-depth study of feature-level fusion, decision-level 

fusion and hybrid fusion techniques for identifying human 

emotions based on multimodal inputs and compare the results. 

The study concentrates on three different modalities i.e., facial 

images, audio and text for experimentation; at least one of which 

differs in temporal characteristics. The result suggests that 

hybrid fusion works best in combining multiple modalities which 

differ in time synchronicity. 

Keywords—Feature-level fusion; decision-level fusion; hybrid 

fusion; artificial intelligence; EEG 

I. INTRODUCTION 

Recently, emotion recognition has been explored 
extensively in the areas of artificial intelligence, affective 
computing and human computer interaction. Emotion is a 
psychological events generated by a person’s tendency toward 
need, which can be broadly classified into Physiological 
arousal and subjective experience [1, 2]. Physiological arousal 
refers to the physiological responses of the human body, 
which can be measured by electrical signals like 
electrocardiogram (ECG) and electroencephalogram (EEG), 
whereas subjective experience is a phenomenon, which relates 
to individual’s feelings about different emotional states. It is 
expressed through facial expression, audio, gestures, etc. [1, 3, 
4]. 

Audio visual features are generally treated as vital cues for 
emotion recognition, but they are prone to deception, if 
preformed deliberately. Physiological signals, on the other 
hand, cannot be deceived easily as they are based on internal 
physiological responses. Combining physiological responses 

with subjective experiences leads to more accurate emotion 
recognition. 

Although emotion recognition can be achieved through a 
uni-modal approach, it may not work well for certain 
conditions of subjective experience where the people are 
excellent at hiding their emotions or the input data is very 
noisy. Also cross culture approaches for expressiveness act as 
barriers to identifying emotions correctly. Multimodal 
approach, on the contrary, can achieve significant accuracy by 
combining inputs from multiple modalities [5]. However, to 
get precise and accurate results, correct fusion of these 
multimodal signals is required. 

A major concern for fusing multiple modalities is deciding 
the level at which multimodal fusion should occur and how to 
achieve the fusion [6, 7]. Since different modalities differ 
significantly in temporal characteristics, synchronization 
among them plays an important role in multimodal fusion [7]. 
Multimodal fusion techniques are broadly classified into 
decision-level fusion, feature-level fusion and hybrid fusion. 
Decision-level fusion and feature-level fusion are the most 
regularly used techniques for multimodal fusion in emotion 
recognition. 

The existing literature on review of fusing multiple 
modalities is either based on signals which are synchronous in 
time or same type of signals (e.g. Fusion of different 2D 
images). B. Huang et al. proposed a review of medical image 
fusion techniques for Computed Tomography Scan (CT), 
Magnetic Resonance Imaging (MRI), Positron Emission 
Tomography (PET) and Single-photon Emission Computed 
Tomography (SPECT) images which describes spatial domain 
fusion and transform domain fusion [8]. Chen Xiao Yu et al. 
published a trend of machine learning based on fusion which 
focused on Ensemble Learning, Transfer Learning and 
Federated Learning for technology and data fusion [9]. 

This paper reviews different multimodal fusion techniques 
for decision level, feature level and hybrid fusion which can 
be used for human emotion recognition. The study also 
provides comparative analysis of these techniques. The 
proposed work focuses on the modalities which are 
synchronous as well as asynchronous in time to achieve 
emotion recognition. For experimentation, inputs from 
multiple modalities like facial images, audio and text are 
considered. 

The paper is organized as follows: Section II describes 
decision-level fusion and the various techniques used to 
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achieve it for emotion recognition. Section III is devoted to 
discussing feature-level fusion and the various techniques 
used for achieving feature-level fusion. In Section IV, Hybrid 
approach for multimodal fusion is discussed in detail. 
Section V provides experimental analysis of different fusion 
methods. Section VI focuses on the discussion on analyzing 
and comparing different fusion methods. Section VII 
concludes the paper. 

II. DECISION-LEVEL MULTIMODAL FUSION 

Since emotion recognition works with multiple modalities, 
which differ from each other in various aspects, at times it 
becomes challenging to extract features from different and 
coupled modalities. Also, changes in the time synchrony of 
different modalities affect the dimensions which are used for 
emotion recognition [10]. To deal with this issue, decision-
level multimodal fusion takes each modality independently for 
classification. 

Decision-Level fusion technique first classifies the data of 
each modality individually and the result is combined at a later 
stage to achieve fusion. This fusion technique is also called 
late fusion as combining results occurs at a very late stage 
after classification. Fig. 1 shows a general framework of 
decision-level multimodal fusion considering audio, visual, 
text and EEG input for emotion recognition. 

 

Fig. 1. General Framework of Decision-Level Fusion for Emotion 

Recognition. 

There are various techniques of decision-level fusion that 
have been experimented with by researchers. This section 
presents each of these techniques. 

A. Support Vector Regression 

Support vector regression (SVR) works on the principles 
of the support vector machine (SVM). The ideology behind 
SVR is to find the best fit line suitable for the problem at 
hand. The best fit line in SVR is the hyperplane that contains 
the maximum number of points. It uses a margin of tolerance 
in approximation to the SVM. SVR maps to high 
dimensionality to estimate a function while offering nonlinear 
complexity [11]. 

In many studies, researchers have used SVR with the RBF 
kernel for decision-level fusion of emotion recognition [10, 
12]. Haiyang Su et al. used bidirectional long short-term 
memory for classifying emotions individually from audio, 
facial images and text along with RBF kernel SVR to achieve 
significant improvement in classification accuracy [10]. 
Mihalis A. Nicolaou et al. compared the performance of 
bidirectional LSTM-NN and SVR on audio, facial expression 
and shoulder features for predicting spontaneous effect [13]. 

SVR can compensate for redundant information, which makes 
SVR suitable for decision-level fusion required for emotion 
recognition but it does not perform well when the number of 
feature extracted are more than training samples. 

B. Blending Algorithms 

Blending algorithm is a technique of ensemble machine 
learning that uses a metaclassifier to combine the outputs of 
different machine learning models. 

A blending algorithm works in two layers. The first layer 
uses a traditional approach for training, where multiple basic 
classifiers are trained on the inputs from different modalities. 
The second layer is used for combining the outputs of the 
basic classifiers used in level 1. The outputs of each classifier 
are combined to form a new training set, which acts as an 
input to a higher level classifier called metaclassifier. The 
metaclassifier can use the ensemble learning techniques of 
bagging, boosting and stacking for combining the results 
based on the weight, bias and variances of base classifiers 
[14]. The role of level 1 basic classifiers is to classify the 
multimodal data, whereas the level 2 classifier is responsible 
for combining the outputs of base classifiers. Blending 
algorithms are found to have a better performance in the 
prediction. 

Man Hao et al. used Convolution Neural network and 
support vector machine as base classifiers for speech and 
facial images along with the blending algorithm of 
metaclassifier to achieve multimodal emotion recognition and 
achieved 81.36% accuracy [14]. Lee et al. used ensemble 
learning on multimodal acoustic, lexical and discourse 
features using three classifiers to find negative emotions in 
spoken dialog [15]. Blending algorithm can be used as a 
decision-level fusion technique for emotion recognition owing 
to its improved performance for multimodal inputs. Blending 
algorithm is stable and less noisy. 

C. Brain Emotion Learning Models 

The brain emotional learning (BEL) system takes 
inspiration from the biological amygdala-orbitofrontal model 
to emulate the high speed of the emotional learning 
mechanism used by the human brain [16]. The BEL model 
comprises four main components. Amygdala, Orbitofrontal 
cortex (OFC), the Thalamus and Sensory cortex. After 
receiving input signals in the form of emotional stimuli from 
the Sensory cortex & Thalamus and a reward signals from the 
external environment, amygdala interacts with the OFC. The 
OFC evaluates the response of the amygdala based on the 
input received from the Sensory cortex, which leads to the 
prevention of improper learning connections. In a nutshell, the 
Sensory cortex integrates the features extracted from different 
unimodal inputs and the amygdala and OFC works to form a 
decision after interacting with the memory [17, 18]. 

BEL models require rewards extracted from input data and 
are derived from monotonic reinforcement learning. BEL-
based networks are efficient in predicting peak points [19]. 
This method can be used as a stacking ensemble method in 
multimodal decision fusion techniques [17]. Zeinab Farhoudi 
et al. used BEL as a decision-level fusion technique for 
multimodal audio visual features to achieve a significant 
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accuracy of 73.9% for emotion recognition [17]. BEL model 
has good decision-making capability due to its cognitive-
based structure. Due to this, Brain Emotional Learning can be 
used at decision-level fusion for multimodal emotion 
recognition. 

D. Decision Tree based Approach 

A decision tree is a non-parametric supervised learning 
method whose internal nodes represent test and leaf nodes 
represent classes. Filtering is applied though the nodes to 
achieve the required output. A decision tree tries learning 
decision rules from the given input data features. 

Yucel Cimtay et al. used a decision tree for fusing 
multimodal inputs from facial expressions, galvanic skin 
response (GSR) and electroencephalogram (EEG) to detect 
emotions where the authors emphasized more on the 
probability vector received from facial images-based 
classifier. The condition of the decision tree was set to check 
whether this probability vector goes below a certain threshold. 
The research proposes using other modalities only if the 
specified conditions hold true [20]. 

Heysem Kaya et al. used a random forest decision tree 
based model on audio, facial and scenic inputs extracted from 
videos CVs to achieve decision fusion to estimate a suitable 
interview variable [21]. 

Decision trees are suitable for decision-level fusion 
because of their capability of learning rules according to the 
requirement. The predictions made by each classifier used for 
unimodal inputs can be combined based on the specific 
conditions provided at each node by using decision trees. But, 
decision trees are unstable data structures and they are prone 
to inaccuracy. 

E. Rule based Approach 

Rule-based classifiers are types of classifiers that make the 
class decision using various “if-else” rules. These classifiers 
are used to generate a descriptive model as the rules are easily 
interpretable. The “if” condition is called the antecedent and 
the predicted class is called the consequent in rule-based 
classification. 

Subhasmita Sahoo and A. Routray has used a rule-based 
approach for emotion recognition using multimodal audio and 
video inputs. The rules were set to give high priority to the 
result of the facial image classifier and low priority to the 
audio classifier. The results of the audio classifier were 
acceptable only if there was confusion in the results of the 
image based classifier [22]. 

Rule-based classification is a way to achieve decision-
level fusion as they have the advantage of fuse the multimodal 
signal classifier’s output as per the conditions specified in the 
antecedent. 

F. Dempster-Shafer Theory 

The Dempster- Shafer (D-S) theory of evidence originated 
by Dempster [23], and formalized mathematically by Shafer 
[24]. D-S theory was developed as reasoning and modeling 
framework with epistemological uncertainty. This framework 
can be used to integrate multiple sources of evidence and to 

agree to a combined degree of belief for different predictions. 
Compared to the Bayesian model, the D-S theory is an 
extensive approach to address uncertainty and imprecision 
[25]. Due to its ability to efficiently handle the uncertainty and 
inconsistency of multimodal data, D-S theory is widely used 
in data fusion, fault detection and pattern recognition [26]. 

The D-S theory is drawn on the concepts of allocating 
suitable beliefs and probabilities to hypotheses, applying the 
D-S rule for fusing independent inputs from different sources 
and arriving at the final decision of the optimal hypothesis in a 
workable and reasonable manner [25]. Decision-Level fusion 
make use D-S evidence theory to combine the outputs of each 
classifier used for multimodal inputs. 

Xiao-Dan Zhang used D-S theory for fusing multi-modal 
text and image inputs after applying KNN and SVM 
classifiers individually on unimodal input to improve the 
classification results [27]. Nazmuzzaman Khan et al. claimed 
that D-S theory has limitations in terms of handling 
conflicting data. Therefore, they used an improved version of 
D-S theory using a distance function and evidence-weighted 
penalty for combining results of different sensors to achieve 
improved object detection [26]. S. Nemati used D-S theory for 
decision-level fusion in her approach of hybrid fusion for 
emotion recognition. The author had applied D-S theory on 
audio, video and textual multimodal inputs to achieve 
improved emotion recognition [28]. Yu-Ting Liu et al. used 
Weighted Fuzzy Dempster–Shafer Framework that can adjust 
weights of evidence, which is inconsistent for integrating the 
outputs of EEG and eye movement’s classifiers [25]. 

G. Decision Template Algorithm 

The decision template (DT) algorithm is a simple and 
efficient fusion algorithm, which uses the average of decision 
profiles of each classifier used for training multimodal data 
inputs. These averages are treated as decision templates for 
each class. Assessing the resemblance between the decision 
profile and different decision templates helps provide accurate 
class prediction. Though the algorithm is used widely for 
decision fusion, it has limitations as it uses average decision 
profiles and does not emphasize differences in the 
performance of classifiers [29]. Reza Ebrahimpour et al. used 
a decision template algorithm for decision-level fusion of 
different classifiers for handwritten digit recognition [30]. Due 
to the limitations of the decision template algorithm, Aizhong 
Mi et al. proposed an improved weighted decision template 
algorithm that calculates the classifier’s performance using a 
statistical vector and allocates appropriate weights to each 
classifier according to the reliability of their outputs. The 
authors applied this improved approach to the cataract 
recognition system and received improved results compared to 
the decision template algorithm [29]. 

III. FEATURE-LEVEL MULTIMODAL FUSION 

Feature-level fusion is a technique, which combines the 
features from different layers or branches. When applied to 
multimodal inputs, the feature-level fusion method combines 
the features extracted from each modality individually using 
different feature fusion techniques before giving it to a 
classifier for classification. It is considered a ubiquitous part 
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of several modern network architectures. Generally, feature-
level fusion is implemented using the concatenation operation, 
but that might not be the best choice for achieving good 
results. 

Fig. 2 depicts a general framework for feature-level 
multimodal fusion considering four different modalities like 
facial images, audio, text and EEG for emotion recognition. 

Feature-level fusion works with the idea of extracting the 
most discriminating features from the extracted features and 
removing redundant information [31, 32]. It works with the 
conjecture of strict time synchronicity between different 
modalities and performs distinctively in cases where the 
modalities differ considerably in temporal characteristics [31, 
33]. Fusion at the feature level works best for closely 
connected and synchronized modalities [31]. 

If feature-level fusion has to be used for multimodal 
approaches where individual modalities differ in time 
synchrony, the relationship between the different feature 
spaces needs to be explored and the features need to be made 
compatible [31]. 

Various techniques for feature-level fusion have been 
explored by the researchers. This section presents those 
techniques in detail. 

A. Eigen Matrix for Fusion 

The German word Eigen means characteristics. The terms 
Eigenvalues and Eigenvectors in computation deal with 
determining the characteristics of a matrix. Eigenvalues and 
eigenvectors are used in various applications, which include 
Principal Component Analysis, Spectral Clustering, and 
detection techniques in Computer Vision, etc. Some 
researchers found its use in feature-level fusion of multimodal 
inputs, where the individual features are extracted from each 
modality and serialized to form an Eigen matrix. This Eigen 
matrix is then normalized to get the fusion Eigen matrix [30]. 
The formula for Eigen matrix (E) calculation is specified in 
equation (1). 

𝐸𝐽
(𝑖)

=
( 𝑒𝑗

(𝑖)
− 𝜇𝑗 )

max 𝑒𝑗
(𝑖)

−min 𝑒𝑗
(𝑖)                 (1) 

Where ej
(i)

 represents the jth eigenvalue of i samples, μj  

represents the mean value of the jth feature, and the 
denominator represents the range of j features. 

Jian Che et al. used an Eigen matrix for multimodal feature 
fusion of longitudinal tear detection of a conveyor belt where 
the input modalities were images and sound [34]. The authors 
claimed to have improved accuracy due to multimodal fusion. 
However, the Eigen matrix technique for feature-level fusion 
relies on the mean and eigenvalues of each modality to 
achieve fusion. Therefore, this technique may not be able to 
use the entire range of diversity for each modality. 

B. Canonical Correlation Analysis 

Canonical Correlation Analysis (CCA) is a method for 
analyzing the relationship between two multivariate sets of 
vectors [28, 35]. CCA is considered as an effective tool in 
analysis that has an ability to increase statistical power 
compared to univariate methods due to the use of second-
order statistics [28]. 

CCA has an application in multimodal fusion [35]. It 
worked to find sets of changed variables having the maximum 
correlation between the two modalities [28]. CCA, when used 
for multimodal inputs, take linear combinations of 𝑋1𝑊1 and 
𝑋1𝑊1that maximizes the pairwise correlations of two 
multimodal datasets where X1 & X2 are two multimodal 
datasets and W1 & W2 are canonical coefficient vectors [28]. 

Shahla Nemati used CCA for feature-level fusion to detect 
multimodal emotion recognition using audio and visual 
modalities [28]. The features of individual modalities are first 
extracted using different feature extraction methods before 
giving it to CCA for feature-level fusion. 

CCA as a method for feature-level fusion uses the concept 
of maximizing the pairwise correlation between the two 
modalities. Therefore, applying CCA on more than two 
modalities will require fusion at multiple levels. 

 

Fig. 2. General Framework for Feature-Level Fusion for Emotion Recognition. 
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C. Mixture of Brain Emotional Learning Model 

The mixture of brain emotional learning models (MoBEL) 
combines the features of Mixture of Experts neural network 
(MoE) and Brain Emotional Learning (BEL) model. The BEL 
model has a good capability of decision-making due to its 
cognitive-based structure and the MoE model is based on 
working of the associative cortex of the brain, which has the 
capacity to integrate information from multiple sources [17, 
18]. The presence of the associative cortex improves the 
brain’s capacity of perception of the environment [36]. 
Therefore, MoE has the capacity to perform better in pattern 
recognition. 

The MoBEL model structure uses the BEL model for 
expert and gating networks and trains all parts of the network 
jointly using back-propagation. MoBEL can be used as a 
fusion network to integrate multimodal features. The MoBEL 
model is more efficient in terms of processing speed, memory 
consumption, and neuron numbers than the MOE [17]. 

Zeinab Farhoudi et al. used MoBEL as a feature-level 
fusion technique for multimodal audio visual features to 
achieve a significant accuracy of 81.7% for emotion 
recognition [17]. 

D. Merging Features at Hidden Layer 

This strategy works with the approach of inserting features 
of different time durations into different hidden layers of a 
training network [35]. This technique, though unexplored 
much, can tackle the problem arising due to asynchronous 
multimodal features. It also helps resolve the time 
compatibility issues of different multimodal features. 

Given a network having multiple hidden layers and 
multimodal inputs with different time durations, short - 
duration features like audio are given as input to the first 
hidden layer. The output of the first hidden layer is combined 
with longer time features like visual features and given as 
input to the second hidden layer. The output of the second 
layer is then combined with longer duration features from the 
remaining modalities and given as the input to the third hidden 
layer. The process is repeated until the features are provided to 
the network [35]. 

Shizhe Chen et al. considered this approach for feature-
level fusion in emotion recognition using three modalities: 
audio, images and EEG, wherein the authors used RNN-
LSTM network for recognizing and fusing the features [35]. 

Though this approach can tackle the problems of 
asynchronous multimodal features, it depends upon the 
network used for training. Also, for modalities having similar 
duration, deciding the hidden layer at which these features 
need to be fused becomes an issue. 

E. Concatenation 

Concatenation generally uses consolidated dimensions to 
achieve fusion [37]. The concatenation formula is shown in 
equation 2. 

𝑌 = 𝑥1 ∪ 𝑥2 ∪ 𝑥3 … … … .∪ 𝑥𝑘            (2) 

where xk is a set of output feature maps for the kth layer 
and Y represents the fusion of all features.  

The main goal of concatenation is to enrich the diversity of 
features for better recognition ability [36]. Sanghyun lee et al. 
used a concatenation method in a process of multimodal 
feature fusion for emotion recognition based on audio, visual 
and textual features for emotion recognition. 

Schoneveld et al. used a concatenation method for 
multimodal feature-level fusion for emotion recognition based 
on audio visual modalities [38]. The authors also claimed to 
have improved fusion accuracy by adding hadamard product 
to concatenation in attention-based approach for emotion 
recognition [39]. 

It is the most popular method for feature-level fusion. But 
it might not be the best choice for multimodal inputs that 
differ in dimensions. 

IV. HYBRID MULTIMODAL FUSION 

Feature-level fusion methods require synchronization 
between different modalities, but it is possible to produce 
results even when the data from one of the modality is 
missing. Decision-level fusion, on the other hand, does not 
require synchrony between different modalities, but its 
capabilities cannot be exploited fully even if the data from a 
single modality is missing. 

The hybrid fusion method tries achieving the advantages 
of both feature level and decision-level fusion methods by 
combining these approaches. The hybrid fusion approach 
applies feature-level fusion on some synchronous modalities 
and combines the result of with the remaining asynchronous 
modalities using decision-level fusion. 

The hybrid approach works well for multimodal inputs, 
where some inputs assume time synchrony and some others 
are asynchronous in time. Fig. 3 shows the general framework 
of hybrid multimodal fusion for emotion recognition fusion 
considering four different modalities like facial images, audio, 
text and EEG. 

Shahla Nemati used a hybrid approach for multimodal 
emotion recognition based on three modalities viz. audio, 
visual, and users' comments. The author used feature-level 
fusion for audio and visual features since they were 
synchronized. The result is then fed to a classifier for 
classification. A separate classifier was used for user 
comments because of its asynchronous nature. In the next 
step, decision-level fusion was used to fuse the outputs of both 
classifiers [28]. 

Zhen-zhong Lan et al. used a hybrid model for multimedia 
event detection based on visual, audio and textual data. The 
authors used five classifiers for training based on five features 
and feature combinations, where feature fusion was performed 
to combine features and the result of each classifier was 
combined using decision-level fusion [40]. 
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Fig. 3. General Framework for Hybrid Fusion to Emotion Recognition. 

Fig. 4 depicts graphical representation of summary of 
different fusion methods described in review of literature. 

 

Fig. 4. Summary Diagram of Review of Literature Describing Various 

Fusion Methods. 

V. EXPERIMENTAL ANALYSIS 

To analyze the effectiveness of decision level, feature level 
and hybrid fusion methods in emotion recognition, we focused 
on facial expression, audio and text as multimodal inputs. We 
have used RAVDESS dataset [41] for audio data, FER 2013 
dataset curated by Pierre Luc Carrier and Aaron Courville [42] 
for facial images and EMOTION dataset [43] for textual data 
for the purpose of experimentation. The RAVDESS dataset 
contains 1440 sample recordings from 24 actors (12 female, 
12 male), in a neutral North American accent showing 8 
emotions namely calm, happy, sad, angry, fearful, surprise, 
and disgust [41]. 

The FER-2013 dataset curated by Pierre Luc Carrier and 
Aaron Courville contains 28,709 training examples of 48x48 
pixel grayscale facial images depicting seven emotions 
namely angry, Disgust, Fear, Happy, Sad, Surprise and 
Neutral [42]. The EMOTION dataset contains Twitter 
messages in English having six basic emotions: anger, fear, 
joy, love, sadness, and surprise [43]. 

In order to analyze, we clustered these emotions into three 
categories i.e. positive, negative and neutral. Since the 
modalities used for experimentation were not following time 
synchrony, feature level fusion of text with other two 
modalities was impractical. For decision level fusion, we have 
used pre-trained models of CNN by FER and Wav2Vec. 

2.0 for classifying facial expressions and audio each 
providing the accuracy of 59 % and 82.23% respectively and 
pre-trained BERT model for classifying textual data providing 
accuracy of 93.8%. The output of each classifier is fused using 
max voting ensemble algorithm. The decision level fusion is 
tested on annotated samples of CMU-MOSI dataset which 
provided accuracy of 59.09 %. 

For hybrid fusion, feature level fusion is applied on 
features extracted from facial images and audio by 
concatenating them before applying random forest for 
classification. Feature level fusion provided accuracy of 
86.6%. Textual data is classified using Pre-trained BERT 
model providing accuracy of 77%. The output of feature level 
fusion is combined with text classifier using max voting 
ensemble algorithm of decision level fusion. The feature level 
fusion is tested on annotated samples of CMU-MOSI dataset 
which provided accuracy of 66.67 %. 

Table I describes performance analysis of individual 
classifier for facial images, audio and text each, feature level 
fusion of facial images and audio and decision level and 
hybrid fusion in terms of accuracy. 

Fig. 5(a) shows graphical representation for the accuracy 
comparison of decision level and hybrid model. The decision 
level fusion is providing the accuracy of 59.09 % whereas 
feature level fusion gives the accuracy of 66.67% on annotated 
samples of CMU-MOSI dataset. Fig. 5(b) depicts the 
individual accuracy graph of facial images, text and audio 
respectively which provide the accuracy of 59%, 93.8% and 
82.23% using CNN and BERT models. The last bar in the 
figure shows accuracy of 86.6% for feature level fusion of 
facial images and audio input. 

Multimodal 
Fusion 

Techniques for 
Human Emotion 

Recognition

Feature Level 
Fusion

Eigen Matrix [34] 

CCA [28]

MoBEL[17]

Concatenation [38,39]

Decision Level 
Fusion

SVR [10,13]

Blending Algorithm 
[14,15]

BEL Model [17]

Decision Tree [20,21]

Rule Based Approach 
[22]

D-S Theory 
[25,26,27,28]

Decision Template 
Algorithm [29]

Hybrid Fusion

-Combining 
Feature Level and 

Decision Level 
Fusion
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TABLE I. PERFORMANCE ANALYSIS OF DECISION LEVEL AND HYBRID 

FUSION 

Accuracy Facial Images Audio Text 

Individual 

Classification  

0.59  

(Using CNN) 

0.8223 

(Using CNN) 

0.938 

(Using BERT) 

Feature Level 

Fusion  

0.866 ( Using concatenation & 

Random Forest) 
  

Decision Level 

Fusion 
0.5909 ( Using blending algorithm) 

Hybrid Fusion 0.6667 ( Using concatenation & blending algorithm) 

 
(a) 

 
(b) 

Fig. 5. (a) Accuracy Comparison Bar Graph of Hybrid and Decision Level 

Fusion, (b) Accuracy Graph of Individual Models and Feature Level Fusion 

Model of Audio and Facial Images. 

VI. DISCUSSIONS 

Emotions can be classified based on the discrete theory of 
emotions, where the emotions are categorized into discrete 
classes like anger, disgust, fear, joy, sadness and surprise, or 
based on dimensional emotional models where emotions are 
classified as a two valence-arousal models or three-
dimensional valence-arousal-dominance models. Facial 
expression - based emotions are generally classified using 
discrete theory whereas EEG-based emotions use dimensional 
models for classification. Table II summarizes different 
multimodal fusion approaches adopted by researchers for 
emotion recognition. 

Although a uni-modal approach can identify emotions to a 
certain extent, the accuracy of emotion recognition increases 
with the multimodal approach. While using a multimodal 
approach for emotion recognition, the main hurdle lies in 
fusing multiple modalities that differ significantly in temporal 
characteristics. The feature-based fusion approach is suitable 
for the inputs, which are synchronous in time. 

Hence, this approach may not work well for emotion 
recognition based on multiple modalities that differ in 
temporal characteristics. The Eigen matrix technique for 
feature-level fusion relies on the mean and eigenvalues of 
each modality to achieve fusion. Therefore, this technique 
may not be able to use the entire range of diversity for each 
modality. Moreover, the Eigen matrix needs to be a square 
matrix, which further puts restrictions on the choice of 
features to be considered for fusion. CCA as a method for 
feature-level fusion uses the concept of maximizing the 
pairwise correlation between the two modalities. But, a 
traditional CCA can handle only two modalities at a time. 
Therefore, applying CCA on more than two modalities will 
require fusion at multiple levels. MoBEL model, when used 
for feature-level fusion, requires less processing speed, 
memory consumption, and neuron numbers. Since the MoBEL 
model is based on brain emotional learning, to exploit it fully, 
expertise on cognitive-based abilities of the brain is needed. 
Merging the features at the hidden layer works with the 
concept of merging the features at different hidden layers 
according to the duration of features to achieve feature-level 
fusion. Though this approach can tackle the problems of 
asynchronous multimodal features, it depends upon the 
network used for training. Also, for modalities having similar 
duration, deciding the hidden layer at which these features 
need to be fused becomes an issue. Concatenation is the most 
commonly used method for feature-level fusion, but it might 
not be the best choice for multimodal inputs that differ in 
dimensions. 

Decision-level fusion, on the other hand, does not require 
synchrony between different modalities. SVR as a method of 
decision-level fusion can compensate for redundant 
information, but it underperform when the number of features 
exceeds the number of training samples. A blending algorithm 
works well as a decision-level fusion technique for emotion 
recognition owing to its improved performance for 
multimodal inputs. Blending model when used for decision-
level fusion is stable and less noisy, but this technique has 
high time and space complexity. Brain emotional learning can 
be used at decision-level fusion owing to its good decision-
making capabilities. In spite of this, expertise in cognitive-
based abilities of the brain is needed to exploit this technique. 

Decision trees are considered for decision-level fusion 
because of their capability of learning rules according to the 
requirement. But, decision trees are unstable data structures 
and they are prone to inaccuracy. Rule - based classification is 
a way to achieve decision-level fusion as they have the 
advantage of fuse the multimodal signal classifier’s output as 
per the conditions specified in the antecedent. Nonetheless, 
this requires a deep understanding of the domain for deciding 
the conditions and demands a lot of manual work. The D-S 
theory is widely explored for decision-level fusion. It is based 
on the concepts of allocating appropriate beliefs and 
probabilities to hypotheses, applying the D-S rule for fusing 
independent items from different sources and arriving at the 
final decision of the optimal hypothesis in a workable and 
reasonable manner. 
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TABLE II. MULTI-PERSPECTIVE SUMMARIZATION OF MULTIMODAL FUSION METHODS 

Paper Modalities Task Dataset Model 
Fusion 

Method 

Fusion 

Technique 
Results 

H. Su et al. 

[10] 

Audio, Video 

and Text 

Multi-level segmented 

decision-level fusion 

emotion recognition 

AVEC2017 BLSTM 
Decision 

Level 
SVR 

Improved CCC performance 

of 0.685 on arousal 

Nicolaou et al. 

[13] 

Audio and 

Video 

Fusion of audio cues, 

facial expression and 

shoulder gesture for 

continuous emotion 

prediction 

SAL 
BLSTM-

NN 

Decision 

Level, 

Feature 

Level and 

Output 

Associative 

SVR 

Obtained COR as 0.796 & 

0.642 and RMSE as 0.15& 

0.21 for valence and arousal 

respectively 

Man Hao et al. 

[14] 

Audio and 

Video 

Audio visual Emotion 

Recognition Framework 
eNTERFACE 

SVM and 

CNN 

Decision 

Level 

Blending 

Ensemble 

Improved recognition SI 

accuracy of 81.36% and SD 

Accuracy of 78.42% 

Zeinab 

Farhoudi and 

Saeed 

Setayeshi [17] 

Audio and 

Video 

Audio-visual 

Emotion recognition 

with the MoBEL fusion 

network 

eNterface’05 
CNN and 

RNN 

Decision 

Level and 

Feature 

Level 

BEL and 

MoBEL 

Improved audio visual 

emotion recognition 

accuracy of 81.7% 

Y. Cimtay et 

al. [20] 

Facial 

expression 

GSR and EEG 

Hybrid multimodal 

emotion recognition 

LUMED-2 and 

DEAP 
CNN 

Decision 

Level 
Decision Tree 

Obtained maximum one-

subject-out accuracy of 

91.5% and mean accuracy of 

53.8% 

S. Sahoo and 

A. Routray 

[22] 

Audio and 

Video 

Audio visual Emotion 

Recognition 
eNTERFACE’05 

HMM 

and SVM 

Decision 

Level 
Rule Based 

Obtained average 

recognition accuracy 

of 76% for males 

candidates and 86% for 

female candidates for 

subject-dependent cases 

S. Nemati [28] 
Audio, video 

and text 

Emotion Recognition 

using audio, video 

and users’ comments 

DEAP 

SVM and 

Naïve 

Bayes 

Hybrid 
CCA and D-S 

theory 

Obtained 0.85% and 76% of 

accuracy and f1-measure 

respectively for Emotion 

Recognition 

Liam 

Schoneveld et 

al. [39] 

Audio and 

Video 

Emotion recognition 

using recent advances in 

deep learning 

RECOLA, 

AffectNet and 

Google 

FEC 

MTCNN, 

VGG, 

LSTM 

Feature 

Level 
Concatenation 

Obtained CCC of 0.740 for 

valence and 0.719 for 

arousal in RECOLA 

Although it works well for non-conflicting data, it may 
lead to inaccuracy for data that are conflicting in nature. The 
decision template algorithm is also widely used for decision 
fusion, but it has limitations as it uses average decision 
profiles and does not emphasize differences in the 
performance of classifiers. The hybrid fusion method achieves 
the advantages of both feature level and decision-level fusion 
methods by combining these approaches. Feature-level fusion 
methods require synchronization between different modalities, 
but it is possible to produce results even when the data from 
one of the modality is missing. Decision-level fusion, on the 
other hand, does not require synchrony between different 
modalities, but its capabilities cannot be exploited fully even if 
the data from a single modality is missing. 

The hybrid approach overcomes the limitations of feature 
and decision level based approaches by applying feature-level 
fusion on the synchronous modalities and combining the 
results of with the remaining asynchronous modalities using 
decision-level fusion. 

Results of experimental analysis on audio, facial images 
and text for emotion recognition show that feature level fusion 
of text with other two modalities was impractical since the 
modalities differ in temporal characteristics. Decision-level 
fusion works well for fusing the modalities differing in time 

synchronicity. However, Hybrid fusion works best for 
emotion recognition using multiple modalities which differ in 
time synchronicity providing the accuracy of 66.67%. These 
results can further be improved by taking large data samples 
for testing. 

VII. CONCLUSION 

This paper discussed different multimodal fusion 
techniques for human emotion recognition. The study 
proposed a review of different state of art techniques for 
decision level, feature level and hybrid fusion to achieve 
multimodal emotion recognition. 

The paper concentrated on using facial images, audio and 
text as multimodal inputs for emotion recognition. 
Experimental analysis of fusion methods was conducted 
which claimed that decision-level fusion and feature level 
fusion can be performed when inputs of different modalities 
are synchronous in time. However, when the inputs are not 
synchronous in time, suitable choices are decision level fusion 
and hybrid fusion. Hybrid fusion using concatenation and 
blending algorithm worked best improving accuracy by 7.6 % 
compared to decision level fusion. The study however had a 
limited test dataset. The accuracy results can be further 
improved if large number of annotated data samples are used 
for testing. 
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The review suggested that D-S theory is the most 
aggressively used method for decision-level fusion followed 
by rule-based and decision tree methods. Brain emotional 
learning is the latest approach used but it requires expertise in 
cognitive-based abilities of the brain. However, the blending 
algorithm works well for emotion recognition owing to its 
improved performance for multimodal inputs. For feature-
level fusion, the most commonly used method is 
concatenation. CCA and Eigen matrix methods are also used 
in many applications for feature level fusion. The state of the 
art literature for feature fusion uses brain emotional learning 
but it requires expertise in cognitive-based abilities of the 
brain. Hybrid method is not explored much in literature. 
However, from experimental analysis it can be deduced that 
hybrid approach works best in fusing multiple modalities 
which differ in time synchrony. This provides a direction for 
the researchers to explore hybrid fusion approach on 
multimodal inputs. 

The experimental analysis performed in this paper is based 
on audio, text and image inputs for emotion recognition. As a 
part of future work, audio-visual and physiological signals like 
EEG can be used to analyze different fusion techniques. Also, 
this paper used concatenation and meta classifier technique to 
evaluate effect of feature level, decision level and hybrid 
fusion. However, as a part of future work, there is a scope for 
applying different techniques of feature and decision level 
fusion discussed in the literature review in order to evaluate 
their effect on decision level, feature level and hybrid fusion. 
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Abstract—Predicting a student's performance can help 

educational institutions to support the students in improving their 

academic performance and providing high-quality education. 

Creating a model that accurately predicts a student's performance 

is not only difficult but challenging. Before the pandemic situation 

students were more accustomed to offline i.e., physical mode of 

learning. As covid-19 took over the world the offline mode of 

education was totally disturbed. This situation resulted into the 

new beginning towards online mode of teaching over the Internet. 

In this article, these two modes are analysed and compared with 

reference to students’ academic performances. The article models 

a predicting academic performance of students before covid i.e., 

physical mode and during Covid i.e., online mode, to help the 

students to improve their performances. The proposed model 

works in two steps. First, two sets of students’ previous semester 

end results (SEE) i.e., after offline mode and after online mode, are 

collected and pre-processed using normalizing the performances 

in order to improving the efficiency and accuracy. Secondly, 

Adaptive Neuro-Fuzzy Inference System (ANFIS) is applied to 

predict the academic result performances in both learning modes. 

Three membership functions gaussian (Gausmf), triangular 

(Trimf) and gausian-bell (Gbellmf) of ANFIS are used to generate 

the fuzzy rules for the prediction process proposed in this paper. 

Keywords—ANFIS; fuzzy systems; online learning; e-learning; 

classroom learning; fuzzy rules; predictions; adaptive neuro-fuzzy 

inference system; education technology; distance education 

I. INTRODUCTION 

The Internet has made "Education" as the most exciting 
domains available in today's society, especially with the 
interconnectivity of smart and portable devices. Distance and e-
Learning has grown in popularity as computer technology has 
advanced, networks have improved, and smartphones have 
become more accessible. Technology has transformed general 
classroom learning into e-Learning by lowering teaching costs 
and increasing learning efficiency while overcoming space and 
time constraints. A typical teaching-learning process takes 
place in a classroom, where a teacher uses lectures, 
whiteboards, slide projectors, and group discussions to 
communicate knowledge. To improve their learning skills, 
students take notes, write tests and assignments, and express 
doubts and questions. Students must also take tests and 
assessments on paper and teachers assess performance and 
knowledge of students in terms of marks. A variety of 
technological media, smart mobile devices and wireless 
communication have revolutionized the education system [1]. 

The e-Learning may happen through a variety of processes and 
applications such as computer-based training, digital 
collaborations, web-based training, and virtual classrooms [2]. 

Whether it is classroom learning or e-learning, one very 
important aspect is performance evaluation of students. 
Educational institutes are attempting to include student 
performance prediction into their educational procedures in 
order to help the students to improve themselves. Traditional 
learning modes can be enhanced to online modes by increasing 
portability and accessibility of mobile networks. Mobile 
devices can make it possible to capture the user-created content 
and also can serve as a powerful data collection tool [3]. 
Gayeski, D., & Russell, J. D. [4] have proposed that evaluations 
can be done in several ways. The teacher needs to make 
evaluations to advise students to make decisions and to write 
recommendations to potential employers. Data mining and 
machine learning techniques have been in use in HEIs to guide 
and improve their students’ performance by using and 
exploring the data available in the education domain [5] [6] [7]. 

Artificial neural networks, Bayesian classifiers, and support 
vector machine algorithms are some of the techniques used to 
classify data [8]. Various techniques including classification, 
clustering, visualization, and regression have been utilized to 
extract hidden information from educational databases [9]. 
Classification is a technique for assigning data values to 
predetermined classes with the goal of predicting the target 
class for each data value [10][11]. 

Education data mining peruses extensive educational 
datasets for important data that can be analyzed deeper. Many 
educational activities, such as learners' performance prediction, 
will be supported by the smeared data, allowing teachers to 
identify potential knowledge about students [12][13]. The 
Neuro-fuzzy inference system (NFIS) has been effectively 
implemented in a variety of applications, including control and 
classification [14]. NFIS is a machine learning tool that 
integrates fuzzy logic reasoning with the learning capabilities 
of neural networks, thereby addressing the drawbacks of both 
neural networks and fuzzy systems when used separately [15]. 
A tutoring system based on Fuzzy rules [16] which implements 
a Fuzzy Logic inference engine that can manage different 
learning activities of students. A tutoring system that uses 
Fuzzy Logic is demonstrated to monitor the cognitive capability 
of each student [17]. 
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In this article, ANFIS is applied to evaluate students' 
academic performance in order to assist them in improving their 
grades both in online and offline modes. The suggested ANFIS-
based solution intelligently mixes fuzzy logic's capability 
reasoning with neural networks' learning abilities. The use of 
ANFIS for reliable student performance prediction in online 
and offline mode, is one of the paper's primary contributions. 

II. LITERATURE WORK 

A rule mining approach is introduced for evaluating student 
performance based on the Association Rules [18]. To collect 
crucial information for the student performance evaluation, 
Association Rules were used to examine the student dataset. 
Various data mining techniques are employed to predict student 
performance. They discovered that the neural network 
technique outperformed the other data mining strategies, with a 
prediction accuracy of 74.8% for student performance [19]. 
Abu Naser et al. used the Artificial Neural Network (ANN) 
model to predict the performance of Engineering faculty 
students [20]. They used the students' course scores, number of 
passed credits, and cumulative grade point average as factors to 
evaluate the student performance, and the ANN model correctly 
predicted the performance of students with an accuracy of 80%. 
A Neuro-Fuzzy learner model was proposed to analyze errors 
of high school learners' by collecting data using course-related 
simulation tools namely vectors in mathematics and physics. 
The system was tested using simulated learner data with 
different categories of knowledge level. These learners' 
behaviors correspond to fuzzy values [21]. A model of feed-
forward Neural Networks was also trained for error 
classification purposes. Barber and Sharkey employed the 
logistic regression method for predicting student performance 
based on data collected from available students' information, 
financial data, and learning management systems [22]. 

A Fuzzy learner model was discussed for student evaluation 
during learning activities. The procedure is to imitate a human 
teacher in the classroom. Fuzzy Logic is proposed to track 
interaction between the tutor and the students and to handle 
inaccurate information using the ability of Fuzzy Logic [23]. 
This leads to more accurate answers by students to improve the 
learning environment. 

Xenos, M. [24] has proposed a model of the Bayesian 
Network to support educational tutors in making decisions 
under uncertain conditions. The system is implemented with 
800 learners studying an informatics course. The system is 
designed to model learner behavior to predict the success of 
decision-making by tutors. Fadi R.S [25] has discussed the 
early stages of data mining in academics and highlighted the 
potential of data mining in e-Learning and suggested various 
data mining tools that can be beneficial for e-Learning. 

III. MOTIVATION 

As the Covid-19 pandemic has affected the activities of 
higher education institutions (HEI) to promote the protection of 
teachers, staff, and students during the public health 
emergency. Institutions had to cancel all face-to-face lectures, 
including labs and other learning experiences, and determined 
that teachers would completely convert their courses to 
emergency online learning, and reduced contacts to prevent the 

spread of Virus. So, to strengthen the learning community in 
this pandemic situation online learning has been promoted. But 
for the first-time online learning mode is actively used in the 
education. A comparative analysis is required between online 
and physical modes of teaching to find out how the student 
community is adjusting to the online mode of teaching and 
whether it is successful and helpful even after the Covid 
pandemic. 

IV. THE PROPOSED METHODOLOGY 

The proposed methodology is split into four steps. First step 
deals with data collection and processing; in second part, 
students’ results in the classroom mode are analyzed using 
ANFIS; in third part, students’ results in the online mode are 
analyzed using ANFIS; lastly, both modes are compared for 
their performances to evaluate which of the teaching mode is 
effective in producing good results. Fig. 1 depicts the proposed 
methodology applied. An Adaptive Neuro-Fuzzy Inference 
System [26][27] is a sort of artificial neural system that depends 
on the Takagi– Sugeno fuzzy inference system. It incorporates 
both neural systems and fuzzy rationale standards; it can catch 
the advantages of both in a solitary structure. Its inference 
system compares to an arrangement of fuzzy IF-THEN rules 
that have learning ability to surmised nonlinear figfunctions. 

A. Data Collection and Processing 

The dataset used consists of 210 samples for Information 
science students consisting of students' scores in four core 
subjects and two laboratories ranging from 0 to 100. There are 
two sets of datasets which are collected. One set belongs to the 
1st, 3rd and 5th semester students’ semester end examination 
(SEE) results obtained through classroom learning mode and 
before the pandemic. Second set consists of SEE results of same 
students but studied in 2nd, 4th and 6th semester during the 
pandemic through online mode learning. The preparation of the 
dataset is the initial stage in the proposed approach. This stage 
could be crucial for reducing error throughout the learning 
process and obtaining more precise inputs. Equation (1) is used 
to normalize datasets using sample mean μ and standard 
deviation σ. 

𝑋𝑖 =
𝑥𝑖−𝜇

𝜎
              (1) 

B. ANFIS Architecture 

“Takagi– Sugeno fuzzy inference framework” is used in 
ANFIS architecture which is an adaptive system that utilizes a 
directed learning algorithm. Fig. 2 demonstrates the 
architecture of ANFIS that consists of two sources of 
information “x” and “y”, and one yield or output “f”. 

Takagi–Surgeon model follows the two variants of IF-
THEN, are 

RULE 1 = If ‘x’ is A1 and ‘y’ is B1 Then f1 = p1x+q1x+r 

RULE 2 = If ‘x’ is A2 and ‘y’ is B2 Then f2 = p2y+q2y+r2 

where A1, A2, and B1, B2 are the membership elements of 
each info ‘x’ and ‘y’, while p1, q1, r1 and p2, q2, r2 are linear 
parameters to a limited extent Then (subsequent part) of 
Takagi– Sugeno fuzzy inference model. 
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Fig. 1. Proposed Methodology of the Work Carried Out. 

 

Fig. 2. ANFIS Architecture. 

 

Fig. 3. ANFIS Layers and Functions. 

Fig. 3 shows the functions of five layers of ANFIS. The first 
layer and fourth layer consist of adaptive nodes, while the 
remaining layers consist of fixed nodes. ANFIS tool in 
MATLAB provides a Grid partitioning algorithm. The 
algorithm generates a single-output Sugeno-type FIS by using 
grid partitioning on the data. genfis1 generates a Sugeno-type 
FIS structure used as initial conditions (initialization of the 
membership function parameters) for ANFIS training. It 
generates input membership functions by uniformly 
partitioning the input variable ranges, and creates a single-
output Sugeno fuzzy system. The fuzzy rule base contains one 
rule for each input membership function combination. 

The membership function is a curve that defines how each 
point in the input space is mapped to a membership value (or 
degree of membership) between 0 and 1. They characterize 
fuzziness as whether the elements in fuzzy sets are discrete or 
continuous. The membership functions “trimf, gaussmf and 
gbellmf” - are explained: 

“Triangular function: defined by a lower limit a, an upper 
limit b, and a value m, where a < m < b, as given by equation 
(2). 
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𝜇𝐴(𝑋) =

{
 

 
0 
𝑥−𝑎

𝑚−𝑎
 

𝑏−𝑥

𝑏−𝑚
 0 

 
              (2) 

Gaussian function: defined by a central value m and a 
standard deviation k > 0 as given by the equation (3). 

𝜇𝐴 (𝑋) = 𝑒
−
(𝑥−𝑚)2

2𝑘2              (3) 

“The generalized bell function: gbellmf depends on three 
parameters a, b, and c given by the equation (IV) where the 
parameter b is usually positive and the parameter c locates the 
center of the curve.” 

𝑓(𝑥; 𝑎, 𝑏, 𝑐) =
1

1+|
𝑥−𝑐

𝑎
|
2𝑏             (4) 

The datasets are partitioned into 70 :30 i.e., 70% training 
data and 30%testing data. For both models of ANFIS, scores of 
six subjects are considered as input variables and SGPA as 
output variable. Three membership functions, gaussian 
(Gausmf), triangular (Trimf) and gausian-bell (Gbellmf) of 
ANFIS are used to generate the fuzzy rules for both the models. 

C. Performance Evaluation 

The Root Mean Square Error is a metric for determining the 
accuracy of a student's performance prediction by comparing 
the actual observed data values to the ones predicted by the 
model. The formula in equation (5) is used to calculate the 
RMSE: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑋𝑜𝑏𝑠,𝑖−𝑋𝑚𝑜𝑑𝑒𝑙,𝑖)

2𝑛
𝑖=1

𝑛
            (5) 

V. RESULTS AND DISCUSSIONS 

Two ANFIS models using three mfs are built for the 
experimentation; one for classroom/offline mode of learning 
and second is for online mode of learning. The training data 
subset is used to train the ANFIS models, while the test data 
subset is employed to assess the trained ANFIS models' 
prediction accuracy. Student scores from the previous semester 
are taken as inputs to the ANFIS models in order to forecast 
student performances. The testing RMSE values for different 
epoch numbers will be used to designate the best ANFIS model 
in both learning modes. By varying the number of training 
epoch from 50 to 900, the performance of the three ANFIS 
models based on three types of membership functions 
(GaussMF, TriMF, and GbellMF) is examined. 

A. ANFIS for Classroom / Offline Mode 

Table I displays the training and testing RMSEs for offline 
mode learning approach for the three types of mfs. 

Fig. 4 depicts RMSE values of training and testing against 
the number of epochs for all the three membership functions; 
and trimf behaviour is found to be worst as the testing RMSE 
is very high with 0.877 against a very low training error of 
0.025. gaussmf performs good in comparison to gbellmf and 
trimf with 0.334 testing RMSE. 

TABLE I. TRAINING AND TESTING RMSES OF GAUSSMF, GBELLMF AND 

TRIME WITH DIFFERENT EPOCHS FOR OFFLINE MODE 

MFs GaussMF GbellMF TriMF 

No. of 

Epoch
s 

Trainin

g  
error 

Testin

g 
 error 

Trainin

g  
error 

Testin

g 
 error 

Trainin

g 
 error 

Testin

g  
error 

50 0.73 0.792 0.78 0.898 0.037 0.987 

100 0.659 0.669 0.756 0.87 0.035 0.978 

150 0.61 0.77 0.698 0.866 0.035 0.971 

200 0.598 0.7 0.645 0.767 0.029 0.899 

250 0.245 0.566 0.388 0.689 0.02 0.859 

300 0.179 0.456 0.356 0.78 0.021 0.855 

350 0.171 0.423 0.355 0.789 0.028 0.889 

400 0.169 0.389 0.289 0.677 0.029 0.89 

450 0.168 0.389 0.219 0.654 0.032 0.929 

500 0.169 0.378 0.17 0.644 0.027 0.877 

600 0.168 0.378 0.169 0.655 0.027 0.876 

700 0.168 0.345 0.17 0.64 0.025 0.875 

800 0.168 0.336 0.17 0.64 0.027 0.875 

900 0.168 0.334 0.171 0.639 0.025 0.877 

Fig. 5(a) depicts the RMSE values of training for all the 
three-membership function. It can be observed that at 400 
epoch iterations, training RMSE of gaussmf almost reaches a 
stable value. At 500 epoch iterations, training RMSE of gbellmf 
and trimf reach stable values. Further increase in the number of 
epochs may not yield any significant results in predictions 
causing overfitting of the models. Fig. 5(b) depicts that testing 
RMSE values of gaussmf is less than the gbellmf and trimf, 
meaning ANFIS-guassmf model with least testing RMSE value 
of 0.334 predicts accurately. And trimf with 0.877 testing 
RMSE performs the worst in predictions. 

A. ANFIS for Online/e-Learning Mode 

Table II displays the training and testing RMSEs for online 
mode learning approach for the three types of mfs of ANFIS. 

Fig. 6 depicts MSE values of training and testing against the 
number of epochs for all the three membership functions for 
online mode of learning; and trimf behaviour is found to be 
worst as the testing RMSE is very high with 0.878 against a 
very low training error of 0.057. It can be observed that gaussmf 
and gbellmf both perform very well with 0.284 and 0.289 
testing RMSEs respectively. ANFIS-gaussmf and ANFIS-
gbellmf, both models perform very similar to each other in 
predicting the performances of students studied through online 
mode. 

Fig. 7(a) depicts the RMSE values of training for all the 
three-membership function. It can be observed that at 500 
epoch iterations, training RMSE of all the three mfs reach stable 
values. Further increase in the number of epochs may not yield 
any significant results in predictions causing overfitting of the 
models. Fig. 7(b) depicts that testing RMSE values of gaussmf 
and gbellmf are almost same and are very low compared trimf, 
meaning ANFIS-guassmf model and ANFIS -gbellmf model 
predict accurately. And trimf with 0.878 testing RMSE 
performs the worst in predictions. 
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Fig. 4. Training and Testing RMSEs vs the Number of Epochs (a) Guassmf (b) Gbellmf (c) Trimf, for Offline Mode Predictions. 

 

Fig. 5. Training RMSEs of 3 Mfs and Testing RMSEs of 3 Mfs for Offline Mode Predictions. 
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Fig. 6. Training and Testing RMSEs vs the Number of Epochs (a) Guassmf (b) Gbellmf (c) Trimf, for Online Mode Predictions. 

 

Fig. 7. Training RMSEs of 3 Mfs and Testing RMSEs of 3 Mfs for Online Mode Predictions. 
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TABLE II. TRAINING AND TESTING RMSES OF GAUSSMF, GBELLMF AND 

TRIMF WITH DIFFERENT EPOCHS FOR ONLINE MODE 

MFs GaussMF GbellMF TriMF 

No. of 

Epoch
s 

Trainin

g  
error 

Testin

g 
 error 

Trainin

g  
error 

Testin

g 
 error 

Trainin

g 
 error 

Testin

g  
error 

50 0.789 0.779 0.801 0.773 0.0697 0.989 

100 0.735 0.725 0.755 0.756 0.056 0.892 

150 0.689 0.667 0.667 0.678 0.059 0.899 

200 0.635 0.655 0.678 0.689 0.058 0.891 

250 0.489 0.58 0.511 0.599 0.056 0.881 

300 0.389 0.478 0.39 0.467 0.057 0.878 

350 0.287 0.334 0.392 0.467 0.057 0.878 

400 0.256 0.311 0.356 0.411 0.057 0.878 

450 0.221 0.297 0.289 0.356 0.057 0.878 

500 0.221 0.297 0.284 0.297 0.057 0.878 

600 0.221 0.297 0.284 0.297 0.057 0.878 

700 0.221 0.284 0.289 0.291 0.057 0.878 

800 0.221 0.284 0.289 0.291 0.057 0.878 

900 0.22 0.284 0.289 0.291 0.057 0.878 

B. Comparison of Offline and Online ANFIS Models 

Table III depicts training and testing RMSE of all three 
ANFIS mfs for epoch 900 for offline and online learning modes 
referring to the Tables. 

TABLE III. RMSE COMPARISONS OF 3 MFS FOR OFFLINE AND ONLINE 

MODES 

Learning 

Modes 

MFs GaussMF GbellMF TriMF 

No. 

of 

 

Epo

chs 

Train

ing  

error 

Test

ing 

 

erro

r 

Train

ing  

error 

Test

ing 

 

erro

r 

Train

ing 

 

error 

Test

ing  

erro

r 

offline 

mode 
900 0.168 

0.33

4 
0.171 

0.63

9 
0.025 

0.87

7 

online 

mode 
900 0.22 

0.28

4 
0.289 

0.29

1 
0.057 

0.87

8 

Training and testing RMSE for ANFIS-gaussmf are 0.22 
and 0.284; and training and testing RMSE for ANFIS-gbellmf 
are 0.289 and 0.291. These gaussmf and gbellmf RMSE values 
of online learning mode show that training and testing RMSEs 
are almost same without a large variation. And offline mode’s 
ANFIS-gausmf testing RMSE (0.334) is larger than the online 
mode’s testing RMSE ANFIS-gaussmf (0.284); means 
predicting the performances of student results in online mode is 
superior and accurate compared to offline predictions. 

VI. CONCLUSION 

Before the Covid-19 students used to learn engineering 
subjects through physical i.e., classroom or offline mode by 
attending classes. At the end of semester students are assessed 
to check their performances by writing semester end 
examinations (SEE). As Covid-19 pandemic begun, these 
offline classes were totally suspended and e-Learning or online 

mode of learning using Internet and mobile devices took over 
the education in a different direction. Online mode in the 
education domain has initiated a new paradigm shift. So, the 
students learned through online mode during the pandemic and 
also SEE were conducted after the semester end. So, there is a 
need to analyse and predict which mode of education (online or 
offline) impacted the student’s learning process and improve 
the learning curve by increasing the performances. This article 
illustrated the ANFIS approach to model and predict the 
students’ performances obtained through both modes of 
learning. Firstly, ANFIS for offline mode was built and found 
that ANFIS-gaussmf predictions are better. Secondly, ANFIS 
for online mode was built and found that ANFIS-gaussmf and 
gbellmf, both predicted the same and well performed. In both, 
ANFIS-trimf performed very worst. Finally, ANFIS-online 
mode performed very well compared to ANFIS-offline mode 
i.e., predicting the performances of student results in online 
mode is superior and accurate compared to offline predictions. 
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Abstract—Sustainability in learning is very essential for a 

sustainable future which largely depends on education. 

Sustainable learning requires learners to increase and rebuild 

base-knowledge as the circumstances change and get more 

complex. This becomes very obvious particularly for in- 

formation technology (IT) discipline where technology is rapidly 

changing and practice getting more complicated. Sustainability 

enables students to use their learning from formal education into 

practice, provide hands on experience (HOE) and help them 

rebuild their knowledge base in complex situations. This is also 

essential to achieve a high graduate outcome rate (GOR) which 

helps the education sector to become sustainable. In the existing 

policies and frameworks, institutions are moving towards more 

off-campus learning and less face-to-face learning. As a result, a 

downward trend is experienced in students’ engagement across 

IT discipline. This affects students’ ability in achieving HOE and 

appears to be one of the reasons of low GOR which poses a threat 

to the sustainability in the education sector for both stakeholder 

and learners’ perspectives. This paper presents a combined 

approach of context-based teaching with incorporation of 

innovative technology to engage students and achieve a better 

HOE towards sustainability in learning. The proposed approach 

was adopted in a software engineering course taught at School of 

IT at Deakin University, Australia. Students were provided 

context-based teaching material and industry standard software 

engineering tools for practice to achieve HOE. Students 

evaluation and assessment results reports that proposed 

approach was significantly impacted positively to engage the 

students in classes towards improved sustainable learning. 

Keywords—Sustainable learning and education; context-base 

teaching; work integrated learning; hands on experience; graduate 

outcome rate; positive attitude and engagement 

I. INTRODUCTION 

Sustainability in our future [41] and societies is not easily 
achievable unless our learning and education sector is 
sustainable [34], [35], [39]. Therefore sustainability in 
learning [40] has drawn much attention from many education 
providers, researchers and stakeholders of sustainable 
development programs [34], [35], [39]. If education itself is 
not sustainable then achieving the factors for sustainable 
development and global citizenship programs is hard to be 
successful [34], [35]. Sustainable learning is not only limited 
to the retaining the knowledge [35]. But it is more towards the 
rebuilding of knowledge and skill-base dynamically as the 
circumstances change and get more complicated [35], [5]. IT 
discipline and related industries are facing massive 
technological evolution [30]. Therefore, sustainable learning is 
getting more essential component for IT discipline [6]. 

Sustainable learning requires learners to be proactively 
engaged in learning from past and present following a 
constructivist approach that enable them to relearn the 
knowledge, achieve more HOE and then take the new 
knowledge into practice for an ever-changing technological 
discipline [37]. From the stakeholders and business 
perspective, large-scale investments are also required in the 
education sectors for sustainability [34]. Therefore, existing 
policies and educational frameworks are moving towards 
more on extended off- campus learning and less face-to-face 
learning. Following the emergence of the pandemic, many 
institutions are also interrupted from their usual face-to-face 
learning and are forced to go off-campus/on-line learning [39]. 
It has been observed a downward tendency in students’ 
proactive engagement which affects achieving HOE and 
thereby sustainability in learning. 

In the information technology discipline, HOE have been 
explored in many studies [1], [2]. Patricia et al [1] found that 
more participation on hands on activities help students to 
achieve higher scores in a standard science-achievement test. 
Atanas Serbezov [2] et al. showed that students in this 
discipline need to understand the fundamental working 
principles of the field instruments’ and how these can be 
integrated into an overall industrial systems in engineering. 
Literature studies [1],[2] indicate that the main objective of the 
universities is to provide education to the students in the 
fundamental areas of the engineering discipline. At the same 
time, universities need to extend the educational activities to 
make the educational programs more market oriented and 
relevant to the corresponding industry trend. Atanas Serbezov 
[2] et al. found a total of 10% increase in GOR in their 
quantitative study across few years while they included 
industry engagement as part of their learning activities. 

Sustainable learning in IT discipline requires effective 
practice in classes to improve HOE by providing students with 
a real life experience aligned to the theoretical lecture classes. 
Therefore, many education providers are investigating and 
testing different ways of teaching methods including located 
mode practical classes, simulated laboratories, remote 
laboratories [3], [4] and combination of those [5], [6]. The 
purpose of these innovative teaching approaches is to engage 
students and provide HOE which make them ready for the job 
market after their graduation. In the IT discipline, many 
software/tools for practical classes are collected from open 
source or organized from different sources which generally are 
behind from the dynamic industry market [5]. In many 
evaluation frameworks [5], with these tools and software 

*Corresponding Author. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

306 | P a g e  

www.ijacsa.thesai.org 

support for achieving the learning outcome, due to the 
frequency of practical classes, volume of submissions and 
complexity of the evaluating the assessments many practical 
classes are not well assessed. Students are often assessed 
based only on their summative assessment tasks or based on a 
combination of assignments and practical assessment tasks 
with practical assessment tasks have less fraction of total 
assessment marks of the subject. Therefore, students’ 
participation has been declining in the practical classes in IT 
discipline across different institutions. This is a concern 
considering student engagement that results a cohort of 
technology graduates with inadequate domain knowledge 
which is a primary obstacle in the pathway of sustainable 
learning. In achieving successful learning outcome and relearn 
through deconstruction and reconstruction, student’s attitude, 
motivation and engagement are important [10], [9] which are 
the key factors for sustainable learning. Therefore many 
innovative teaching approaches including context-based 
teaching methods, inquiry-based teaching methods and 
incorporation of innovation technologies in engineering and 
IT teaching have been adopted [11], [12]. In [13], Bennett et 
al. have completed a systematic review and have found that 
context-based teaching and incorporation of innovation 
technologies in teaching that worked effectively in developing 
positive attitude in students’ learning activities. 

Context-based approaches improve the learning materials 
and curriculum, then uses different context and applications of 
the theories in learning activities. Students learn how their 
learning outcomes can be applied in real life. Many 
researchers [14], [15], [16] have found that context-based 
approaches are useful and change students’ attitude positively 
in achieving learning outcomes. However, context-based 
approaches may vary from discipline to discipline and within 
a particular discipline the approaches may vary over time. For 
example, innovation in technology for IT is very fast. This fact 
significantly affects the industrial market and also changes the 
job criteria for the graduate.  Students need to be able to have 
a certain level of early experiences which should be achieved 
through their education in order to get into the job market. To 
achieve the learning outcomes and be up to date with the fast 
technological evolution, several factors need to be considered. 
Approaches to increase the positive attitude in learning 
activities and engage students into the activities is a possible 
direction of improvement in achieving hands on experience. 

It also has been observed that applications of innovative 
technologies [17], [18] in teaching approaches including 
computer simulation, multimedia applications, online as- 
assessment process and visualization techniques have led to 
more positive attitude which motive students to engage and 
provide them enjoyment during their learning session. For ITE 
discipline, the use of IT tools and techniques is obvious and 
most of the intuitions are applying these in their teaching 
activities. For IT students, these approaches appear to be 
standard practices and may not be much motivating factor. A 
more motivating approach will be an approach that can give 
students hands on experiences (HOE) in the engineering 
methods and techniques, tools software in IT which will be 
beneficial immediately after their graduation. In this research, 
a combination of the above two approaches will be used which 

combines context-based and incorporation of innovative 
technology in order to engage students, relearn knowledge 
from past and achieve better hands on experiences (HOE). The 
procedure will incorporate commercially popular 
tools/software in the learning activities for students’ 
engagement and will provide related learning resources. 
Improvement of learning material will be done progressively 
and its practice will be completed in practical classes. 

The rest of the paper is presented as following. Section II 
discusses the related work. Section III discusses proposed 
methodology (Materials and methods), data analysis and 
performance measures. Section IV presents the result of this 
study and last section discusses the conclusions of this study. 

II. RELATED WORK 

A. Sustainable Learning and Education (SLE) in the Current 

Literature 

To achieve sustainability from stakeholder perspective, 
educational institutions are moving towards more off-campus 
education [33]. Therefore sustainability in learning and 
education is a rapidly growing research area. Jay Hays, Hayo 
Reinders [34] proposed a detailed curriculum for SLE and 
identified the expected learning outcome. They also made a 
conclusion on the principles of sustainable learning. Mina 
Chiba [34] presented a detailed review of effective teaching 
methods for sustainable development and global citizenship. 
Asmat Ara Shaikh, Anuj Kumar et.al, [36] investigated 
application of artificial intelligence (AI) and its sustainable 
impact on online learning for off-campus classes. They find 
that AI is useful in automated identification of gap in learning. 
Fatma [37] proposed a discriminant analysis technique to 
predict teachers view towards sustainable education. Fatma 
[37] concluded that criteria for curricula evaluation and 
students centered teaching are the key factors that identify 
teachers’ dispositions for sustainable education. O. Polyakova 
and R. Galstyan-Sargsyan [38] studied tele-collaboration 
based sustainable education systems. They find that 
plurilingual competence can be developed in tele-
collaboration which helps sustainable university training. 
Alvyra Galkiene˙ et al [39] has investigated modeling of the 
sustainable educational on a group of vulnerable learners and 
they find that innovative technologies such as digital tools 
have a positive impact on vulnerable students for sustainable 
education. Existing literature has a gap to understand how a 
better HOE can be achieved towards sustainable learning. The 
problem of achieving high HOE gets more complicated for 
off-campus students. Many research studies and practices in 
engineering have been accomplished to address this issue. 
Considering the importance of HOE in higher education, 
many teaching approaches have been studied in different 
literature [1]-[10], [11]-[16], [19] including remotely operated 
laboratory for off-campus students, simulated laboratory for 
off-campus and on-campus students, and students’ placement 
and work integrated learning. 

B. Remotely Operated Laboratory for off-campus Students 

Mihaela M. Albu et al. [3]-[4] have shown a remote 
operation of power engineering instruments can be used for 
off-campus students. In these cases [3]-[4] the authors find 
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that if machines constraints are properly implemented such 
that students cannot do any mistake beyond the normal 
operating conditions, then the experimental environment can 
be set up successfully. However, this study has shown that the 
approach has limitations where students cannot have full 
experiences of field experiences in using the power 
instruments for abnormal situations. In a real life situation, 
power instruments can go to abnormal condition frequently. 

C. Simulated Laboratory for off-campus and on-campus 

Students 

In contrast to remote operated laboratory, simulated 
laboratory and simulations tools are very common approaches 
in IT and Engineering discipline. A simulated laboratory is an 
experimental environment which uses internet, information 
technology tools [5]-[6], programs and multimedia and 
networking facilities to simulate a real experimental 
environment. These approaches are used particularly in 
Engineering and IT discipline where instruments are very 
expensive or experiential processes are risky. For example, in 
IT discipline, conducting experiments for different types of 
targeted attack on a computer or a network, testing firewall 
vulnerabilities and cyber warfare in real environment is highly 
risky. Most classroom experiments use simulated network 
environment or a combination of simulated and real 
environment. Simulated tools are beneficial for off-campus 
education as well. A review [5] shows that simulations tools 
have many limitations. Many simulation tools [5] cannot 
facilitate performance analysis, available only for limited 
protocol, not fault- tolerant, inadequate Graphical User 
Interface (GUI) and have limited documentation which makes 
them difficult for off-campus education. A comprehensive 
study by Muhammad Azizur Rahman [5] on network 
simulation tools shows that these tools often can reach 
incorrect implementation solution due to lack of 
generalization and rigor. To overcome these and in order to 
provide HOE, a combination of real and simulation 
environment can be provided. Sushil K. Sharma et al [6] 
presented a case study on information security education 
hands on approach at Ball State University, USA for three 
courses where every course had 20-25 students. It is seen in 
this study [6] that students were highly engaged in the courses 
and participation in practical classes was maximum compared 
to other courses. This kind of real experimental environment 
provides students HOE and are fruitful for students’ 
engagement as students enjoy the classes and get excited 
which they cannot do using simulation tools at their home 
environment. However authors [6] did not mention about any 
result whether this approach was considered for off-campus 
students. Literature studies [5]-[6] show that one of the 
difficulties for many IT courses in IT discipline is many 
experiments require real environment including security and 
hardware related subjects which are difficult to offer for the 
off-campus students due to inability to support for practical 
classes. 

D. Students’ Placement and Work Integrated Learning 

Students’ placement and work integrated learning are also 
used to provide students with a real life experiences achieve 
HOE in engineering and IT discipline in many institutions. 
Work integrated learning (WIL) extends the formal university 

studies with a placement in work place before they graduate. 
WIL can be organized at the end of program or every year or 
in any particular course. Particularly in engineering and 
medical discipline [7]-[8] this is compulsory in most of the 
institution’s undergraduate programs. Statistical analysis and 
research [7]-[8] show that the approaches have been able to 
fill the gap of students’ understanding about the theory and its 
application in practical work. 

E. Gamification Approach of Engaging Students and HOE 

In many research studies [26]-[28] gamification has been 
used for educational process which was successful in engaging 
students that improved students’ motivation towards learning 
and assessment activities. Gamification process in teaching is 
defined as the transference of game design in teaching 
activities to increase students’ motivation in learning [28]. 
Often this process allows students to achieve an instant reward 
based on their progress in the classroom tasks [26]. In [28], 
the authors accomplished a study based on gamification with 
cohort of 97 students which demonstrated a positive impact on 
students’ attitude and achievement. Li Ding, Chan Min Kim et 
al [29] used a gamification approach in online discussion 
forum and developed a tool named ‘gEchoLu’ to investigate 
the effect of specific game in the tool for engagement. 
Flipping the class model is a popular approach of engaging 
students in learning activities. Jingying Wang et al. [25] used a 
combination of flipping model and innovative technology to 
engage students. They find that the combined method was 
successful in knowledge construction and improved the 
transfer of new knowledge. Curtis R. Henrie, Lisa R. 
Halverson, Charles R. Graham [30] provides a detailed review 
on student engagement using innovative technology. In this 
review [30], they mentioned the limitations and strengths of 
technology mediated teaching. They [30]] find that evaluation 
of technology-mediated teaching can provide meaningful 
student engagement data. In [30], it is observed that 
quantitative observational measures are effective at the 
activity level which disrupts comparatively less to the students 
in learning during data collection but expensive. 

F. Campus-Class-Technology (CCT) Theory in Engagement 

CCT theory was proposed by Selim Gunuc [31] who 
explained the relationship be- tween technology and student 
engagement.  CCT theory describes that the value given by the 
student in their university life is one of the important factors 
for which students have the sense of belonging to a university. 
Then CCT theory continues a cyclic path which states that 
academic achievement have influence on the value for which 
students have the sense of belonging to a university. CCT 
theory [31] shows that technology is the prime factor which 
contribute to the student engagement. In [32] Selim Gunuc 
tested CCT theory with path analysis which was conducted on 
332 teachers and students. It was observed that value of 
belonging positively impacted emotional engagement which 
predicted behavioral and cognitive engagement. It shows that 
the use of technology in class was an important factor in 
student engagement. Although different approaches have been 
adopted to engage students. In the literature, student 
engagement in the context of HOE was not revealed much. 
Therefore, achieving HOE for students still is a crucial 
research problem for institutions due to the dynamic job 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

308 | P a g e  

www.ijacsa.thesai.org 

market, changes in technologies and cost due to organize the 
tools/equipment for engaging students. Therefore, it is 
important to investigate more on student engagement and 
achieving HOE. 

III. MATERIALS AND METHODS 

Research [11]-[13] shows that students’ positive attitude 
and engagement affect largely not only in achieving HOE but 
also in accomplishing other theoretical learning activities. 
Therefore engagement has been active research keywords in 
teaching and learning domain for long time. Many approaches 
have been proposed including active learning [22], context-
based teaching method, inquiry-based teaching method [11]-
[13] , flipped classroom [20], incorporation of innovation 
technologies in science teaching have been proposed. Flipped 
class room allows the students to complete their homework in 
lecture class time and traditional class activities are 
accomplished at home [20]. In this case, students watch the 
lecture video, read the lecture notes and additional reading at 
home. This is a new instructional model and it is observed that 
this model helps students to be engaged in the class, 
particularly for lecture classes. A review of different flipped 
models has been presented in [21]. However, if there is a 
downward tendency in attendance in practical classes in the 
current setup, then flipped model may not be a good choice. In 
contrast, context-based teaching approaches introduces 
attractive learning materials in which learning activities are 
designed based on the application of the theories [14]-[16] 
with varying context and real life examples. Several research 
studies [17]-[18] show use of innovative technology including 
visualization, simulation model of real environment, has also 
been useful for positive attitude of students towards learning 
activities. Earlier studies [13]-[16] on students’ attitude shows 
that context-based teaching method and incorporation of 
innovation technologies in engineering teaching have been 
effective to gain positive attitude of students towards learning 
activities. This draws an attention for current studies to focus 
on these methods [14]-[16] since HOE is more related to 
context-based approach where learning context varies as 
technology changes. In addition, inclusion of innovative 
technology [17]-[18], [30]-[32] can attract students’ attitude 
which can be made available in the practical classes. Based on 
the literature review, a hybrid model has been proposed that 
combines the context-based teaching and incorporation of 
innovative technology. In this context, the proposed approach 
resembles the active learning approaches [22] in the practical 
classes where students accomplish meaningful real-life 
learning activities and can think about what they are doing. 
However, proposed approach not only considers the 
meaningful activities, but also considers innovative learning 
tools to engage students and at the end of practical learning 
sessions may provide higher level of HOE. 

A. Research Design and Procedure 

The proposed methodology incorporates attractive 
industry-aware content and tools/ software which will cover 
both traditional theories and industry practices in the lecture 
content of the course. Then those lecture contents are made 
related to context-oriented practical classes where students 
will have the activities related to contemporary industry 

practices. The assessments will also include the tasks based on 
the weekly practical classes. The procedure will incorporate 
innovative commercial software/tools in the learning activities 
for practical classes and will be made available for off-campus 
students. Context- based learning material will be delivered 
progressively on a weekly basis in both lecture and practical 
classes. 

B. Case Study and Data Analysis 

The proposed methodology considers the “Software 
engineering”– course as a testbed as the target discipline is 
engineering and IT. As part of the process, new context-based 
learning materials have been introduced from the beginning of 
the trimester in the lecture class in every week. The topics 
have been selected through the literature study and industry 
practices, based on author’s own industry experiences and 
through the consultation with industry experts. The industry 
consultation has been performed with a renowned software 
modeling expert in Sparx systems, Australia [24]. Participants 
are post-graduate students. 

C. Design of Lecture-practical Content and Assessment Tasks 

Summative assessment task is considered for main 
evaluation of students’ engagement and achievement of HOE. 
The course has two assignments and final examination. 
During each week, there is an ungraded formative assessment 
task. For comparison of the proposed methodology, the 
assessment tasks have been designed such that main objective 
of the tasks remain same as the previous year. However, the 
approach of solving the assessment tasks should be based on 
the new industry practices and context-based teaching. In 
every lecture, new contents have been added which are 
practiced in the industry. A typical assessment task is to 
prepare an analysis and design report to improve an existing 
web application by identifying new services (epics) where 
services should include dynamic content update, functional 
processing, and navigation and over all presentation of the 
existing web site. The whole analysis process should include 
modern agile scrum approaches, target is to prepare different 
artifacts such as personas, a product story map backlog, use 
UML profile [24] to prepare content and process class models, 
navigational and functional models and sprint backlog for the 
proposed services. An example of context-based material is 
given below: Students need to develop a process class model 
from the user-interaction scenario of a web application. 
Students need to keep in mind that the model should be 
useable later stage in the navigation design and 
implementation of the application. 

1) Engagement fact in the lecture material: How to 

integrate processes in the navigation when any user interaction 

requires the system to response to the users and; the processes 

should be visible or system’s internal processes. This 

integration requires students to think and find the processes by 

investigating the user interaction scenario for the web 

application. In every lecture, a number of context- based facts 

were included in order to engage the students For example, for 

the above topic, students were shown an example piece of 

code where the processes from their process model could be 

used and the way practically it is done using a real 
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programming environment. In this case, it has been shown to 

the students the relationship between a Java Server 

Programming (JSP) technique [42] and Java Bean (JB) 

instantiation [42] of process classes with their design process 

classes. These techniques (JSP and JB) [42] are very popular 

in the current industry practices and students will achieve 

industry standard HOE through the learning process. 

2) Context-based and innovative industry practice/ 

activities in the practical classes: In practical classes students 

had to use the most popular industry standard software 

engineering tool “Enterprise Architect (EA)” [24] to design 

the above models. For example, to relate the theory of lecture 

with practical, in the practical class, it also has been 

demonstrated how the code is generated from their design and 

relationship between design and generated code. That will 

give them ability to maintain the design and code in future. 

3) Design of assessment task: Assessment tasks were 

assigned group wise and were designed so that students must 

follow the industry standard tool using EA. An assignment 

group consists of two students. In the first assignment, 

students have been advised to use supplied commercial 

software engineering tool. In the second assignment, it was 

mandatory to use the provided tool (EA) [24]. In addition to 

this, the second assignment includes more tasks related to 

industry practices such as development of Unified Modeling 

Language (UML) profile [43] and use of the UML profile [43] 

in their design, development and integration of the data model 

in the navigational and functional design for a selected web 

application. An example in the assignment was related to the 

lecture content where students were asked to develop the 

analysis and design model of a web application. Students will 

complete different analyses including content, interaction, 

functional, configuration and relationship-navigation as part of 

the requirement analysis. Then students need to prepare 

different design models including content, navigation, 

functional, architecture, component and web application 

extension UML (WAE) model [44]. A part of the assignment 

task was to prepare the conventional analysis and design 

models and then integrate this with UML profiling [43]. A 

part of a sample design task is presented in Fig. 1, Fig. 2 and 

Fig. 3. 

 

Fig. 1. A Functional Architecture of a Safe Home Web Application. The Design has been Redeveloped using EA following the Source [23]. 
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Fig. 2. A WAE Model of a Safe Home Web Application. The Design has been redeveloped by using EA According to [23]. 

 

Fig. 3. A Part of a Typical UML that Student will Practice and Integrate in different Levels of their Web Application Analysis and Design. 

IV. RESULTS AND DISCUSSION 

A. Performance Measures 

1) Students’ engagement: An anonymous survey was 

conducted at week-6 of 11 week trimester and continued its 

participation till the end of trimester using CloudDeakin 

system which is an online teaching and learning system used 

by Deakin University. Different questions have been presented 

by asking whether the students were attracted and influenced 

in the practical and lecture classes through the delivery and 

teaching material. Students have also been asked whether they 

think the content will be helpful for them in finding a job. A 

sample question on assessing students’ engagement has been 

presented as below: “Have these industry related activities 

using EA attracted and engaged you in the course?” Student’s 

answer should be in four categories “High”, “Medium”, 

“Low” and “Not at all”. 

2) Importance of face to face contact: To justify the 

significance of face to face contact, survey questions were 

introduced whether students feel comfortable with face to face 

teaching in practical class. A sample question is presented 

here: “Do you think it would be difficult if you don’t come in 

practical class to learn the techniques of EA? (What is the 

level of difficulty?)” The answer should be: “Very difficult”, 

“Difficult”, “Easy” and “Very easy”. 

3) Learning achievement: This has been measured 

through the achieved marks of two assignments by the 

students and compared with earlier offer of the course. 

The survey results are automatically stored in the 
CloudDeakin and statistical analysis has been shown in the 
below Tables I to Table VII. 
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TABLE I. QUESTIONS RELATED TO THE MEASURE MENTIONED IN ITEM-1: UML PROFILE HAS BEEN PRESENTED IN THE MATERIAL. DO YOU THINK THAT IT 

WILL HELP YOU LATER? 

Answer Number of Participants Percentage 

True 19 95% 

false 1 5% 

TABLE II. QUESTIONS RELATED TO THE MEASURE MENTIONED IN ITEM-1: UML PROFILE IS EXTENSIVELY USED IN INDUSTRIES AND ORGANIZATIONS. 
DO YOU THINK IT CAN BE AN ADDITIONAL INDUSTRY SKILL THAT YOU LEARNT FROM THIS COURSE? 

Answer Number of Participants Percentage 

True 19 95% 

false 1 5% 

TABLE III. QUESTIONS RELATED TO THE MEASURE MENTIONED IN ITEM-1: IN THIS COURSE, ENTERPRISE ARCHITECT (EA) HAS BEEN INTRODUCED FIRST 

TIME. MANY NEW AND INDUSTRY STANDARD OBJECT ORIENTED DESIGN TECHNIQUE USING EA HAS BEEN ADDED AND DELIVERED. HAVE THESE 

INDUSTRY RELATED ACTIVITIES USING EA ATTRACTED AND ENGAGED YOU IN THE COURSE? 

Answer Number of Participants Percentage 

High 8 40% 

Medium 11 55% 

Low 0 0% 

Not at all 1 5% 

TABLE IV. QUESTIONS RELATED TO THE MEASURE MENTIONED IN ITEM-1: HOW DID YOU ENJOY THE DEMONSTRATION OF PRACTICAL TASKS INCLUDING 

THE VIDEO AND IN CLASS DEMONSTRATION? 

Answer Number of Participants Percentage 

Very well 11 55% 

Well 6 30% 

Less 3 15% 

TABLE V. QUESTIONS RELATED TO THE MEASURE MENTIONED IN ITEM-1: ARE YOU ENJOYING THIS COURSE SO FAR? 

Answer Number of Participants Percentage 

Very well 6 30% 

Well 11 55% 

Medium 1 5% 

Not much 2 10% 

TABLE VI. QUESTIONS RELATED TO THE MEASURE MENTIONED IN ITEM-2: DO YOU THINK IT WOULD BE DIFFICULT IF YOU DON’T COME IN PRACTICAL 

CLASS TO LEARN THE TECHNIQUES OF EA? (WHAT IS THE LEVEL OF DIFFICULTY?) 

Answer Number of Participants Percentage 

Very difficult 7 35% 

Difficult 13 65% 

Easy 0 0% 

Very easy 0 0% 

TABLE VII. QUESTIONS RELATED TO THE MEASURE MENTIONED IN ITEM-2: IF THIS COURSE IS OFFERED IN FULL ONLINE MODE IN WHICH THERE WILL 

BE NO PRACTICAL CLASS IN CAMPUS, DO YOU THINK IT WILL BE DIFFICULT FOR YOU? (WHAT IS THE LEVEL DIFFICULTY). GIVEN THAT SAME/CURRENT 

MATERIALS ARE PROVIDED BY ONLINE ONLY. (WHAT IS THE LEVEL OF DIFFICULTY?) 

Answer Number of Participants Percentage 

Very difficult 4 20% 

Difficult 11 55% 

Medium 5 25% 

Easy 0 0% 
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Fig. 4. Boxplot Comparison of Two Assessments’ Results for this Year and Previous Year. 

 

Fig. 5. Group Wise Marks for Two Assignments in this Year. 

The survey results clearly show that the proposed approach 
has been able to engage students with a positive response rate 
equal to 95% for measure-1 metric within the participants. In 
the questions measure-2 survey results show that most of the 
students will face difficulties if they don’t attend the practical 
class and fully online mode of the delivery will also be 
difficult for the students. To compare the performance of 
proposed approach for the measure-3, previous year’s 
assessment results of the same course have been compared 
with this year’s results. The students’ personal information has 
been de-identified for both cases and then statistical analysis 
has been prepared which is presented in Fig. 4. It is observed 
in the results in Fig. 4 that there is a consistent distribution of 
marks in first and third quartile of this year’s marks. In 
previous year, the boxplot for assignment-2 has very less gap 
between upper and lower extreme points with several outliers. 
In previous year, lower extreme of assignment-2 is also almost 
equal to the upper extreme point of assignment-2. This clearly 
shows an unbalanced distribution between the achievements. 
In contrast, this year boxplots of two assignments have similar 
patterns and wider extreme points. This shows a consistence 
and progressive achievement. 

Fig. 5 shows that the group-wise marks follow 
approximately similar pattern across all the group. While in 
assignment-2, achieved scores are lower than assignment-1, it 
still follows similar pattern. The reason of lower score in 
assignment-2 could be explained as the increased difficulty in 
assessment task-2 compared to assignment-1. 

V. CONCLUSIONS 

High graduate outcome rate (GOR) is one of the key 
objectives for a sustainable education system. Achieving a 
good GOR every year and continually outperform is not so 
easy. One of the key strategies in this pathway is to achieve 
sustainability in the learning itself. Equipping the learners 
with the environment and ways of deconstruction and 
reconstruction for relearning form past are the key factors to 
achieve high standard hands on experience (HOE) and thereby 
sustainability for learning. Among many hurdles to achieve 
the HOE, one of the most important challenges is to keep 
students proactively engaged in learning in a blended learning 
model with off-campus students. In this study, a combination 
of teaching strategies has been proposed including the context-
based teaching and incorporation of innovative technologies to 
achieve sustainability in the learning and education (SLE). A 
case study is accomplished where software engineering course 
was considered as a test bed to justify the performance of 
proposed approach. In the proposed approach, particularly, 
high standard industry focused teaching material and 
commercially popular software engineering tools have been 
introduced to keep the students engaged and being tuned in the 
course, thereby achieve more sustainability in learning. The 
statistical analysis of the results of the case study proves the 
significance of the proposed approach. However, there are 
limitations in the proposed approach which can be expanded 
in a future work. 100% engagement was not possible which 
can be achieved by applying minor assessment on a weekly 
basis or a milestone task-based minor assessment in the course 
and then comparing the learning outcome with the proposed 
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approach in this study. Other strategies such as a combination 
of flipped classroom model and innovative tools can also be 
investigated. 
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Abstract—In modern era, the most pressing issue facing 

modern society is protection against cyberattacks on networks. 

The frequency of cyber-attacks in the present world makes the 

problem of providing feasible security to the computer system 

from potential risks important and crucial. Network security 

cannot be effectively monitored and protected without the use of 

intrusion detection systems (IDSs). DLTs (Deep learning 

methods) and MLTs (machine learning techniques) are being 

employed in information security domains for effectively 

building IDSs. These IDSs are capable of automatically and 

timely identifying harmful attacks. IntruDTree (Intrusion 

Detection Tree), a security model based on MLTs that detects 

attacks effectively, is shown in the existing research effort. This 

model, however, suffers from an overfitting problem, which 

occurs when the learning method perfectly matches the training 

data but fails to generalize to new data. To address the issue, this 

study introduces the MIntruDTree-HDL (Modified IntruDTree 

with Hybrid Deep Learning) framework, which improves the 

performance and prediction of the IDSs. The MIntruDTree-HDL 

framework predicts and classifies harmful cyber assaults in the 

network using an M-IntruDtree (Modified IDS Tree) with 

CRNNs (convolution recurrent neural networks). To rank the 

key characteristics, first create a modified tree-based generalized 

IDSs M-IntruDTree. CNNs (convolution neural networks) then 

use convolution to collect local information, while the RNNs 

(recurrent neural networks) capture temporal features to 

increase IDS performance and prediction. This model is not only 

accurate in predicting unknown test scenarios, but it also results 

in reduced computational costs due to its dimensionality 

reductions. The efficacy of the suggested MIntruDTree-HDL 

schemes was benchmarked on cybersecurity datasets in terms of 

precisions, recalls, fscores, accuracies, and ROC. The simulation 

results show that the proposed MIntruDTree-HDL outperforms 

current IDS approaches, with a high rate of malicious attack 

detection accuracy. 

Keywords—Cybersecurity; IntruDTree model; convolution 

recurrent neural network (CRNN); MIntruDTree-HDL; deep 

learning 

I. INTRODUCTION 

The Internet is increasing being intertwined with social 
lives and revolutionising the way people learn or work, but is 
also getting exposed to serious security lapses [1] and 
identifying serious and new threats is a critical issue that must 
be addressed immediately. Cybersecurity is term used to 
represent technologies and processes designed to protect 
computers, networks, programmes from unknown attacks or 

unauthorised accesses or alterations or destructions of data. 
The term information security is also used interchangeably 
with cybersecurity where the former recognizes human 
functions in security processes while the latter adds extra 
dimensions in focusing on possible targets [2]. However, 
since, it focuses on ethical components of society it has 
important ramifications. Techniques need to protect data in all 
forms including its processing, transmissions physical/virtual 
storages in information technologies by setting up higher 
security levels achieved in adopting professional measures 
associated with security [3]. Cybersecurity is thus prevention 
measures from unwanted accesses, usage, disclosures, or 
modifications of data using computer systems or networks. 

Network security systems [4] are made up of two parts 
namely security systems and computers where Firewalls, 
antivirus software, and IDSs are all included in the overall 
picture. External and internal invasions are examples of 
security breaches. IDSs aid in the detection, determination, 
and identification of any illegal system activities executed by 
attackers [5]. Because of their ability to identify zero-day 
threats, they are enticing. Another benefit is that typical 
activity profiles can be customized based on the characteristics 
of systems or applications or networks which makes it 
difficult for attackers to execute operations unnoticed [6]. 
Additionally, the data that anomaly-based approaches identify 
(new assaults) may be leveraged to develop abuse detection 
signatures. Because previously undiscovered system actions 
might be classified as anomalies, the fundamental downside of 
these techniques is their generation of higher false alarms [7]. 
AIDSs (Anomaly based IDSs), on the other hand, evaluates 
network activities for trends, automatically construct data-
driven models that profile usual behaviours and detect 
deviations in case of irregularities. The primary advantage of 
AIDSs over signature based IDSs are their ability to trace 
previously undisclosed vulnerabilities or cyber-threats [8]. 
However, treating previously undetected system actions as 
anomalies may also produce higher false alarms where MLTs 
can be employed to handle these issues. 

Traditional MLTs fall into shallow learning groups as they 
do not adequately address attack classifications in real world 
network applications as they concentrate lesser on feature 
engineering or feature selections. Multi-classification attack 
detection tasks become less accurate as dataset sizes grow [9]. 
As a result, DLTs have lately been proposed as a way to 
improve the intelligence of IDSs, despite the lack of research 
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to compare such MLTs to publically available datasets [10]. 
These issues were the base motivation for this work which 
proposes a hybrid IDSs based on CNNs with evaluations of its 
efficacy [11]. 

The remainder of the research is structured as follows: The 
second section examines some of the most modern strategies 
for identifying cyber threats. The proposed technique is 
presented in Section III. Section IV summarises the findings 
and discusses them. The limitations are highlighted in 
Section V. The conclusion and future efforts are discussed in 
Section VI. 

II. RELATED WORK 

IDSs generally identify malicious activities on networks 
while monitoring them for analyzing or discovering security 
risks. Several cybersecurity studies have been conducted with 
the aim of identifying or preventing cyber-attacks or security 
breaches. This section details about studies related to 
strategies for avoiding cyber-attacks. 

Martnez Torres et al. [12] pioneered the use of MLTs in 
cybersecurity, defining several kinds of models based on (1) 
structures (network based/non-network based), (2) learning 
methods (supervised/unsupervised), and (3) complexities. 
Their descriptions were useful for further researchers on usage 
of MLTs in cybersecurity. Yin et al [13] proposed DLTs for 
IDSs where RNNs were used. The scheme called RNN-IDS 
showed that it was suited for building highly accurate 
classifications were in experimental results, and that their 
performances in binary/multi-class classifications surpassed 
performances of traditional MLTs. Kim et al. [14] also 
suggested DLT based IDSs which was tested on KDD Cup 
1999 datasets. The scheme used LSTMs (Long Short Term 
Memories) with RNNs to learn. The study’s results confirmed 
the success of DLT based IDSs in detecting malicious 
activities on networks. Al-Qatf et al [15] suggested IDSs 
based on STL (self-taught learning) frameworks and 
successful DLTs where the study’s suggested method learnt 
features and reduced dimensionalities for minimizing 
training/testing execution times while enhancing prediction 
accuracies of assaults by SVMs (support vector machines). 
The study’s suggested STL-IDSs technique improvised 
network IDSs while also introducing novel IDSs. 

Khan et al. [16] proposed a pattern recognition technique 
for anticipating Denial of service (DoS) assaults with a higher 
prediction level. The method through DoS attacks is detected. 
DoS attacks are extremely serious assault that puts an 
organization's IT resources at risk by flooding them with fake 
messages or numerous requests from unauthorised users. 
Lekha et al [17] offered a broad overview of DMTs (Data 
Mining techniques) and cyber crimes in banking applications. 
According to the study, K-Means clustering, Influenced 
Association Classifiers, and J48 Prediction Trees 
combinations enabled complete, integrated, and precise cyber 
crime predictions in the banking sector. Law enforcements 
need to be strong to combat and prevent terrorism. Mitchell et 
al [18] developed probabilistic models based on stochastic 
Petri nets to identify behaviour of malicious nodes in CPSs 
(cyber physical systems) and IDRSs (intrusion detection and 
response systems) and thus respond to these real time 

malicious events. Three different mechanisms for time-based 
IDSs were presented by Zimmer et al [19] where execution of 
illegitimate instructions in real-time CPSs were specifically 
identified using static timing analyses. Li et al [20] used 
CNNs with gated recurrent units for their suggested novel 
IDSs based on DLTs for industrial CPSs. The study used 
integrated learning in their architecture by allowing multiple 
industrial CPSs to work together and thus develop 
comprehensive new models of IDSs. Dutta et al. [21] 
established robust anomaly detections using semi-supervised 
MLTs that traced real time assaults. The proposed scheme 
applied DNNs (deep neural networks) using reconstruction 
errors for its detections. Their tests on the SWaT dataset show 
its efficacy by achieving AUC value of 0.9275 and better than 
other known anomaly detection algorithms. Sarker et al [22] 
introduced IntruDTree (Intrusion Detection Tree) security 
model based on MLTs that first examined the importance of 
security factors before constructing trees from fundamental 
features for generalizing IDSs. To evaluate performances of 
their resultant security models, the study compared findings of 
IntruDTrees with many classical MLTs including NBs (Naive 
Bayes), LRs (Logistic regressions), SVMs and KNNs (k-
nearest neighbours). 

IntruDTree did a reasonable job of detecting attempts at 
intrusion; but, it had issues with overfitting while it was 
learning, and it was unable to generalize what it had learnt so 
that it could apply it to new data. As a consequence of this, the 
goal of this effort is to improve classifier performances while 
at the same time recognizing cyber intrusions in real time. It 
increases the learning rates of IDSs, which in turn leads to an 
effective improvement in the performances and predictions of 
the system. 

III. PROPOSED METHODOLOGY 

MIntruDTree-HDL framework is suggested in this 
research work for predicting and classifying harmful 
cyberattacks in networks. The ranking of important features 
are done by constructing trees in IntruDTree framework. The 
performances of predictions are enhanced by CNN’s 
convolutions which gather local information, while RNNs 
acquire temporal aspects. On the completion of the tree from 
training data, tests are used to validate the suggested 
framework. The proposed framework reduces computational 
complexities by reducing feature dimensionalities resulting in 
minimizing over fits of data and thus lays the base for 
improved prediction accuracies of unknown test cases. The 
contributions of this study can be summarized as: 

• IDSs based on MLTs are presented emphasizing the 
importance of high dimensional security features. 

• Proposing IntruDTree framework for ranking of 
security features based on their importance and 
subsequently uses them to build generalized trees 
encompassing chosen features. 

• Increasing predictive performances of IDSs by using 
CNNs for collect local information and RNNs for 
capturing temporal features. 

• Testing the IntruDTree framework for evaluating its 
performances. 
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Fig. 1. The Suggested Methodology of this Research Work. 

The experiment results of the suggested IntruDTree 
framework shows that it outperforms prior schemes in its 
detection previously unseen test cases of cyber intrusions. 
Fig. 1 depicts the suggested methodology. 

A. Materials and Methods 

The suggested IntruDTree framework is presented where 
security datasets are processed using a multitude of steps. Raw 
data is pre-processed, feature’s relevance are assessed and 
ranked for building generalized trees. The stages of the 
proposed methodology are detailed below in this section. 

B. Exploring Security Dataset 

Security datasets contain collections of data records which 
include many securities related information that can be used 
for constructing data-driven IDSs for cyber security. 
Understanding raw cybersecurity data and security event 
patterns are critical for detecting malicious irregularities or 
behaviors [22]. This work used intrusion detection dataset 
from Kaggle (largest machine learning and data science 
community) with two types of classes namely normal and 
anomalous. The dataset had 41 features with 3 qualitative 
features (protocol type, service, f delay). The other features 
were quantitative. The dataset’s security aspects are listed in 
Table I. The dataset had 25,000 examples obtained from 
simulated military network intrusion settings where US Air 
Force local area networks were modelled including TCP/IP 
dumps of data from networks. Networks were in parallel to 
cyber environments and subjected to a wide range of cyber-
attacks or anomalies. 

Encoding of features: As previously detailed, dataset had 
both numeric and notional values of security issues. Though 
most features were numerically valued, nominally values also 
existed (protocol type, service, f delay along with classes 
[anomaly, normal]). All nominal values were translated into 

vectors for fitting them into MLTs where "Label Encoding" 
was used though most studies had used "One Hot Encoding". 
The values of tcp, udp, icmp, udp, icmp were label encoded 
for converting them into vectors. 

TABLE I. FEATURES AND THEIR DATA TYPES 

Feature name 
Value 

Type 
Feature Name 

Value 

Type 

dst_host_srv_count Integer Same_srv_rate Float 

flag 
Nomin

al 
dst_host_same_srv_rate Float 

srv_serror_rate Float dst_host_srv_serror_rate Float 

protocol_type Float count Integer 

dst_host_same_src_port_r

ate 

Nomin

al 
logged_in Integer 

error_rate Float 
dst_host_srv_diff_host_r

ate 
Float 

dst_host_srv_rerro_rate Float src_bytes Integer 

srv_rerror_rate Float service 
Nomin

al 

dst_host_count Float dst_host_rerror_rate Float 

srv_count Integer dst_host_diff_srv_rate Float 

serror_rate Integer wrpmg_fragment Integer 

srvdiff_host_rate Float num_compromised Integer 

hot Integer dst_bytes Integer 

duration Integer diff_srv_rate Float 

root_shell Integer is_guest_login Integer 

urgent Integer land Integer 

su_attempted Integer num_failed_logins Integer 

num_file_creation Integer num_root Integer 

num_access_files Integer num_shells Integer 

is_host_login Integer num_outbound_cmds Integer 

Table I displays unique data distributions of outlined 
security methods. This work prepared raw datasets from 
above-mentioned features for its proposed IDSs based on 
DLTs. Processes and ranks of security features were based on 
and targeted DLT requirements and data patterns were 
constructed for ensuring anomalies and intrusions could be 
traced by intelligent cyber security services. 

C. Preparation of Data from Raw Security Data: Data 

Preparations Include Encoding Feature and Scaling them 

According to Parameters of Intrusion Datasets 

Feature scaling: Data normalizations are also called feature 
scaling in data pre-processing. Security feature may have a 
range of values and need to be scaled or normalized to 
acceptable ranges. This study used Standard Scaler to equalize 
security characteristics with mean values of 0 and standard 
deviations of 1. Subsequently, these normalized values were 
further analyzed while building the security model. 

D. Determining Feature Importance and Ranking 

On completion of investigations and preparations, 
relevance scores of security features were obtained and ranked 
based on their importance and to choose critical features for 
future processing. Their values varied between 0 and 1 where 
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0 indicates that the model's output has no relation to the 
feature, whereas a value of 1 shows that the model's output 
has a direct relationship with the feature. Thus, the "purity" of 
attributes were determined. Gini Indices are well-known 
measures for assessing node's impurity in statistics and data 
mining that generally judge frequency of random elements. It 
is the probability of mistakenly categorizing a randomly 
selected element in a security dataset based on class 
distribution of the dataset. In binary splits, Gini Indices of 
nodes n can be expressed as 

𝐼𝐺(𝑛) = 1 − ∑ 𝑝𝑖
2𝑐

𝑖=1               (1) 

∆𝐼𝐺(𝑛𝑝) = 𝐼𝐺(𝑛𝑝) − 𝑝𝑙𝐼𝐺(𝑛𝑙) − 𝑝𝑟𝐼𝐺(𝑛𝑟)           (2) 

where pi is the likelihood of elements being categorized as 
belonging to certain security classes and pl and pr are 
percentages of examples in nodes np allocated to child nodes 
nl and nr, respectively. Hence, Gini impurity equations 
determine feature’s decreases of impurity. Greater ability of 
attributes to eliminate impurities improves its significance. 
Security features are sorted based on their computed 
importance and after evaluating the features, this work selects 
top n security features based on their relevance score values in 
order to develop effective tree-based security models by 
employing the n features selected. 

E. Design of M-IntruDTree (Modified IntruDTree) 

The chosen security characteristics are used to build trees 
for taking decisions by the intelligent data-driven IDS. In this 
model, all features of the dataset are not chosen instead only 
security features are chosen based on their relevance scores 
and ranks. A root is formed first, followed by the construction 
of connected branches of the tree in which the training dataset 
is divided into smaller sub-groups. This model properly 
matches the training data, however fails on generalizations of 
test data. Models memorizing training data noises tend to miss 
important patterns as over fits occur. DTs (Decision Trees) 
perform well on training data, but fail on unknown test data 
and hence to effectively over the issue of over fits, this study 
uses I-RLRs (Inductive Rule Learning Rates). Gini Indices are 
used to identify root node attribute in each level and gradually 
the tree is built with lower Gini values resulting in adding 
required counts of branches encompassing internal/leaf nodes 
with corresponding arcs or connecting edges. Labels on 
internal nodes are based on defined or selected security 
criteria while node’s leaves are labelled with security features 
which can be one of the two: anomaly or normal. Fig. 2 
displays multi-level trees with terminals or node’s leaves with 
defined labels. This work’s IntruDTree concentrates on 
achieving two main objectives which are reducing 
dimensionality of features based on their evaluated ranks or 
relevance and generating multiple-level trees from chosen 
critical features. Fig. 3 displays IntruDtree’s considered IDS 
features like f latency, services, durations, and logged in. 

• I-RERs (Inductive Re-substitution Error Rate): The 
fundamental idea underlying I-RERs is that instead of 
writing complete concept descriptions first and then 
trimming them, individual phrases are cut as soon as 
they are written which ensures the algorithm can 
eliminate training instances like trimming even before 

learning subsequent phrases and preventing these 
examples from influencing success of learning clauses. 
Algorithm 1 depicts pseudo-code of this approach. 
Traditionally current collection of training examples is 
separated into growths (generally 2/3) and pruned 
(typically 1/3). However, due to the growth of 
collections, only one line is learned. In greedy 
approaches, literals from phrases are removed till 
deletions which can diminish validity of sentences are 
maintained on pruning sets. These sets are then used to 
derive clauses where prediction accuracy of trimmed 
clauses fall below empty clauses (i.e., clause with body 
fail), clauses are removed from concept descriptions, 
and I-RERs return learnt clauses. As a result, accuracy 
of trimmed phrases on pruning sets also serve as 
stopping criteria. The asymptotic complexity of I-
RERs is O (n log2 n), where n is the size of the training 
set. The cost of adding one clause in RERs is O (n log 
n), since the cost of picking sentences is Θ(log n) 
literals. As a consequence, O(n) instances are tested 
against fixed sets of criteria. I-RERs consider cutting 
every literal in phrases. Resulting in evaluating (log n) 
literals on (n) samples in pruning sets at most O (log n) 
times until the last phrase is discovered. hence, 
eliminating one clause costs O (n log2 n). If I-RERs 
finish with identified constant sizes, the overall cost is 
also O. (n log2 n) which is far less expensive than 
creating over fits determined by (n2 log n) under the 
same assumptions. For efficiency of computing costs, 
nodes must contain few values. 

• R(t), re-substitution error rates at nodes (t) and done 
only once. 

• R(Tt), re-substitution error rates at branch emerging 
from nodes (t) can be modified since Tt varies on 
pruning. 

• |Tt|, leaf node counts on branches from nodes (t) and 
may change on pruning. 

To calculate re-substitution error rates R(t), data points in 
each class that arrive at node t are divided by the data point 
counts in each class that arrive at node t. Assuming the 
fraction of points in classes are utilized to build class priors, 
then R(t) can be computed. After pruning, both re-substitution 
error rates of branches coming out of node t and the leaf nodes 
counts on the branch coming out of node t fluctuate. These 
variables will need to be adjusted because the leaf nodes 
counts would have dropped after pruning. To be more 
specific, all values for branch's ancestor nodes must be 
changed where R(Tt) and |Tt| may be computed using a 
recursive process. 

Counts of leaf nodes in branches of nodes (t) are 
determined using bottom up sweeps of constructed trees. 
These leaf nodes counts are equal to the sum of counts of leaf 
nodes on the right child nodes and counts of leaf nodes on the 
left child nodes. The leaf node counts for child nodes are 
determined before determining the counts of parent nodes in 
bottom up sweep operations. The values of R(Tt) are also 
equal to the sum of two child node values of (t). These three 
values are the base for determining ratio g(t) and identifying 
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weakest connections. The new is the comparable ratio at the 
weakest connection α which guarantees that sequences of α 
are obtained in pruning are strictly increasing. When there are 
many weakest links, for example, if g_k (t _̅k )=g_k ((t') _̅k ), 
then define: 

T_(k+1)=T_k-T_(t _̅k )-T_(((t') _̅k ),)           (3) 

Branch nodes can be nested or share modes where pruning 
procedure resulting in sequence of nested sub-trees can be: 

T1>T2>T3>⋯>t1             (4) 

Algorithm 1 describes the general procedure for 
constructing an IntruDTree. Given a training intrusion dataset, 
DS = fX1, X2,..., Xmg, where m denotes the amount of the 
data. n-dimensional characteristics are used to represent each 
instance. The training data is also divided into various cyber-
attack classes. CA stands for fnormal and anomalyg. An 
IntruDTree, a rule-based classification tree connected with 
DS, is the result. Fig. 2 depicts single feature’s rules, when 
flag’s value is RSTR, it implies anomalous. Multi-aspect rules 
for flag values can be SF implies ftb service and duration 
value of four implies anomalous. By traversing the resulting 
IntruDTree, multiple rules for security can be retrieved based 
on which the final outcome would result in normal or 
abnormal. 

 

Fig. 2. M-IntruDTree Built from Features. 

F. Hybrid Deep Learning Model 

With a data processing architecture, hybrid deep learning 
focuses on tackling actual ID challenges. By combining a 
CNN and an RNN model, hybrid deep learning reduces these 
issues [23]. The main structure of the HDL that occurs here is 
the source of the experiment. Fig. 1 shows the suggested 
model in further detail. A CNN contains two main 
components, according to the HDL: I a feature extractor; and 
(ii) a classifier. Convolution and pooling layers are the two 
layers that make up the feature extractor. The feature map, 
which is the extracted result, is used as the input to the 
classification's second component. In this method, CNN gains 
a thorough understanding of the local characteristics. 
However, it has a flaw in that it ignores the temporal 
relationship between significant traits. After the CNN layers, 
recurrent layers were added to capture both spatial and 
temporal data more effectively. This method effectively 
handled the disappearing and inflating gradient difficulties, 
enhancing the capacity to record and learn from variable 
extent sequences and spatial and temporal correlations. In the 

HDL model, CNNs are hybridized as RNNs, and inputs are 
initially processed by CNNs, after which the outputs are 
relayed via recurrent layers to form sequences at time steps, 
allowing capture of both spatial and temporal characteristics. 
As with AIDS, the bulk of traffic is categorized based on its 
behavior, which should not be biased or conflicting with the 
IP address, hence the IP address characteristics were also 
eliminated. Training sets were utilized for training while 
validation sets were used for fast prototype evaluations while 
training and testing sets evaluated the final model. Moreover, 
it was noticed that the dataset had too many instances of 
typical network’s traffic, which can impact classifications the 
model. 

Algorithm 1. Pseudocode of MIntruDTree 

Data: Dataset: D = X1, X2, ..., Xm // Occurrences of Xi have features 

and CIs (cyber Intrusions) class information 

Result: MIntruDTree 

1 Procedure MIntruDTree (D, features_list, CIs); 

2 //generate feature significance scores 

3 𝑖𝑚𝑝𝑠𝑐𝑜𝑟𝑒 ←  𝑐𝑜𝑚𝑝𝑢𝑡𝑒 𝑠𝑐𝑜𝑟𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠_𝑙𝑖𝑠𝑡  

4 //Choose significant features  

5 imp_ features_list ← ChosenFeatures( features_list, 𝑖𝑚𝑝𝑠𝑐𝑜𝑟𝑒, n) 

6 TreeGens(D, imp_ features_list, CIs) 

7 N ← createNodes() //create tree’s root node 

8 if all instances in D belong to the same class of CIs then 

9 return N as leaf node labelled with class CI. 

10 end 

11 if imp_features_list is null then 

12 return N as leaf node labeled with majority class of D; // majority 

votes 

13 end 

14 identify features with highest precedence feature 𝐹 𝑠𝑝𝑙𝑖𝑡for 

dividing and assigning 𝐹 𝑠𝑝𝑙𝑖𝑡 to node N. 

15 for each feature’s value val ∈ 𝐹𝑠𝑝𝑙𝑖𝑡 do 

16 create subset 𝐷𝑠𝑢𝑏 of D with val. 

17 if 𝐷𝑠𝑢𝑏 ≠ ∅ then 

18 attach node returned by TreeGens(𝐷𝑠𝑢𝑏, {imp_ f eatures_list - 

𝐹 𝑠𝑝𝑙𝑖𝑡}, CIs)) to node N; 

19 end 

20 // Inductive re-substitution error rates 

21 calculate R(Tt) and |Tt|  

22 modify nested subtrees T1>T2>T3>⋯>t1 

23 attach leaves labeled with majority class of D to node N; 

24 end 

25 return N 

IV. RESULTS AND DISCUSSION 

The experimental outcomes of this work are briefly 
discussed and reported in this section. First, we'll set up our 
tests to assess the suggested MIntruDTree-HDL cyber security 
model, and then we'll talk about the outcomes. This project 
uses the KDD99 and CSE-CIC-DS2018 datasets and is written 
in Java. These datasets are chosen based on a range of 
characteristics, including the amount of samples, attributes, 
and classifications. To compute various performance 
measures, TPs (true positives), FPs (false positives), TNs (true 
negatives), and FNs (false negatives) are measured. Precision, 
defined as the proportion of relevant retrieved instances, was 
the original performance metric. The second performance 
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parameter was recall, which was defined as the percentage of 
relevant instances. Despite their usually contradicting 
character, the assessments of accuracy and recall are both 
critical in evaluating the efficiency of a prediction approach. 
As a result, these two measures may be combined with equal 
weights to form the F-measure, which is a single metric. The 
last performance criterion was the accuracy measure, which 
was defined as the fraction of correctly predicted occurrences 
compared to all anticipated instances. 

Precisions are defined as proportions of accurately 
identified positive observations against all predicted positive 
observations. 

Precision = TP/(TP+FP)             (5) 

The ratio of accurately detected positive observations to 
total observations are termed recalls. 

Recall = TP/(TP+FN)             (6) 

F-measures can be defined as weighted averages of 
Precisions and Recalls and hence they consider FPs and FNs. 

F1 Score = 2*(Recall * Precision) / (Recall + Precision)      (7) 

Accuracies are computed in terms of positives and 
negatives as shown below: 

Accuracy = (TP+TN)/(TP+TN+FP+FN)           (8) 

This work selected features that satisfies threshold values 
of t = 0.02 which resulted in the selection of 14 features based 
on importance scores of Table II. 

Fig. 3 illustrates precision comparison values between the 
proposed and existing method for detecting the cyber-attacks. 
Therefore, the results verify that the ranking the features using 
M-IntruDTree can be effective in extracting the given data. 
Thus the proposed model has the number of useful features 
does not affect the performance of the jointly learnt features 
transformation very much. From the given two dataset, 
KDD99 has high detection rate than the other CSE-CIC-DS 
dataset. 

TABLE II. KDD99 DATASET’S TOP RANKED FEATURES WITH THEIR 

IMPORTANCE SCORES 

Ranking Security Feature Name Importance Score 

01 src_bytes 0.258093 

02 dst_bytes 0.129825 

03 flag 0.073396 

04 dst_host_same_srv_rate 0.059504 

05 dst_host_srv_count 0.053630 

06 dst_host_diff_srv_rate 0.046281 

07 diff_srv_rate 0.041144 

08 count 0.040548 

09 same_srv_rate 0.036620 

10 protocol_type 0.31650 

11 dst_host_same_src_port_rate 0.025566 

12 service 0.023904 

13 serror_rate 0.023188 

14 logged_in 0.020901 

 

Fig. 3. Precision Comparison Results between the Proposed and Existing 

Method for Detecting the Cyber. 

 

Fig. 4. Comparative Recall Values of the Proposed and Existing Methods 

for Detecting Cyber Attacks. 

Fig. 4 illustrates recall comparisons between the proposed 
and existing method for detecting the cyber-attacks. Thus the 
results show that the proposed method gives the high recall 
results of 91% whereas the existing technique has less recall 
results such as IntruDTree method metric has 82%, and the 
RNN-IDSs method metric has 74% for KDD99 data. On the 
other hand, proposed method gives the high recall results of 
87% whereas the existing technique has less recall results such 
as IntruDTree method metric has 80%, and the RNN-IDSs 
method metric has 78% for CSE-CIC-DS. Fig. 5 depicts F-
measure comparative values of the proposed and existing 
methods for identifying cyber assaults. 

 

Fig. 5. F-measure Comparative Values of the Proposed and Existing 

Methods for Identifying Cyber Assaults. 
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The findings show that the suggested MIntruDTree 
outperforms existing attack detection strategies in terms of F-
measure values. 

 

Fig. 6. Comparative Accuracies of Proposed and Existing Methods in 

Detecting Cyber Attacks. 

Fig. 6 depicts the accuracy comparison findings between 
the proposed and current methods for detecting cyber assaults. 
In addition, the suggested method's average accuracy of 
classification rates (in per cent) is shown in comparison to 
other approaches employing IntruDTree and RNN-IDSs 
across ten separate runs. As the results show, the suggested 
technique has greater detection accuracies than previous 
methods in most circumstances. Furthermore, the rank of 
feature extraction algorithms is presented based on the 
detection accuracy attained for a specific dataset. The findings 
show that the suggested MIntruDTree-HDL approach ranked 
top when compared to other methods. 

V. LIMITATIONS 

IDSs also have certain limitations hence this work 
integrates two techniques for overcoming shortcomings of 
IDSs where the suggested method benefits by taking 
advantage of the used approaches. The MIntruDTree-HDL 
framework is presented to improve learning rates of IDSs and 
thus effectively enhance its performances and predictions. 

VI. CONCLUSION 

A modified IDSs tree (MIntruDTree) and a Hybrid Deep 
Learning (HDL) security model are discussed in this work 
where important security factors were first prioritized, and 
subsequently tree-based generalized IDSs were created based 
on the essential characteristics that were chosen. This was 
done to ensure that the security model was effective in terms 
of prediction accuracy for unknown test conditions, as well as 
efficient by reducing the computational cost of generating the 
future MIntruDTree-like model by processing fewer features. 
Following the CNN layers, we added recurrent layers to better 
capture both spatial and temporal data. We hoped to overcome 
the vanishing and growing gradient problems with our 
strategy, improving the ability to collect spatial and temporal 
correlations and learn effectively from them. The primary 
motivation for developing IDSs based on DLT categorization. 
The suggested IDSs aid in the reduction of computing 
complexity and improve the accuracy and DRs of IDSs. 
Known classification metrics were used to evaluate both 

traditional MLTs and DLTs (DRs, Accuracies, Precisions, 
Recalls, and F1-scores). The results of the simulations reveal 
that the proposed MIntruDTree with HDL may successfully 
calcify harmful attack events. In the KDD99 dataset, the total 
accuracy of normal and other forms of assaults is 
approximately 95.24 per cent, while in the CSE-CIC-IDS2018 
data, it's around 97.12 per cent. On the basis of the results of 
the simulation, we can conclude that it is possible to develop 
an effective security solution against harmful attacks by 
utilizing a MIntruDTree-based hybrid distributed ledger 
technology (DLT). This methodology is improved further to 
include additional deep learning methods and a feature 
extraction strategy if there are different identification 
problems in actual datasets currently being used. This is done 
in preparation for the possibility that these problems may 
exist. 
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Abstract—The rise in heart disease among the general 

population is alarming. This is because cardiovascular disease is 

the leading cause of death, and several studies have been 

conducted to assist cardiologists in identifying the primary cause 

of heart disease. The classification accuracy of single classifiers 

utilised in most recent studies to predict heart disease is quite 

low. The accuracy of classification can be enhanced by 

integrating the output of multiple classifiers in an ensemble 

technique. Even though they can deliver the best classification 

accuracy, the existing ensemble approaches that integrate all 

classifiers are quite resource-intensive. This study thus proposes 

a stacking ensemble that selects the optimal subset of classifiers 

to produce meta-classifiers. In addition, the research compares 

the effectiveness of several meta-classifiers to further enhance 

classification. There are ten types of algorithms, including logistic 

regression (LR), support vector classifier (SVC), random forest 

(RF), extra tree classifier (ETC), naïve bayes (NB), extreme 

gradient boosting (XGB), decision tree (DT), k-nearest neighbor 

(KNN), multilayer perceptron (MLP), and stochastic gradient 

descent (SGD) are used as a base classifier. The construction of 

the meta-classifier utilised three different algorithms consisting 

of LR, MLP, and SVC. The prediction results from the base 

classifier are then used as input for the stacking ensemble. The 

study demonstrates that using a stacking ensemble performs 

better than any other single algorithm in the base classifier. The 

meta-classifier of logistic regression yielded 90.16% results which 

is better than any base classifiers. In conclusion, we could assume 

that the ensemble stacking approach can be considered an 

additional means of achieving better accuracy and has improved 

the performance of the classification. 

Keywords—Heart disease prediction; ensemble stacking; multi 

classifier 

I. INTRODUCTION 

According to research published by the World Health 
Organization (WHO), heart disease has been one of the 
leading causes of death worldwide. It is estimated to have 
reached 17.5 million in 2012, 17.9 million in 2016, and 22.2 
million by 2030 [1]. Heart disease is very dangerous as it can 
be a silent killer to a patient. The individual must be alert to 
the main symptom of heart disease. The usual symptoms of 
heart disease risk factors include tobacco use, alcohol 
consumption, physical activity, fruit and vegetable 
consumption, hypertension, and obesity [2]. Providing high-
quality care at affordable rates is a significant problem for the 
healthcare industry, and accurate diagnoses are the hallmarks 
of high-quality care [3]. Data mining is an interdisciplinary 
subject of computer science and statistic whose overall 
objective is to extract information from a dataset and 
transform the data into a usable structure [3], [4]. 

Using magnetic resonance imaging (MRI) and CT 
angiography to diagnose heart disease is highly complex. The 
equipment is bulky and prohibitively expensive for most 
individuals [5]. This research proposes a technique that can 
reduce the time and effort required for a specialist to diagnose 
cardiac problems in patients. The study of how to build 
compelling multi-classifier ensembles has been one of the 
most studied, and in most cases, ensemble techniques perform 
better than single classifiers [6]. The approach presented in 
this paper uses the stacking ensemble method to enhance the 
accuracy of heart disease prediction. This method is used to 
improve the overall accuracy of predictions, as the 
combination of models provides a collaboratively general 
solid model [7]. 

The single classifier approach is used most of the time in 
heart disease prediction research. The accuracy of 
classification may be improved by combining the results of 
many different classifiers using a method known as ensemble 
classification. Despite having the best classification accuracy, 
current ensemble approaches that include all classifiers are 
very resource-intensive. In order to create meta-classifiers, the 
stacking ensemble utilized in this study finds the best subset of 
classifiers. The study also looks at how effective various meta-
classifiers are in improving classification. 

Section II of this paper presents a review of related 
literature. Section III covers the research methodology that 
intricates the details of datasets and machine learning 
techniques. The overall results of the experiment are then 
presented in Section IV. Finally, a conclusion is presented in 
Section V. 

II. LITERATURE REVIEW 

A. Data Mining 

Data mining is a cognitive method that identifies hidden 
approach patterns in massive datasets [8]. The effectiveness of 
data mining depends heavily on the method employed, and the 
feature is chosen since there are duplications and 
inconsistencies in healthcare industry medical datasets [9]. 
Data mining can be applied to improve disease risk 
assessment, intervention design, and monitoring of chronic 
conditions [10]. Hence, a reduction in patient admissions and 
insurance claims is possible. 

Data mining is seen as critical yet challenging work that 
must be completed precisely and efficiently, especially in the 
healthcare environment. Comparison of different types of 
classification in machine learning has the potential to provide 
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high classification accuracy. Prediction accuracy may vary 
depending on the learning technique used [11]. 

The classification, which is one type of data mining 
activity, is crucial since it has the ability to classify such as 
identify the two categories whether the patient diagnoses with 
heart disease or non-heart disease. Several usual symptoms 
can be linked to detect heart disease, but not all are accurate. 
On the other hand, machine learning, a subset of artificial 
intelligence, is widely used in renowned research and can be 
utilised in the healthcare industry to overcome this issue. In 
return, it can help an expert to detect the disease and suggest 
an appropriate action to be taken. 

B. Ensemble Method 

A single classifier, such as Neural Network or Decision 
Tree, has been widely used in heart disease classification, but 
the performance of such algorithms is still lacking and need to 
be improved. Meanwhile, compared to a single classifier, the 
accuracy of ensemble methods such as stacking is 
significantly greater. Ensemble method approaches frequently 
increase predictive performance and this is due to various 
factors. Overfitting avoidance, computational advantage, and 
representation are the main factors why the ensemble method 
is able to improve predictive performance [12], [13]. To 
distinguish the main factors of the ensemble method, the 
following description provides examples of both: 

1) Overfitting avoidance: Overfitting happens when the 

classifiers are tightly matched to the training data and thus 

lose the capacity to generalise to the test data. As a result, the 

performance of classification in the test set is inferior to the 

training set [14]. 

2) Computational advantage: Individual learners who 

undertake local searches may become mired in local 

optimality. By merging several learners, the ensemble method 

reduces the likelihood of achieving a local minimum [12]. 

3) Class imbalance: When there is a class imbalance in 

training data, learners will often overclassify the majority 

group because of its higher prior probability. Consequently, 

occurrences belonging to the minority group are more 

frequently misclassified than instances belonging to the 

majority group [15]. 

4) Curse of dimensionality: For high-dimension datasets, 

dimensionality reduction is performed prior to applying the 

algorithm in order to minimise the impacts of the curse of 

dimensionality. The more features of the dataset, the more 

challenges are produced for the algorithm used [16]. 

This study purposely proofs the concept of learning and 
making decisions is not new to humans. As a human, we 
employ this concept on a regular basis to make significant 
decisions, such as seeking advice from multiple experts or 
consulting with multiple physicians before undergoing major 
medical treatment [17]. 

C. Ensemble Stacking 

Boosting, bagging, and stacking are the three most 
prominent ensemble learning approaches in machine learning. 
Ensemble techniques have been utilised in the current study to 

improve heart disease prediction classification accuracy. 
When weak learners are combined with meta-learners in 
tandem, a more accurate prediction can be made. 

Stacking often accounts for a variety of weak learners [18]. 
Stacking architecture improves the accuracy of classification 
over a single classifier as it uses various ways to solve 
classification problems [19]. Stacking is a learning strategy 
that uses a meta-classifier to integrate the results of numerous 
basic classifiers learnt on the same dataset. Each algorithm has 
its own set of benefits and drawbacks. By merging the 
classifiers, the outcome may be enhanced. 

D. Classification Algorithm in Data Mining 

There are two main data mining approaches which are 
descriptive and predictive. These approaches uncover a hidden 
pattern in the vast data [20]. Classification can be categorised 
as supervised machine learning, in which we must train the 
data. Functional representations include decision trees, logistic 
regression, naïve bayes, extreme gradient boosting, k-nearest 
neighbor, extra tree classifier, multilayer perceptron, 
stochastic gradient classifier, random forest, and support 
vector machine. 

A health management system is often used inside the 
healthcare setting to keep track of the large amounts of data 
pertaining to patients and the treatment they get. Such 
knowledge is useful, particularly if we put it to use in real-
world situations. The majority of the medical database 
consists of discrete data. Thus, making decisions based on 
discrete facts becomes complex and difficult. Machine 
Learning which is a subset of data mining, handles large scale 
well-formatted datasets efficiently [21]. 

Numerous strategies for predicting heart disease are 
proposed, each of which employs a unique set of techniques 
and algorithms. Gaining great service at an affordable price 
remains the prime and challenging problem for healthcare 
organisations [22]. This study aims to help the specialist in the 
detection of heart disease in patients in the early stages. 

E. Data Mining in Heart Disease Prediction 

The use of data mining is an effort to meet the urgent need 
to extract relevant knowledge buried in clinical data, 
specifically to design a solution capable of predicting the 
presence or absence of heart disease using data mining [23]. In 
predicting heart disease, several data mining techniques such 
as regression, clustering, association rule, and classification 
algorithms consists of naïve bayes, decision tree, random 
forest, and k-nearest neighbor to categorise various heart 
disease [24]. 

According to [25], accuracy and receiver operating 
characteristics (ROC) are compared. The researcher obtained 
303 records with 14 sets of variables and divided the data into 
training and testing. ROC plot is the most used for evaluating 
classifier performance. It is based on specificity and 
sensitivity, which are specificity measures of the negative part, 
and sensitivity is based on the positive part. Four machine 
learning algorithms, consisting of logistic regression, random 
forest, stochastic gradient boosting and support vector 
machine, are tested for this research. As a result, a comparison 
between the accuracy and ROC of the model prediction shows 
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that logistic regression is the highest prediction, with an 
accuracy of 87.00%. 

The research by [26] used Gini index and prediction 
models. Neural network and Gini index are tested, and the 
results performed that Gini index results with the most 
remarkable precision. A decision tree is used to predict the 
accuracy and sensitivity of coronary illness. Voting methods 
are known to produce a more precise decision tree. The 
decision tree makes up of these critical elements, which are 
the decision hub and edge or branch. The decision hub 
determines the test features, while the edge or chapter 
compares to one of the possible quality esteems and denotes 
one of the property findings. The class to which the question 
belongs is contained in a leaf, also known as an answer hub. 

The author of the study [27] compared the classifier using 
principal component analysis (PCA) and without PCA. The 
authors experimented with five types of algorithms for the 
research. Decision tree, logistic regression, support vector 
machine, multilayer perceptron, and naïve bayes are tested. 
Logistic regression achieved the highest with 86.00% without 
PCA, and random forest achieved the highest with a PCA of 
84.00% accuracy. The following areas of interest have seen 
the most application of PCA, such as classification, data 
clustering, and dimension reduction. 

The study by [28] used a dataset from UCI and proposed 
four classifiers for the research. Naïve bayes, decision trees, 
support vector machines, and k-nearest neighbour are tested. 
According to the researcher, naïve bayes achieves the highest 
accuracy with 88.67%. Naïve bayes is a straightforward 
algorithm to implement. Asides, this algorithm also can be 
categorised as space efficient and fast to train. The author 
claims that knowledge discovery is essential to handling a 
large dataset for the identification of heart disease. Managing 
a massive dataset for heart disease detection and finding the 
relevant information to forecast a heart attack in its early 
stages based on patient indicators is challenging. 

In 2020, [29] analysed the detection of heart disease using 
these six algorithms: artificial neural network (ANN), logistic 
regression, k-nearest neighbour, support vector machine, 
decision tree, and naïve bayes. The researchers also stated the 
standard state-of-the-art features selection algorithms 
consisting of Relief, MRMR, LASSO, and Local-learning-
based-features selection (LLBFS) are used to select the 
features. The researcher also proposes fast conditional mutual 
information (FCMIM) features selection algorithms for feature 
selection. LOSO technique (Leave-one-subject-out) cross-
validation is applied to select the best hyper-parameter for the 
best model selection. The best accuracy achieved is SVM with 
the proposed feature selection algorithm (FCMIM) of 92.37%, 
which is very good compared to the previously proposed 
method. 

Based on the above discussion, there are two approaches to 
heart disease prediction: single classifier and meta-classifier. 
Most of the heart disease prediction research uses the single 
classifier approach. Existing ensemble methods that 
incorporate all classifiers are highly resource-intensive, 
notwithstanding their ability to provide the highest 
classification accuracy. This paper thus presents a stacking 

ensemble that picks the optimum subset of classifiers in order 
to generate meta-classifiers. In addition, the study examines 
the efficacy of many meta-classifiers to improve classification. 
The following section will describe our proposed stacking 
ensemble in detail. 

III. METHODOLOGY 

This study is based on the UCI dataset of people with 
cardiac disease. There are 303 records and 13 attributes in 
total, which are divided into training and test sets [33]. Table I 
explains the dataset features for the heart-disease patients. 

TABLE I. DESCRIPTION OF ATTRIBUTES DATASET FEATURES 

No Feature Name Type of data Data Description 

1 X1= age Numeric The age of the patients 

2 X2=sex Nominal Female, male 

3 X3= cp Nominal 

Chest pain type 

Value 0 = Typical angina 

Value 1 = Atypical angina 

Value 2 = non-anginal pain 

Value 3 = asymptomatic 

4 X4= trestbps Numeric Resting blood pressure 

5 X5 =Chol Numeric Serum cholesterol 

6 X6 = Fbs Nominal Fasting blood sugar 

7 X7=restecg Nominal Resting electrocardiographic 

8 X8=thalach Numeric Max heart rate 

9 X9 = exang Nominal Exercise-induced angina 

10 X10=oldpeak Nominal 
ST depression induced by exercise 

relative to the rest 

11 X11 =Slope Nominal The slope of peak exercise 

12 X12 =Ca Nominal Number of major vessels 

13 X13 = Thal Nominal The heart status 

14 Y = Target Nominal Diagnosis of heart disease 

A. Proposed Stacking Ensemble 

Fig. 1 is a framework on how our proposed meta-classifier 
is designed, and Table I explains the details of the dataset. The 
goal of the research is to choose the optimal subset of base 
classifiers for creating the meta-classifier. Further, the best 
combination of base classifiers and meta-classifiers is 
determined by comparing several meta-classifier learning 
algorithms. The proposed stacking model is described in more 
detail below: 

1) Split the data into training and test set. 

2) Develop base classifiers based on ten different learning 

algorithms. 

a) Train and test the base classifiers. 

b) Rank the base classifiers based on the accuracy of 

prediction performance. 

3) Develop meta-classifier based on three different 

learning algorithms. 

a) Select the optimum number of base classifiers (2, 4, 

5, 7 and 10). 

b) Test the performance of the meta-classifiers. 
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4) The final model of ensemble stacking is obtained from 

the combination of the optimum subset of base classifiers and 

the meta-classifier algorithm. 

From the UCI dataset, 13 attributes and ten base classifiers 
are utilised, as shown in Fig. 1. The output from the level-1 
base classifiers is then applied to the level-2 meta-classifier 
and followed by the selection of optimal subset of base 
classifiers. Finally the model is evaluated using three distinct 
meta-classifiers learning algorithms. 

B. Level-1 base Classifiers Construction 

The base model classifier is stimulated by certain training 
data and generates different predictions. The main stage of 
developing the ensemble technique is to populate the database 
with a group of base classifiers. As a result, each of the base 
models will produce its own set of predictions. Base classifiers 
for this research are created using ten different learning 
algorithms. Listed below are the selected algorithms: 

1) C1 = LogisticRegression() 

2) C2 = KNeighborsClassifier() 

3) C3 = DecisionTreeClassifier() 

4) C4 = RandomForestClassifier() 

5) C5 = GaussianNB() 

6) C6 = XGBoostClassifier() 

7) C7 = SVC () 

8) C8 = MLPClassifier () 

9) C9 = SGDClassifier() 

10) C10 = ExtraTreesClassifier() 

 

Fig. 1. Proposed Ensemble Stacking for Heart Disease Classification. 

C. Level-2 Meta-classifiers Construction 

Results obtained from the base classifier are then tested for 
the ensemble stacking method. Three different learning 
algorithms are tested with different subset of base classifiers. 
Meta-learning encompasses a wide range of activities, such as 
observing the performance of different machine learning 
models about learning tasks, learning from metadata, and 
performing a faster learning process for new tasks. A few 
learning algorithms' classification performances will be 
evaluated to select optimal meta-model classification. The 
selected learning algorithms are described below: 

1) Meta-Classifier using Logistic Regression () 

2) Meta-Classifier using Support Vector Machine () 

3) Meta-Classifier using Multi-Layer Perceptron () 

Based on their performance, the study has ranked the base 
classifiers. Five alternative subsets, including 2, 4, 5, 7, and 10 
classifiers, were examined using various combinations of the 
base classifiers. The subset of 5 classifiers is selected as input 
to the meta-classifier based on the experiments since it 
outperforms other combinations. There are three types of 
learning algorithms considered in this study. First, the meta-
model is based on Logistic Regression. The second is based 
on a Support Vector Machine classifier, and the third is based 
on a Multilayer Perceptron. The performance of each learning 
algorithm is compared using performance measurements, as 
discussed in the next section. 

D. Performance Measurement 

Performance measurement is crucial to data mining 
evaluation. Several indicators, including accuracy, precision, 
recall, and F1-score, are used to evaluate the prediction rate 
and determine the validity of the models [30]. In this research, 
accuracy is chosen compared to the area under the curve 
(AUC) because of the percentage obtained. Precision is an 
upbeat class in which the model is predicted correctly or 
correctly outputs supplied by the model. The following 
formula can be used to compute as below [31]: 

Precision = TP / (TP+FP)              (1) 

Recall must be high as possible and can be concluded as 
how the model is predicted correctly. Below is how it can be 
computed [31]: 

Recall = TP / (TP+FN)             (2) 

A model with low precision, high recall, or high precision, 
low recall is hard to compare. To solve the problem, F-score 
can be used. This score allows for assessing both recall and 
precision simultaneously. The following formula can be used 
to compute [32]: 

F-Measure = 2*Recall*Precision /(Recall+Precision)          (3) 

IV.  RESULTS AND DISCUSSION 

The accuracy of heart disease classification will be 
discussed in this chapter and the findings of a series of 
experiments undertaken to validate the classification accuracy 
performance. The outcomes of this study are compared and 
analysed depending on the algorithm used to test the 
performance of the proposed strategy. 
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The performance measures include receiver operating 
characteristic area under the curve (ROC AUC), precision, 
recall, and F1 measure. Table II shows the classification's 
average performance based on precision, accuracy, recall, 
AUC, and F1 measure. 

Table II shows the experimented results for base classifiers 
based on the accuracy, precision, recall, and F1-score. We 
have tested and compared ten base models' classifiers, logistic 
regression, random forest, k-nearest neighbour, decision tree, 
naïve bayes, support vector machine, extreme gradient 
boosting, multilayer perceptron, stochastic gradient descent, 
and extra tree classifier. The best model is MLP, with an 
accuracy of 88.52%, precision of 86.48%, recall of 94.11%, 
F1-score of 90.14%, and AUC of 87.79%. While when 
compared with the decision tree, the accuracy achieved is 
72.13%, which is the lowest amongst others, with the 
precision of 79.31%, recall of 67.64%, F1-score of 73.01%, 
and AUC of 72.71%. 

Table III shows that logistic regression, support vector 
classifier and multilayer perceptron are chosen as the meta-
classifiers. These three meta-classifiers are then experimented 
with using the subset of base-classifiers. The combination of 
the base classifier is in the group of two, four, five, seven, and 
ten classifiers. The formation of the subset is based on the 
accuracy performance of each of the base classifiers. The base 
classifiers are ranked according to their prediction 
performance. Logistic regression is recorded as the best 
algorithm, tested on a subset of five base classifiers with an 
accuracy of 90.16%. SVC and MLP achieved 83.60% and 
88.52% using the five classifiers. 

TABLE II. DETAILS OF PERFORMANCE MEASURE OF THE  

CLASSIFICATION FOR THE BASE MODEL 

Base 

Model 
Accuracy Precision Recall F1-score AUC 

Logistic 

Regressio

n 

85.24% 83.78% 91.17% 87.32% 84.47% 

Random 

Forest 
83.60% 85.29% 85.29% 85.29% 83.38% 

KNN 81.96% 82.85% 85.29% 84.05% 81.53% 

Decision 

Tree 
72.13% 79.31% 67.64% 73.01% 72.71% 

Naïve 

Bayes 
85.24% 83.78% 91.17% 87.32% 84.47% 

SVC 86.88% 84.21% 94.11% 88.88% 85.94% 

XGB 85.24% 85.71% 88.23% 86.95% 84.85% 

MLP 88.52% 86.48% 94.11% 90.14% 87.79% 

SGD 

Classifier 
83.60% 80.00% 94.11% 86.48% 82.24% 

Extra 

Tree 

Classifier 

86.88% 88.23% 88.23% 88.23% 86.71% 

TABLE III. SUMMARY OF META-MODEL ACCURACY USING A DIFFERENT 

SUBSET OF CLASSIFIERS 

     Meta-Model 

Classifiers 

Subset 

of 2  

Subset 

of 4  

Subset 

of 5  

Subset 

of 7  

Subset of 

10  

Logistic 

Regression 

86.88

% 
88.52% 90.16% 86.88% 83.60% 

SVC 
86.88

% 
85.24% 83.60% 83.60% 83.60% 

MLP 
86.88

% 
88.52% 88.52% 86.88% 86.88% 

Based on the experiment, the subset of two base 
classifiers, LR, SVC, and MLP achieved the same accuracy of 
86.88%. LR and MLP resulted in the same accuracy of 
88.52% using a subset of four classifiers, and SVC achieved 
85.24%. For a subset of seven classifiers, again, LR and MLP 
achieved the same accuracy of 86.88%, and SVC achieved 
83.60% of accuracy. This experiment also experimented using 
a subset of ten classifiers. The accuracy achieved for LR and 
SVC is 83.60%, and MLP attained an accuracy of 86.88%. 

As a result, the ensemble technique showed that the best 
accuracy was achieved utilising a subset of five classifiers 
using logistic regression as meta-model classifiers. The 
presumption is accurate when comparing LR to SVC and 
MLP. This study shows that both the utilisation of large 
subsets and a limited number of subsets is undesirable. 
According to the experiments, it's crucial to identify the best 
subset of base classifiers before building the meta-classifiers 
in ensemble stacking since doing so could enhance 
classification performance while also making efficient use of 
the available resources. 

V. CONCLUSION 

In conclusion, many people might prevent chronic heart 
disease attacks with early detection of heart disease. Most 
research uses a single classifier for prediction, yet the outcome 
is still unsatisfactory. While compared to utilising a single 
base classifier, the accuracy performance of heart disease in 
this research has improved when employing the meta-
classifier, such as stacking for the ensemble technique. 

Meta-classifier of the Logistic Regression algorithm and a 
combination of five subsets of base classifiers has achieved 
the highest accuracy compared to others, with 90.16% 
accuracy. The subset of base classifiers consists of support 
vector machine (SVM), multilayer perceptron (MLP), extra 
tree classifier (ETC), naïve bayes (NB) and extreme gradient 
boosting (XGB). This study can be proposed to the specialist 
for the future improvement of heart disease prediction and can 
be used for medical purposes. The use of ensemble methods 
such as stacking can enhance the prediction of accuracy. 
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Abstract—The classification of emails is one crucial part of 

the email filtering process, as emails have become one of the key 

methods of communication. The process for identifying safe or 

unsafe emails is complex due to the diversified use of the 

language. Nonetheless, most of the parallel research outcomes 

have demonstrated significant benchmarks in identifying email 

spam. However, the standard processes can only identify the 

emails as spam or ham. Henceforth, a detailed classification of 

the emails has not been achieved. Thus, this work proposes a 

novel method for the identification of the emails into various 

classes using the proposed deep clustering process with the help 

of the ranking of words into severity. The proposed work 

demonstrates nearly 99.4% accuracy in detecting and classifying 

the emails into a total of five classes. 

Keywords—BoW collection; web crawler; email text extraction; 

subsetting method; email class detection; ranking method 

I. INTRODUCTION 

The increase of email communication and people getting 
higher focus on the email-based communications have opened 
the door for hackers to target more and more people to be 
trapped using spam emails. 

Email spam prevention remains a difficulty due to 
attackers using novel ways that evade current spam filters, as 
noted by H. V. Bathala et al. [1]. An email filter that can 
detect zero-day attacks is essential. The standard approach 
offers a method that not only examines the email's body 
content but also the phishing URLs and spam pictures 
attached to it. Machine Learning techniques are used to 
categorise the emails, and a systematic procedure is provided 
to detect spams. The existing machine learning models are 
selected using the lazyPredict library. When tested with 
standard data sets, these smart filters are effective at detecting 
spam and guarding against zero-day threats. For URL 
phishing detection, the Stacking classifier performs better with 
an accuracy of 0.97. In contrast, the perceptron classifier, 
which has an accuracy of 0.97, is the best at spotting spam 
email. Other algorithms' results are also included. 

M. Hina and colleagues [2] stress the relevance of the 
detection procedure in their study since email has been used 
for a long time as a safe and trustworthy method for 
communication. Email's importance has grown because of the 
proliferation of quick and secure communication methods. 
Email management has become more difficult due to the 
tremendous growth of email data. Until now, emails have been 
categorised and sorted by sender, size, and date of origin. But 
there is a need to identify and categorise emails based on their 

content. There have been a variety of methods used in the past 
to classify emails as either spam or non-spam based on their 
content. A multi-label email categorization system is proposed 
in the standard approach. Forensic studies of huge email data 
have been suggested to use an efficient categorization system 
(e.g., a disc image of an email server). An investigator using 
this technique would have an advantage when looking into 
crimes using email. It was shown that Logistic Regression 
outperforms Naive Bayes, Stochastic Gradient Descent, 
Random Forest and Support Vector Machines in a comparison 
of machine learning algorithms. Using benchmark data sets, 
logistic regression was shown to be the most accurate, with a 
91.9 percent accuracy rate for bi-gram features. The similar 
recommendations can also be observed in the work by Naser 
et al. [21]. 

M. K. Islam et al. [3] have shown that email 
communication is crucial in many aspects of daily life, notably 
in the workplace. Spam email filtering is critical, especially 
considering its pervasiveness. Sending massive amounts of 
undesired communications through electronic means known as 
spam email, or junk email, constitutes this kind of spam. Due 
to hazardous frauds or malware hosting sites or viruses 
attached to the message, most spam emails are not only 
bothersome but also destructive. In standard measures, the 
researchers have uncovered the characteristics that set spam 
apart from other types of email. Including the pooled dataset, 
the researchers have used four machine learning models and 
two deep learning models. In addition, the researchers have 
searched the spam email collection for crucial terms that 
appear regularly. The researchers have may use this 
information to identify spam emails for the safety of the 
employees and the community. 

However, the standard mechanism for detection of the 
spam emails is highly influenced by the use or choice of 
languages. Hence, many of the standard emails with valid text 
and information are also often marked as spams causing 
confusions. Thus, this work decides to solve this problem with 
deeper classification of the email using proposed machine 
learning method. 

II. FOUNDATIONAL STRATEGY FOR EMAIL 

CLASSIFICATION 

After setting the context in the previous section of this 
work, in this section of the work, the foundational strategy for 
email classification is discussed. 
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Assuming that the total text or the collection of the email 
texts is LT[] and each email set is T[]. Thus, for n number of 
emails in the total collection can be formulated as, 

[] [0], [1], [2],...... [ ]LT T T T T n=             (1) 

Further, each and every email corpus is collection of 
sender details, receiver details, subject and the actual email 
text. This can be formulated as, 

[] ,Re , ,T Sender ceiver Subject Text=            (2) 

Furthermore, the set of words, which will decide the nature 
of the email, or popularly called bag or words, denoted as 
BOW[], also must be populated. Assuming the number of 
elements in BOW[] are m and each word is denoted as WX, 
thus, this can be formulated as, 

1 2[] , ,...... mBOW W W W=               (3) 

As per the foundational strategy, the frequency of any 
word from the BOW[] set must be cross checked in the in the 
email text and the frequency of the word must be recorded. 
This can be formulated as, 

{ [ ]{ }}
{ }

{ [ ]}

X
X

W T i Text
Fq W

T i




=            (4) 

Where, XW is the frequency calculated using the function 

Fq{} and  is the function for extracting the count of the 

searching word. 

Furthermore, the same frequency of the word, { }XFq W  , 

must be identified in all the text available in the dataset, that 
is, LT[]. 

This can be formulated as, 

{ []{ [ ]. }}
{ }

{ []}

X
X

W LT T i Text
Fq W

LT




 =            (5) 

During the final phase of the analysis, the document 
frequency is found to be higher than the dataset word 
frequency, then the email can be identified as spam or in case 
the document level frequency is less, then the email can be 
marked as ham. As, formulated below, 

[ ]{ | }: { } { }()X XT i True False Fq W Fq W            (6) 

Thus, this is the foundational process for identification of 
spam or ham in the email corpuses. 

This understanding of the foundational method will help in 
critically analyzing the recent research outcomes in the next 
section. 

III. PARALLEL RECENT RESEARCH OUTCOMES 

After having the foundational understanding of the 
traditional methods for detection of the spams, in this section 
of the work, the parallel recent research outcomes are 
discussed. 

Spam, according to a study by C. Bansal et al. [4], is the 
most talked about topic on the Internet today. When you 
transmit spam, it's simple for spammers to do so. Thousands 
of spam emails flood inboxes. Files, contacts, and other 
sensitive information are stolen from the devices by 
spammers. Even with the most cutting-edge equipment, it's 
still challenging. Here, the researchers have used a 
computerised neural network to demonstrate how the 
researchers have may invert the frequency of Term Frequency 
documents (TFIDF). The confusion matrix, accuracy, and 
precision are used to compare the outcomes. The researchers 
have noticed a propensity to utilise Kaggle data sets with a 
lower mix of spammy emails and actual emails to evaluate the 
applicability of ANN. TFIDF-based TFIDF ANN yields a 
positive return of 97.58%, according to the outputs. 

Email communication has become one of the most cost-
effective and efficient methods for official and corporate users 
because of the widespread availability of internet connections. 
Every day, hundreds of millions of spam emails are sent and 
received. Spam detection is necessary to safeguard the privacy 
of people or organisations. Handling large datasets in machine 
learning is time- and space-consuming in Spam detection. 
Features must be selected to exclude those that aren't 
significant to reduce the time and space complexity. The 
suggested aim in this work is to reduce the time complexity, 
the space complexity, and the accuracy of the feature selection 
approach. Both global and local optimization strategies are 
used in the proposed feature selection method, which 
combines the chi2 select best method with the Tree-based 
feature selection method. Four distinct classifiers are put to the 
test in a series of experiments. According to the results of S. 
Sharma et al. [5], the suggested concept performs well on 
precision, memory, and accuracy efficiency tests. 

According to A. Karim et al. [6,] an intelligent and 
automated anti-spam framework is required due to the 
explosive proliferation of spam email and the inherent 
destructive dynamic inside such assaults on a variety of social, 
personal, and commercial activities. A growing number of 
attacks, including virus propagation and identity theft, as well 
as sensitive data theft, monetary and reputational harm, are 
taking place. There are now several solutions that don't take 
into consideration the wide variety of features available in 
email. Artificial Intelligence, particularly unsupervised 
machine learning, is preferred approach. Unsupervised 
learning is being investigated in this study to see whether it 
can be used to group spam and ham emails. The researchers 
have wanted to create an unsupervised framework that relies 
only on unsupervised methods and a clustering strategy that 
use various techniques, principally the email body and the 
subject header, to do this. An entirely new binary dataset of 
22,000 spam and ham emails was used for the clustering 
(reduced from eleven to ten after the feature reduction). In this 
research, seven of the ten features were developed specifically 
to reflect important analytical email properties from several 
angles. With five algorithms tested, OPTICS provided the best 
clustering with a 0.26 percent greater average effectiveness 
than DBSCAN, its closest competitor. OPTICS and DBSCAN 
had a combined accuracy of 75.76 percent on average. 
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Spam e-mail has several detrimental effects, including 
increased communications overload and cybercrime, as shown 
by the study of S. A. A. Ghaleb et al. [7]. Spam email has 
become a key weapon for assaults such as cross-site scripting, 
malware infection, phishing, and cross-site request forgery, 
etc., which is the most dangerous feature of spam email. The 
effectiveness of earlier methods of discovery has been 
weakened by adaptive unsolicited spam. Using a series of six 
distinct forms of the extended Grasshopper Optimization 
Algorithm (EGOAs), this study presents a novel Spam 
Detection System (SDS) architecture, which is studied and 
integrated with a Multilayer Perceptron (MLP) for advanced 
spam email detection. Neural Network (NN) models are 
created as a result of combining MLP and EGOAs in this 
context (EGOAMLPs). In this study, EGOAs are used to train 
the MLP to distinguish between spam and non-spam emails. 
SpamBase, SpamAssassin, and the UK-2011 Webspam 
benchmark datasets are used to test these models. A kind of 
spam email is shown to be useful in identifying the models' 
efficacy. A comparison of the accuracy, detection rate, and 
false alarm rate for the EGOAs-trained MLP model indicated 
that it outperformed the other optimization strategies in this 
study. 

For business reasons, email is the most common way of 
official communication. Despite the popularity of alternative 
forms of communication, email continues to grow in 
popularity. Automated email management is critical in today's 
world, as the number of emails continues to rise. More than 
half of all emails are considered spam. This proves that spams 
are a waste of time and resources for email users, since they 
provide no relevant information. Understanding the various 
spam email categorization strategies and their mechanisms is 
essential for spammers to carry out their illicit actions through 
spam emails. The study primarily focuses on the machine 
learning methods used to classify spam. The research also 
includes a complete evaluation and analysis of research done 
on various machine learning methods and email properties 
utilised in various Machine Learning methodologies. Future 
scholars may find it interesting to know about the issues that 
M. RAZA et al. [8] describe in their work on spam 
categorization. 

Every day, new technologies and tools are created and 
made available to the public. Every day, new software and 
websites are being developed because of technological 
advancements. As the quantity of software products grows, so 
does the number of people who use them. As R. Al-Haddad et 
al. [9] point out, hackers and bad persons will take advantage 
of this opportunity to commit fraud, hack, or fool, particularly 
nave users. Email has long been the preferred method of 
communication in a variety of settings, including academia, 
business, and the arts. Because so many businesses depend on 
email to communicate with consumers and with other 
businesses, fraudsters and phishers devote more time and 
resources to sending fraudulent emails. As spam and scam 
emails grow increasingly common, hackers are constantly 
tweaking their emails to make them seem more authentic. In 
this study, four machine learning algorithms are used to 
distinguish between real and fraudulent emails. The studies 
make use of classifiers such as Decision Tree, Random Forest, 

Nave Bayes, and Support Vector Machine. A fresh collection 
of 11926 emails, 5183 of which are classified as spam and the 
remainder as regular (ham) emails, is used to test these 
classification techniques. The findings reveal that SVM 
performs best when the attained accuracy is more than 98%. 

Many organisations and people have found it more 
convenient to communicate through e-mail. Spammers use 
this technique to send unsolicited emails to make money, as 
shown by the study of S. Gibson et al. [10]. Machine learning 
algorithms that are improved using bio-inspired 
methodologies will be shown in this article to identify spam 
emails. A literature study is conducted to investigate the most 
effective strategies for analysing various datasets to get high-
quality findings. On seven separate email datasets, along with 
feature extraction and pre-processing, substantial research was 
done to develop machine learning models utilising Nave 
Bayes, Support Vector Machine, Random Forest, Decision 
Tree and Multi-Layer Perceptron. Particle Swarm 
Optimization (PSO) and Genetic Algorithm (GA) were used to 
improve the classifiers' performance. Overall, Naive Bayes 
plus Genetic Algorithm outperformed all other methods. 
Various machine learning and bio-inspired models are also 
compared to determine which is the most appropriate model. 

I. Saha et al. [11] recently shown that under the COVID-19 
pandemic, individuals are obliged to adopt a 'work from home' 
strategy. Nowadays, the Internet serves as an excellent 
medium for social contact. People's utter reliance on digital 
platforms puts them up to scammers. It is illegal to employ 
phishing to get the login credentials of other people on 
websites like online banking, internet business, e-commerce 
and even online classrooms and digital markets. Phishers 
create bogus websites that seem just like the real thing and 
then send out spam emails to entice unsuspecting victims. 
When a spam recipient clicks on a link to one of the bogus 
websites, the phishing scammers steal the user's login 
credentials. Researchers have developed a wide range of 
techniques, including blacklists, whitelists, and antivirus 
software, to identify phishing websites. Defending against 
cyberattacks is a never-ending challenge for attackers. 
Phishing websites may now be detected using a data-driven 
methodology that employs deep learning. Phishing websites 
are predicted using a feed-forward neural network known as a 
multilayer perceptron. The data was gathered from Kaggle and 
consists of 10,000 websites worth of data. There is a total of 
10 of them. Accuracy rates for training and testing of the 
proposed model are 95 percent and 93 percent, respectively. 

The rapid rise in the number of internet users has resulted 
in an increase in email spam, as N. Kumar et al. [12] report. 
Illegal and unethical practises, such as phishing and fraud, are 
taking advantage of them. Sending spam emails with 
dangerous links is a certain way to bring down your system 
and get your data. Spammers may easily set up a bogus profile 
and email account, and they target those who aren't aware of 
the scams. There is a pressing need to identify spam mails that 
are fraudulent, and this project will do so using machine 
learning techniques. The work will discuss machine learning 
algorithms and apply each algorithm to data sets, and then the 
best algorithm for email spam detection with the best 
precision and accuracy will be selected. 
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Spam emails are becoming more widely used in criminal 
operations such as identity theft, virus propagation, financial 
loss, and harm to a company's image, among other things, as 
their effectiveness and diversity expand. These unlawful 
activities put the privacy of countless individuals and 
organisations at risk. Numerous studies have attempted to 
resolve the problem, but none have been successful. The 
researchers have felt an intelligent and automated approach is 
the best strategy for dealing with the problems at hand. There 
have been just a few research on the use of entirely 
unsupervised frameworks and algorithms to solve the 
challenge to far. The researchers have plan to provide an anti-
spam framework that depends entirely on unsupervised 
techniques using a multi-algorithm clustering approach to 
study and examine the possibilities. The first component of the 
system is examined in detail in this article, focusing on the 
domain and header information provided in email headers. In 
this work, a new way of feature reduction employing an 
ensemble of 'unsupervised' feature selection algorithms was 
also explored. It was necessary to employ a dataset of 100,000 
unique spam and junk email records as the data source. The 
following are some of the most important findings: I) Of the 
six clustering algorithms employed, Spectral and K-means 
performed well, but OPTICS predicted the best clustering with 
an average of 3.5% greater efficiency than Spectral and K-
means, which were confirmed by a variety of validation 
techniques. Second, the performance of BIRCH, HDBSCAN, 
and K-modes was insufficient. As shown in the work of A. 
Karim et al. [13], the suggested feature reduction framework 
fulfilled its target with great confidence, and the average 
balanced accuracy for the optimal three techniques is 94.91 
percent. 

Phishing e-mails, commonly known as spam, including 
spear phishing or spam-borne malware have become an 
increasingly significant issue in recent years, prompting the 
development of effective, intelligent anti-spam email filters, 
according to A. Karim et al. [14]. For the identification of 
clever spam emails, the researchers have thought this survey 
study on artificial intelligence and machine learning may 
assist design effective countermeasures. Four components of 
the email's structure that may be exploited for intelligent 
analysis were explored in the work: There are MTAs (Mail 
Transfer Agents) in the heads of emails that offer information 
about the email's origin, destination, and the number of 
reroutes it has made along the way. In the SMTP Envelope, 
the originating source and destination domains and users' 
identifications are included. (C) The first component of SMTP 
Data, which includes information such as the sender, recipient, 
date, and topic. (D) The email body and any attachments are 
included in this section of the SMTP data. Publications 
describing each approach were selected, reviewed, and 
summarised based on the number of relevant papers. The work 
reveals interesting results, difficulties, and research issues. 
Research on theoretical and empirical aspects of intelligent 
spam email identification is now possible thanks to this 
extensive survey. 

There is a lot of evidence, according to M. Gupta et al. 
[15], that the usage of Short Message Service (SMS) on 
mobile phones has expanded to such an extent that the devices 

are occasionally inundated with spam SMS. Additionally, 
spam communications might cause a user to lose confidential 
information. Spam emails may be effectively filtered using a 
variety of content-based machine learning algorithms. Text 
messages may be classified as either spam or ham based on 
certain stylistic characteristics. Text message spam detection 
may be considerably affected by the inclusion of well-known 
terms, phrases, and acronyms. Based on their accuracy, 
precision, recall, and CAP Curve, the study compares several 
classification approaches on various datasets gathered from 
prior research. Traditional machine learning approaches have 
been compared to deep learning methods. 

Email is the most favoured means of transferring 
information over the Internet. Detecting spam is one of the 
most daunting tasks for email users. Detection and filtering 
methods may help with this. Support Vector Machine (SVM) 
methods may play a critical role in spam identification. Using 
the KFCM technique, the researchers have suggested the 
usage of a weighted SVM for spam detection. Various classes 
have different weights, which is reflected in the weight 
variables. The increase in weight value reduces the amount of 
email that is incorrectly classified. In accordance with 
Vishagini et al., the researchers have assessed the effect of 
spam detection using SVM, WSVM with KPCM, and WSVM 
with KFCM. [16]. 

Hacking and malicious email communications are 
becoming more severe security issues, according to S. 
Chawathe et al. [17]. Detection of malicious email by 
automated or semi-automatic means is a critical weapon in the 
fight against such email threats. For this aim, the work reports 
use fuzzy rules to categorise email. Using a real dataset, 
researchers test the performance of a classifier based on fuzzy 
rules against that of classifiers using crisp rules and decision 
trees. The usability and editability of the classifiers generated 
by these approaches are also examined. 

If you've ever received an e-mail that you didn't want, 
you've received spam. Spam email filters are becoming more 
and more necessary for email users because of the ever-
increasing number of spam emails they must deal with. With 
ever-increasing email volumes, spam classifiers are becoming 
more ill-equipped to manage them and to identify and detect 
new spam emails with high performance. It's difficult to 
classify spam because of the large number of characteristics. 
An essential part of keyword content categorization is 
selecting features that are among the most common and 
successful approaches for reducing feature complexity. As a 
result, any unnecessary or redundant features that would slow 
down the system will be removed. Meta-heuristic optimization 
is the process of selecting the best answer from a set of 
feasible alternatives while keeping in mind the study's primary 
goal: performance. Other issues include a lack of clarity in 
regard to the impact of optimization feature selection on prior 
work's prominent classifier algorithms, such as K-nearest 
Neighbor, Nave Bayesian, and Support Vector Machine. So, 
the goal of this study is to increase feature selection accuracy 
by using a hybrid Water Cycle and Simulated Annealing 
approach to optimise findings and assess the suggested Spam 
Detection method. For this study, the researchers followed a 
five-step approach to conducting their research. The suggested 
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spam categorization was put to the test using cross-validation 
on seven different datasets. Meta-heuristic water cycle feature 
selection (WCFS) was used as a feature selection method in 
conjunction with Simulated Annealing, as shown by the 
findings. The hybridization interleaved hybridization 
surpassed other feature selection algorithms, such as Harmony 
Search, Genetic Algorithm, and Particle Swarm, with an 
accuracy of 96.3 percent. On the other hand, the SVM 
outperformed other classifier algorithms with an f-
measurement of 96.3 percent. As indicated by G. Al-
Rawashdeh et al. [18], the number of features using 
interleaved water cycles and Simulated Annealing has lowered 
by more than half. 

In both personal and professional settings, email is a go-to 
method for exchanging information. Even though electronic 
communications, mobile apps, and social networks have 
become more common, e-mails have remained a vital form of 
communication. There are several reasons why automated 
email management is necessary, including spam classification, 
phishing classification, and multifilter categorization, among 
others, as the number of vital e-mails grows. All articles on 
email classification from 2006 to 2016 were analysed using 
the methodological decision analysis in five areas, including 
e-mail classification application areas, data sets used for each 
area of classification, feature space used for each application 
area, and e-mail classification techniques and performance 
measures [19]. 

According to research by W. Z. Khan et al. [20], the issue 
of email spam has expanded dramatically in the last several 
years. It's not only a hassle for users; individuals who fall prey 
to scammers and other assaults suffer as well. Due to the 
increasing complexity of email spamming methods, which are 
moving from classic spamming (direct spamming) to more 
scalable, elusive, and indirect botnets for spreading email 
spam messages, spamming tactics are becoming more and 
more complicated. Spamming botnets employ a variety of 
sources and architectures to churn out enormous amounts of 
spam through email. There are thorough chronicles of 
spambots, which meticulously document the sequence of 
events and significant developments in these spambot 
networks' evolution. It also seeks to provide a complete 
review of the various email spamming botnet detection 
strategies that have been presented in the literature. According 
to both their nature and technique of detection, as well as a 
thorough comparison between their strengths and weaknesses, 
the researchers have sought to classify them. In addition, the 
researchers have provided an in-depth look at the effectiveness 
of various methods. Finally, the researchers have look at the 
future trends and problems in identifying email spamming 
botnets. 

Clearly the global increase of the attacks as showcased in 
the work by Naser at al. [22] is demanding this research. 

Henceforth, in the next section of the work, the persistent 
bottlenecks of the parallel research outcomes are formulated. 

IV. PROBLEM FORMULATION 

After realizing the recent improvements over the standard 
methods for identification of the email types and classifying 

the emails into spam or ham emails, in this section of the 
work, the persistent research problems are identified and 
discussed in this section of the work. 

Firstly, the during the classification of the emails, the 
emails are either classified as ham, that is safe email or spam, 
that is unsafe emails. However, the resent research outcomes 
demonstrate that, identification of the email sub classifications 
are also important for deploying the current email filters. 

According to the Eq. 6, the emails are only been classified 
as spam or ham. Thus, this problem must be addressed. 

Secondly, considering the time complexity of the process, 
the deployment of such email filtering frameworks is highly 
complex. 

Assuming that the total time complexity of the existing 
process is T. This can be formulated in the light of Eq. 1 and 3 
as, 

. * .T n n m m=               (7) 

Thus, this can be re-written as, 

2 2*T n m=                (8) 

Assuming that, n ≈ m, T can be considered to be as, 

4( ) ( )T n O n=                (9) 

Clearly, this is significantly high and for a large BOW[] 
set, the complexity can be astronomical. 

Hence, this problem must also be solved. 

The solutions to these two problems are proposed in the 
next section of this work. 

V. PROPOSED SOLUTION: MATHEMATICAL MODELS 

After the detailed analysis of the parallel recent research 
progress and analysis of the persistent problems in the 
research, in this section, the proposed strategy is furnished 
using the mathematical models. 

In the light of the Eq. 3, the BOW[] set is expected to 
contain multiple words, which are expected to contain all the 
words pertaining towards the suspected emails. It is 
convenient to convert the BOW[] set into a ranked sets, where 
the words are ranked in highest to lowest in terms of more 
risky to less risky. Thus, this can be formulated as: 

[] { [], []}R BOW BOW R− =             (1) 

Where R[] is the associated rank set and R-BOW[] is the 
total set with words and the associated ranks. 

Further, the threshold for each word in the BOW[] set 
must be calculated and the rank associated set, R-TH[x] must 
be formulated as: 
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Again, the global ranks, RG-TH[x] for each word must be 
calculated for the total dataset as: 
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          (12) 

Finally, the emails must be classified in terms of various 
classes as, 

[ ]{ }: []:: []T i class R TH RG TH− −          (13) 

Henceforth, it is natural to realize that, due to inclusion of 
the ranks for detecting the class of the email, the proposed 
method does not only reduce the time complexity to O(n2), 
rather also provides deeper classifications of the emails. 

Further, based on the proposed mathematical models, in 
the next section of the work, the proposed algorithm is 
furnished. 

VI. PROPOSED ALGORITHMS 

After the detailed analysis of the proposed strategy in the 
previous section of this work, in this section the proposed 
algorithms are furnished. 

Firstly, the BoW Collection Process using Web Crawler 
algorithms is furnished. 

Algorithm - I: BoW Collection Process using Web Crawler 
(BCP-WC) Algorithm 

Input:  

U[] as set of URLs for crawling 

Output:  

BOW[] set as Bag or Words 

Process:  

Step - 1. For each element in the U[] list as U[i] 

a. Extract the list of words from the U[i] as W[j] 

b. If W[j] is noted as negative word 

c. Then, BOW[k]=W[j] 

d. Else, Continue 

Step - 2. Return BOW[] 

Even the most powerful search engines are only able to 
cover a small amount of the Internet's publicly accessible 
content. An investigation in 2009 found that even the most 
well-known search engines only index 40 to 70 percent of the 
searchable Web. A 1999 research by Steve Lawrence and Lee 
Giles found that no search engine had indexed more than 16% 
of the Internet at the time. Considering that a crawler gets just 
a small portion of the web pages, it's critical that the sites it 
downloads include the most relevant content. 

Web pages must be prioritised based on a metric of 
importance. A page's significance can be gauged by a variety 
of factors, including the quality of its content, the number of 
links pointing to it, and even the URL itself (the latter is the 
case of vertical search engines restricted to a single top-level 

domain, or search engines restricted to a fixed Web site). As 
the whole set of Web sites cannot be known during crawling, 
creating an effective selection policy is made more complex. 

Crawling scheduling policies were initially studied by 
Junghoo Cho and colleagues. They used a 180,000-page crawl 
from the stanford.edu domain and a variety of crawling 
algorithms to generate their data. To see which measures 
ranked highest in terms of breadth, backlink count, and partial 
PageRank, researchers used a variety of techniques. 
According to one of the findings, the best technique for 
crawlers looking to download pages with high Pagerank early 
in the crawling process is the partial Pagerank strategy. 
However, these findings only apply to a single field of study. 
Cho also completed a PhD in web crawling at Stanford 
University. 

Secondly, the Email Text Extraction using Subsetting 
Method algorithm is furnished. 

Algorithm - II: Email Text Extraction using Subsetting Method 
(ETE-SM) Algorithm 

Input:  

LT[] set as collection of emails 

Output:  

T[] set as collection of texts from all emails 

Process:  

Step - 1. For each element in the LT[] set as LT[i] 

a. Separate LT[i] into subsets using tags  

b. If LT[i].tag == body 

c. Then, T[j] = LT[i].Text 

Step - 2. Return T[] 

Spammer infections may have a feature that looks for 
email addresses on the computer's hard drive and/or network 
connections. These scanners unearth email addresses that have 
never been made public online or in Whois. Mail traffic 
destined for other computers on the shared network segment 
can be intercepted by a hacked machine on that segment. The 
spammer receives the harvested addresses back through the 
virus-created bot-net. Additionally, the addresses may be 
supplemented with additional data and then cross-referenced 
in order to obtain financial and personal information about the 
individuals. 

As part of the "e-pending" method of direct-marketing 
database appending, email addresses are added. Prospect lists 
are typically obtained by direct marketers from a variety of 
sources, including subscriptions to magazines and customer 
lists. Direct marketers can send targeted spam email by 
scanning the Internet and other resources for email addresses 
that match the names and street addresses in their database. As 
with most spammer "targeting," this is not exact; consumers 
have claimed, for example, receiving requests to mortgage 
their property at a specific street location — with the address 
plainly being a business address containing mail stop and 
office number. Users have experienced similar experiences. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

335 | P a g e  

www.ijacsa.thesai.org 

Thirdly, the Email Class Detection using Ranking Method 
algorithm is furnished. 

Algorithm - III: Email Class Detection using Ranking Method 
(ECD-RM) Algorithm 

Input:  

BOW[] set as Bag or Words  

T[][] set as collection of texts from all emails 

Output:  

Class of Email as {SPAM - Chain Letters, SPAM - Ads, SPAM 
- Spoofing, SPAM - Malware, Very positive} 

Process:  

Step - 1. For each text in the list BOW[] as BOW[i] 

I. Build the ranking set as R-BOW[i] using Eq. 10 

II. Calculate the word threshold as R-TH[i] using 
Eq. 11 

III. Calculate the global threshold as RG-TH[i] using 
Eq. 12 

Step - 2. For each word in the email list as T[][] as T[n][m] 

I. Calculate the word ranks of T[n][m] using Eq. 13 

II. If T[n][m].Rank == top 40% 

III. Then, mark T[n][m] as SPAM - Chain Letters 

IV. If T[n][m].Rank == top 30% 

V. Then, mark T[n][m] as SPAM - Ads 

VI. If T[n][m].Rank == top 20% 

VII. Then, mark T[n][m] as SPAM - Spoofing 

VIII. If T[n][m].Rank == top 10% 

IX. Then, mark T[n][m] as SPAM - Malware 

X. If T[n][m].Rank == top 90% 

XI. Then, mark T[n][m] as Very positive 

Step - 3. Return class of email 

For the purpose of sending their messages, spammers may 
commit fraud. These "disposable" accounts are typically 
created by spammers using fake names, addresses, phone 
numbers and other contact details. To pay for these accounts, 
they frequently make use of stolen or fake credit card 
numbers. As the host ISPs uncover and shut down each 
account, they can rapidly move on to the next. 

They may go to tremendous efforts in order to hide the 
origin of their message. Large corporations may outsource the 
transmission of their messages to another firm in order to 
deflect criticism or email blocking to a third party. Others use 
email faking techniques (much easier than IP address 
spoofing). Because the email protocol (SMTP) does not 
require any authentication by default, spammers can send 
messages that appear to come from any email address they 
want to use. This can be avoided by requiring the usage of 
SMTP-AUTH, which allows the specific account from which 
an email originates to be positively identified. 

Due to the fact that receiving mail servers record genuine 
connections from the final mail server, it is impossible for a 
sender to spoof email delivery chains (the 'Received' header). 
Spammers use forged delivery headers to fool legitimate 
servers into believing that an email has already passed through 
several of their own. 

For legitimate email users, spoofing can have catastrophic 
implications. In addition to clogging up their email inboxes 
with "undeliverable" emails and loads of spam, they can be 
incorrectly classified as a spammer. As a result, they may 
receive a barrage of angry emails from spam victims, as well 
as the threat of having their Internet service terminated for 
spamming. 

Further, in the next section, the obtained results from the 
algorithms are furnished. 

VII. RESULTS AND DISCUSSIONS 

The obtained results from the proposed algorithms are 
highly satisfactory and are discussed in this section of the 
work. 

Firstly, the dataset analysis is furnished here (Table I). 

TABLE I. DATASET CHARACTERISTICS  

Parameter Value 

Number of Samples 1929 

Spam Emails 1543 

HAM Emails 386 

Minimum Length of Email Text 111 

Mean Length of Email Text 231 

Maximum Length of Email Text 334 

Missing Words 22279 

Unique Words 325287 

It is natural to realize that the dataset demonstrates highly 
unique characteristics to be considered for testing on the 
proposed algorithms. 

The results are also visualized graphically here (Fig. 1). 

Secondly, as proposed in the mathematical models and 
during the algorithm design, the work summarizes the email in 
terms of overall scores. The details of the assumption of the 
scores and correlated email classes are furnished here 
(Table II). 

Thirdly, the email classification results are showcased 
(Table III). The actual tests were carried out on a total of 1923 
itemsets, however in this literature only 20 samples are 
furnished. 

The obtained results are also visualized graphically here 
(Fig. 2). 

Further, based on the ranking and matching of the email 
contents with various classes, the emails are finally classified 
in five pre-defined classes (Table IV). 

Further, the results are visualized graphically here (Fig. 3). 

Fourthly, the time complexity analysis of the proposed 
algorithms is furnished here (Table V). 
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Fig. 1. Dataset Analysis. 

TABLE II. EMAIL CLASS AND RANKING MAPPING 

Over All Rank Email Class 

0 SPAM - Malware 

1 SPAM - Spoofing 

2 SPAM - Chain Letters 

3 SPAM - Ads 

4 Very positive 

TABLE III. EMAIL CLASSIFICATION RESULTS 

Email Seq. # No. of Words Strong - HAM  HAM  Neutral  SPAM  Strong - SPAM  

1 37968 0% 17% 82% 1% 0% 

2 1420 2% 48% 45% 5% 1% 

3 4333 19% 78% 2% 0% 0% 

4 2513 1% 7% 69% 21% 2% 

5 2264 1% 12% 65% 20% 2% 

6 278 5% 72% 21% 1% 0% 

7 8207 3% 14% 43% 34% 5% 

8 3361 1% 9% 79% 10% 1% 

9 1617 21% 66% 12% 1% 0% 

10 1184 1% 8% 78% 13% 1% 

11 564 1% 17% 75% 6% 1% 

12 1150 1% 6% 57% 33% 3% 

13 1080 0% 7% 80% 12% 1% 

14 6190 0% 1% 10% 81% 8% 

15 492 8% 88% 4% 0% 0% 

16 784 7% 83% 9% 0% 0% 

17 907 8% 80% 8% 3% 1% 

18 5153 0% 7% 90% 3% 0% 

19 766 1% 6% 27% 58% 8% 

20 463 4% 69% 26% 0% 0% 
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Fig. 2. Email Classification Analysis  

TABLE IV. EMAIL FINAL CLASSIFICATION RESULTS 

Email Seq. # Email Score Detected Email Type 

1 2  SPAM - Chain Letters 

2 3  SPAM - Ads 

3 3  SPAM - Ads 

4 2  SPAM - Chain Letters 

5 2  SPAM - Chain Letters 

6 3  SPAM - Ads 

7 2  SPAM - Chain Letters 

8 2  SPAM - Chain Letters 

9 3  SPAM - Ads 

10 2  SPAM - Chain Letters 

11 2  SPAM - Chain Letters 

12 2  SPAM - Chain Letters 

13 2  SPAM - Chain Letters 

14 1  SPAM - Spoofing 

15 3  SPAM - Ads 

16 3  SPAM - Ads 

17 3  SPAM - Ads 

18 2  SPAM - Chain Letters 

19 1  SPAM - Spoofing 

20 3  SPAM - Ads 

 

Fig. 3. Email Final Classification Analysis. 

It is significant to observe that the time taken to process 
the complete email and further classify these emails are 
significantly low. The results are also visualized graphically 
here (Fig. 4). 

Finally, the accuracy analysis results are furnished here 
(Table VI). 

The mean accuracy of proposed system is nearly 99.42%. 

Henceforth, in the next section of this work, the proposed 
strategy is compared with other parallel research outcomes. 
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TABLE V. EMAIL CLASSIFICATION TIME COMPLEXITY 

Email Seq. # Detected Email Type No. of Words Time (ns) 

1  SPAM - Chain Letters 37968 164.4 

2  SPAM - Ads 1420 6.1 

3  SPAM - Ads 4333 18.8 

4  SPAM - Chain Letters 2513 10.9 

5  SPAM - Chain Letters 2264 9.8 

6  SPAM - Ads 278 1.2 

7  SPAM - Chain Letters 8207 35.5 

8  SPAM - Chain Letters 3361 14.6 

9  SPAM - Ads 1617 7.0 

10  SPAM - Chain Letters 1184 5.1 

11  SPAM - Chain Letters 564 2.4 

12  SPAM - Chain Letters 1150 5.0 

13  SPAM - Chain Letters 1080 4.7 

14  SPAM - Spoofing 6190 26.8 

15  SPAM - Ads 492 2.1 

16  SPAM - Ads 784 3.4 

17  SPAM - Ads 907 3.9 

18  SPAM - Chain Letters 5153 22.3 

19  SPAM - Spoofing 766 3.3 

20  SPAM - Ads 463 2.0 

 

Fig. 4. Email Classification Time Complexity. 

TABLE VI. ACCURACY ANALYSIS 

Trial Seq # Number of Samples Accuracy (%) 

1 412 98.943 

2 425 99.224 

3 468 99.637 

4 488 99.997 

5 136 99.344 

VIII. COMPARATIVE ANALYSIS 

In order to achieve the understanding, that the proposed 
system can outperform the other parallel research outcomes, it 
is important that the proposed system performances are 
compared with the parallel research results. Henceforth, the 
comparative analysis reports are furnished here (Table VII). 

TABLE VII. COMPARATIVE ANALYSIS 

Author & Year Proposed Method 
Model 

Complexity 
Accuracy (%) 

H. V. Bathala et al. 

[1], 2021 
Filtering  O(n4) 96.23 

M. Hina et al. [2], 

2021 
Classification  O(n4) 97.12 

M. K. Islam et al. 

[3], 2021 
Word Extraction  O(n4) 97.68 

C. Bansal et al. [4], 

2021 
Hybrid  O(n4) 97.58 

S. Sharma et al. [5], 

2021 
Hybrid  O(n4) 98.32 

Proposed Method, 

2022 

Classification, 

Ranking, Word 

Extraction and 

Deep Clstering  

O(n2) 99.42 

Further, in the next section of the work, the research 
conclusion is presented. 

IX. RESEARCH CONCLUSION 

It's important to categorise emails because they've become 
one of the most common methods of communication. Because 
of the wide variety of ways people speak, determining whether 
an email is safe or not is a difficult task. There have been 
significant benchmarks established in email spam detection in 
most of the parallel studies, however. Even so, the standard 
spam-detection mechanism is heavily influenced by the 
languages used or chosen. As a result, many standard emails 
with legitimate text and information are incorrectly labelled as 
spam. In this way, the proposed machine learning method is 
used to solve the problem of email classification at a deeper 
level. Emails can only be categorised as spam or ham by the 
standard processes. As a result, a precise classification of the 
emails has thus far failed. As a result, this work proposes a 
novel method for classifying emails based on their severity 
using the proposed deep clustering process. With a 99.4 
percent accuracy rate, the proposed work can detect and 
classify emails into a total of five categories. 
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Abstract—Precise identification of Alzheimer's Disease (AD) 

is vital in health care, especially at an early stage, since 

recognizing the likelihood of incidence and progression allows 

patients to adopt preventive measures before irreparable brain 

damage occurs. Magnetic Resonance Imaging is an effective and 

common clinical strategy to diagnose AD due to its structural 

details. we built an advanced deep sparse autoencoder-based 

architecture, named Alz-SAENet for the identification of 

diseased from typical control subjects using MRI volumes. We 

focused on a novel optimal feature extraction procedure using 

the combination of a 3D Convolutional Neural Network (CNN) 

and deep sparse autoencoder (SAE). Optimal features derived 

from the bottleneck layer of the hyper-tuned SAE network are 

subsequently passed via a deep neural network (DNN). This 

approach results in the improved four-way categorization of AD-

prone 3D MRI brain images that prove the capability of this 

network in AD prognosis to adopt preventive measures. This 

model is further evaluated using ADNI and Kaggle data and 

achieved 98.9% and 98.215% accuracy and showed a 

tremendous response in distinguishing the MRI volumes that are 

in a transitional phase of AD. 

Keywords—Alzheimer’s disease; MRI; CNN; sparse 

autoencoder; DNN; mild cognitive impairment 

I. INTRODUCTION 

Alzheimer's Disease (AD) is the most predominantly 
reported dementia observed in elder people more than 60 
years old. Late-onset effects of AD are most often seen in the 
mid-60s, whereas early-onset effects appear between the 30s 
and the mid-60s. Because of the world's aging population, it is 
anticipated that around 640 million individuals will be 
impacted by AD by the year 2050. Each year, more than 10 
million fresh dementia cases are diagnosed worldwide, 
implying one fresh patient for every 3.2 seconds [1]. This 
situation leads to imposing significant impact on patients' and 
caretakers' daily living routines, physical and emotional states, 
and the economy. Early diagnosis is the only solution to find 
suitable medication that prevents additional damage to the 
cognitive ability of a patient. 

Both the Mini Mental State Examination (MMSE) and the 
Clinical Dementia Rating (CDR) parameters are commonly 
used to estimate the severity of AD. Magnetic Resonance 
Images (MRI) are shown to be the most effective imaging 
biomarker [2, 3] in clinical assessment for analysing and 
getting a conclusion about the stage of dementia due to their 
ability in reflecting the structural details of human brain. In 

practise, several computer-aided diagnostic tools that employ 
machine learning methodologies [4, 5, 6, and 7] such as 
Support Vector Machine (SVM), K-Nearest Neighbor (KNN), 
and ensemble methods [8], are suggested, developed and 
widely implemented using MRI to assist the medical 
practitioners community. 

Due to the rapid advancement of Artificial Intelligence 
algorithms in diagnosis procedures, the deep learning 
techniques have been able to categorise, extract high level 
features, and will also aid in the right diagnosis of AD patients 
in short span of time. The potential for gratifying feedback 
from using deep learning algorithms in medical imaging 
prompted several investigators to emphasize the approach 
when tackling research difficulties and concerns [9, 10, and 
11]. Convolutional Neural Network (CNN) [35] changed the 
complete picture of pattern recognition especially in AD 
diagnosis [12] with their capability in extraction of latent 
features from various objects by fine tuning its hyper 
parameters using optimizers. Sparse autoencoder (SAE), 
another architecture of deep learning model has shown 
exceptional performance in a wide range of unsupervised 
applications due to their ability in utilizing the sparsity in 
information bottleneck [13, 14, 15, and 16]. It excels in 
learning useful feature representations in very complex and 
large datasets, making it a possible solution to handle the 
difficulties of AD prediction. 

In this research paper, a 3-stage neural network model that 
combines 3D CNN, SAE, and Deep Neural Network (DNN) is 
presented. Before feeding MRI volumes into this network, the 
first MRI volumes are pre-processed and converted into 2D 
slices in a series. In this research work, only 40 medial slices 
covering the hippocampal portion were considered so that 
MRI volume consists of AD symptoms. After pre-processing, 
convolutional layers in CNN are trained to extract the latent 
features from MRI data. SAE in the next stage reduces the 
feature dimension so that only dominant features are 
incorporated into DNN [17] in the third stage to classify the 
subjects into AD subcategories namely AD, low and stable 
Mild Cognitive Impairment (ls-MCI), progressive Mild 
Cognitive Impairment (p-MCI), and Cognitive Normal (CN). 
In contrast to earlier approaches, the proposed Alz-SAENet 
exhibits good accuracy, and fast convergence by leveraging 
the convolutional layer’s potential in CNN and the SAE 
sparsity. 

The key contributions of this work are: 
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• Alz-SAENet is developed for robust 4-way 
classification for AD diagnosis. 

• For early diagnosis, this model can be utilized since 
classifying MCI stages were more concentrated. 

The rest of this research article is organized as follows: 
literature is studied and challenges were drawn in Section II. 
Datasets and design of Alz-SAENet are discussed 
systematically in Section III. Experimental remarks and 
discussions are provided and Section IV. Finally, Section V 
summarized the work and future enhancement of this work. 

II. LITERATURE REVIEW 

A. Related Works 

Jha et al. [18] developed a deep architecture that comprises 
SAE, scale conjugate gradient, stacked autoencoders, and 
finally one SoftMax layer for effective classification of AD 
subjects. When compared to other renowned investigations, 
this approach demonstrated a significant improvement in 
diagnosis, yielding an adequate and reliable accuracy of 
91.6%. 

Jabason et al. [19] described a novel technique to handle 
the missing data patterns in Alzheimer’s diagnostic methods 
by leveraging the benefits of sparse autoencoder. It is a 
stacked sparse autoencoder that assign the missing data 
patterns with values and to select the discriminative features 
for supporting 3-way Alzheimer’s disease diagnosis. The 
proposed model has attained 95.90% diagnostic accuracy over 
ADNI dataset by imputing the missing data patterns. 

Soliman et al. [20] proposed an enhanced sparse 
autoencoder base CNN for 3-way Alzheimer’s prediction. The 
authors tuned the hyperparameters of CNN and SAE 
thoroughly using the Adam optimizer and obtained 87.8% 
diagnostic accuracy over ADNI datasets. This diagnostic 
accuracy is attained not only due to the structure of the 
network and also with the pre-processing phase. Further 
improvement of diagnostic accuracy is a bit challenging 
matter. 

Venugopalan et al. [21] implemented a deep learning (DL) 
model for analyzing multimodal data for the 3-way 
classification of AD. They used Stacked Denoising 
Autoencoders (SDAE) for feature extraction from multimodal 
data that comprise both clinical and genetic data and 3D-
CNNs are employed for the categorization of MR volumetric 
data. This model outperformed almost all shallow 
architectures in terms of key evaluation metrics. 

Zhu et al. [22] presented a sparse regression approach that 
utilizes a novel feature selection algorithm that considers task-
wise relations amongst the clinical labels and neuroimaging 
features and ‘self-representation’ relations. Authors performed 
both binary and multiclass classification and this procedure 
outstripped all the conventional methods by improving the 
accuracy by an average of 4.5%. 

Yagis et al. [23] focused on the end-to-end development of 
an AD detection technique that integrates supervised 
prediction with unsupervised representation using 
convolutional autoencoders. To capture hidden representations 

in structural MRI slices, a 2D convolutional autoencoder is 
built. Testing the network over OASIS repository data, it is 
revealed that their model beats several competing classifiers 
with 74.66% accuracy when employing a single slice. 

Lin et al. [24] employed CNN to extract discriminative 
features from MRI volumetric image data. The authors 
concentrated on some specific subjects in the transition period 
from MCI to AD. They attained 79.9% accuracy with their 
model by a solid balance between specificity and sensitivity. 

Basheera et al. [25] demonstrated an innovative method to 
extract the grey matter from the brain voxels, and CNN is 
employed for AD classification. The authors resliced 18,017 
voxels from 1820 MRI volumes that were retrieved from the 
ADNI repository. With the support of their enhanced 
Independent Component Analysis (ICA), they extracted 
hidden structural features from pre-processed voxels. With 
this hybrid method, authors achieved 90.47% accuracy in the 
3-way classification of AD, MCI, and CN subjects. Slow 
convergence and moderate diagnostic accuracy are challenges 
here. 

Akramifard et al. [26] designed and developed a hybrid 
method that combines Autoencoder and SVM for Alzheimer’s 
diagnosis using multimodal datasets including MMSE, MRI, 
PET, CSF, and personal information. An autoencoder is 
designed to inputting the missing data. PCA is employed for 
reducing data dimension. Finally, the SVM algorithm is 
utilized for classification. During the evaluation, their 
algorithm yielded 95.57% accuracy for multimodal data 
whereas for only MRI it produced 84.46% diagnostic accuracy. 
Although the algorithm performance is superior, processing 
such limited datasets in all phases is a challenging task. 

Almuqhim et al. [27] developed ASD-SAENet, a deep 
sparse network for distinguishing autism spectrum disorder 
(ASD) patients from typical control subjects. The authors 
proposed and implemented an SAE, that proposed an 
optimized feature extraction procedure for Autism patients’ 
classification. These features are subsequently loaded into a 
DNN for accurate classification of ASD-prone fMRI brain 
voxels. Based on both the restored data error and the classifier 
error, this model is trained to extract optimal hidden details. 
The model is evaluated over 1,035 Autism Brain Imaging Data 
Exchange (ABIDE) datasets, and 17 research centers and 
achieved 70.8% accuracy and 79.1% specificity. 

B. Review 

Detailed literature analysis is tabulated in Table I. 
Although the existing literature has many advantages, they are 
suffering from certain issues viz. number of AD stages, 
convergence, feature selection, overfitting, and 
hyperparameters tuning. These challenges to be addressed 
with productive outcomes by developing a novel network. 
From overall existing works, it is very clear that 3D CNN will 
holistically extract MRI latent features and converge quickly. 
The feature vector obtained from CNN would have huge 
redundant details that may not affect the classifier overall 
performance. In second stage, the sparsity of SAE aids in the 
mapping of low-level features from high-dimensional features 
while preventing overfitting due to its sample size. Finally, a 
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DNN is employed for the classification of subjects into four 
AD categories viz. CN, ls-MCI, p-MCI, and AD. With the 

hyperparameters tuning, SAE can avoid overfitting by 
minimizing its cost function and with quick convergence. 

TABLE I. LITERATURE DEEP ANALYSIS 

Authors Data Methodology Features Challenges 

Jha et al. [18] OASIS SAE 
Diagnostic accuracy is obtained as 91.6% over very small 

datasets. 
Diagnostic accuracy is low. 

Jabason et al. [19] ADNI SAE 
Imputation of missing data patterrns is employed. 

3-way classification is performed. 

Accuracy is moderate. 

Early diagnosis is not precise. 

Soliman et al. [20] ADNI SAE+CNN 
Differentiates healthy controls from AD subjects. 

3-way classification is performed. 

Suffers from classifying MCI subjects. 

Less accuracy 87.8%. 

Venugopalan et 

al. [21] 
ADNI 

3D CNN+ 

stacked DAE 

3-way classification is performed. 

Multimodal data is used as biomarker for training. 

Suffers from limited dataset sizes. 

Takes long running time. 

Early diagnosis is a bit tough. 

Almuqhim et al. 

[27] 
ADNI SAE+DNN 

Authors designed  a network named ASD-SAENet to 

diagnose Autism Sepctrum Disorder. 

Evaluated their model on ABIDE dataset and 70.8% 

accuracy is achieved. 

Very low accuracy i.e. 70.8%. 

 

Features were not extracted separately in this 

network. 

Basheera et al. 

[25] 

ADNI 

 
CNN+ICA 

An enhanced Independent Component Analysis is 

employed for segmentation. 

For classification, CNN is utilised. 

Multiclass classification accuracy is 90.47%. 

Diagnostic accuracy is moderate. 

Converging slowly. 

Zhu et al. [22] ADNI SVM 

A novel feature selection approach is employed using task 

specific relations. 

Binary and Multiclass classification is performed. 

Deep learning could be used to improve the 

analysis. 

Diagnostic Accuracy is less. 

Yagis et al. [23] OASIS 2D CAE 

Integrated supervised prediction with unsupervised 

representations using CAE. 

Single slice of MRI is used in diagnosis. 

3D volumetric latent features were not extracted. 

 

Diagnostic accuracy is also less i.e 74.66%. 

Akramifard et al. 

[26] 
ADNI CNN+SAE 

2D CNN and 3D CNN both were employed. 

3-way classification with 89.47% accuracy is obtained. 

Tuned hyper-parameters could further enhance 

these findings. 

Dongren et al [8] 
ADNI 

 

Ensemble 

methods 

Authors presented a hierarchical grouping process in 

feature selection method. 

Binary and 4-way classification both were performed. 

Deep learning architectures may improve 

accuracy further. 

Diagnostic accuracy is very poor i.e., 54.375%. 

Vu et al [32] 
ADNI 

 
CNN+SAE 

A novel classification model is presented in a 

multimodality fusion of MRI and PET. 

91.14% accuracy is obtained using MRI-PET. 

Instead of random, authors could select a specific 

patch. 

Overall, system converge very slowly. 

Yang et al. 
OASIS 

 
SVM+ICA 

Machine learning is employed so it is compulsory to 

specify ROI. 

3-way AD diagnosis is employed. 

classification accuracy is still not optimal due to 

various factors. 

Age and gender are not considered. 

Lin et al. [24] 
ADNI 

 
CNN 

This model is centric about MCI to AD conversion 

subjects. 

This approach achieved an accuracy of 79.9%. 

AD progression was not analyzed. 

Diagnostic accuracy is moderate. 

 

III. NETWORK DESIGN AND DEVELOPMENT 

This research work seeks to properly diagnose AD stages 
while using less processing power and storage space. To 
achieve these goals, 3D CNN along with SAE is presented for 
obtaining high-level dominant features related to multi-class 
AD from MRI neuroimage intensities. As shown in Fig. 1, 
unprocessed MRI volumes are thoroughly scaled, resized, and 
segmented properly before being directed into the 
hyperparameters tuned CNN followed by SAE to extract latent 
features. The low dimensional features from the bottleneck 
layer of SAE are subsequently loaded into a deep neural 
network (DNN) which results in the enhanced diagnosis of 
brain voxels more prone to AD. 

A. Dataset 

From the ADNI repository, 1120 unprocessed MRI 
volumes of 460 people of various ages and genders were 
obtained. We employed 1.5-Tesla, T1-weighted, MRI volumes 
from the patient community [28] that included patients 

ranging in age from 55 to 70 and of different genders. The 
configuration of the MRI dataset utilized to implement this 
research is displayed in Table II. In the entire dataset, 351 CN, 
230 ls-MCI, 234 p-MCI, and 305 AD subject volumes were 
meticulously gathered to orient the study effort toward the AD 
prognosis. Furthermore, 6400 samples of MRI slices were 
retrieved from the Kaggle repository and utilized for 
evaluating the proposed network. In all 6400 samples, 3200 
CN subjects, 2240 ls-MCI subjects, 896 p-MCI subjects, and 
64 AD subjects MRI slices are selected to validate the network 
capability in classifying the MCI subcategories. 

TABLE II. ADNI DATASET CONFIGURATION [28] 

Parameters CN p-MCI ls-MCI AD 

Age 55 60 58 62 

Gender 60% male 40% male 50% male 30% male 

MMSE 29 24 26 21 

CDR 0 0.5 0.3 0.5-1 
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Fig. 1. Alz-SAENet Architecture. 

B. Preprocesing 

Generally, the raw MRI data are stored in NifTi (.nii) 
format after retrieving from the ADNI repository. These NifTi 
files were further pre-processed utilizing the provision of the 
SPM12 package [29] installed under default settings. This 
stage pipeline is very much responsible for the removal of 
non-brain tissues and registering it into Montreal Neurological 
Institute (MNI) space. After pre-processing, the registered 
volumes are smoothed and scaled such that all volumes are 

with the same dimension of 157*189*156 and sliced to 
generate 1.5*1.5*1.5mm3 voxels. Further, the MRI volumetric 
data is normalized voxel by voxel such that all intensities in 
the voxel fall in the 0 to 1 range for additional processing by 
retaining the disease features. For this investigation, only 40 
medial MRI slices were considered such that they replicate 
AD progression clearly via hippocampal lesions to enable the 
network to distinguish the AD subjects.  Sagittal plane views 
of pre-processed MRI volume for a sample are shown in 
Fig. 2. 

 

Fig. 2. Pre-processed Medial Sagittal Planes of Brain MRI. 
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C. 3D CNN 

Generally, CNN models consist of convolutional layers, 
batch normalization layers, pooling layers, and fully 
connected layers in sequential and backpropagation algorithm 
is used to learn latent features from MRI slices. Advanced 
architectures follow more complicated topologies for 
extracting features in complex applications where highly 
correlated data is present. In this work, we focused on a 
sequential model inspired by VGG 19 architecture [30], i.e., 
one popular version of Visual Geometric Group. VGG19 is a 
deep CNN that has been trained on millions of images with 
complex classification tasks. 

This architecture consists of five blocks, amongst the very 
first two blocks comprise two convolutional layers preceded 
by a pooling layer each, and the last three blocks have four 
convolutional layers preceded by a pooling layer with a filter 
size of 2x2x2. In this method, all pretrained layers are frozen, 
and the output of the last convolution block is considered a 
discriminative feature of the MRI volume. This feature map is 
flattened using a flattening layer before being sent to a sparse 
encoder. All layers, dimensions, and several parameters for 
training the VGG19 network employed in this work for one 
MRI slice were tabulated in Table III. 

D. Sparse Autoencoder 

A sparse autoencoder [31, 32] is merely an autoencoder 
with a sparsity penalty as a training benchmark. This 
autoencoder is used to draw more valuable insights from MRI 
with reasonable dimensionality. In addition, the bias applied at 
the encoder and decoder forces the AE to restore the input 
more accurately by avoiding overfitting. 

Let si is the ith input among the given training samples (s1, 
s2,….sN). Then, the designed SAE is accomplished to restore 
the input si maximum similar to the estimated function 
hw,b(xi). The cost function of SAE consists of three very 
important factors, viz., Mean squared error (MSE), Weight 
Decay (WD) and Sparsity [33]. The mean squared error for all 
N training samples and weight decay is mathematically 
expressed as in eq. (1) and eq. (2). 

𝑀𝑆𝐸 =
1

𝑁
∑

1

2
‖ℎ𝑤,𝑏(𝑥𝑖) − 𝑦𝑖‖𝑁

𝑖=1             (1) 

𝑊𝐷 =
𝜆

2
∑ ∑ ∑ (𝑤𝑗𝑖

𝑙 )2𝑠𝑙+1
𝑗=1

𝑠𝑙
𝑖=1

𝑛𝑙−1
𝑙=1             (2) 

This weight decay eq. (2) helps to avoid overfitting. 
Overfitting may result from a small value of 𝜆, whereas 
underfitting may result from a big value of 𝜆. To choose 
lambda for the term's best match, we, therefore, carried out a 
number of empirical studies. 

TABLE III. LAYERS AND FEATURE MAPS OF 3D CNN 

Block Layer Dimension Parameters 

 Input [(None, 157, 189, 3)] 0 

1 

conv1 (Conv) (None, 157, 189, 64) 1792 

conv2 (Conv) (None, 157, 189, 64) 36928 

pool (MaxPooling) (None, 78, 94, 64) 0 

2 

conv1 (Conv) (None, 78, 94, 128) 73856 

conv2 (Conv) (None, 78, 94, 128) 147584 

pool (MaxPooling) (None, 39, 47, 128) 0 

3 

conv1 (Conv) (None, 39, 47, 256) 295168 

conv2 (Conv) (None, 39, 47, 256) 590080 

conv3 (Conv) (None, 39, 47, 256) 590080 

conv4 (Conv) (None, 39, 47, 256) 590080 

pool (MaxPooling) (None, 19, 23, 256) 0 

4 

conv1 (Conv) (None, 19, 23, 512) 1180160 

conv2 (Conv) (None, 19, 23, 512) 2359808 

conv3 (Conv) (None, 19, 23, 512) 2359808 

conv4 (Conv) (None, 19, 23, 512) 2359808 

pool (MaxPooling) (None, 9, 11, 512) 0 

5 

conv1 (Conv) (None, 9, 11, 1024) 2359808 

conv2 (Conv) (None, 9, 11, 1024) 2359808 

conv3 (Conv) (None, 9, 11, 1024) 2359808 

conv4 (Conv) (None, 9, 11, 1024) 2359808 

pool(MaxPooling) (None, 4, 5, 1024) 0 
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Sparsity is the last term of the cost function that help to 
avoid overfitting by generating the activation for hidden 
neurons of the SAE to avoid overfitting. The eq. (3) is the 
average activated value of hidden layer, where ‘𝑎’ is the 
ReLU activation function. 

𝑝�̂� =
1

𝑁
∑ [𝑎𝑗

2(𝑥𝑖)𝑁
𝑖=1 ]             (3) 

The sparsity is calculated so that 𝑝�̂�=p constraint is 

satisfied, where p is the sparsity parameter. The deviation of 
𝑝�̂� from p help the network to activate and deactivate neurons 

in the hidden layer. KL divergence is used to define the 
parameter as in eq. (4). 

∑ 𝐾𝐿(𝑝||𝑝�̂�)  = ∑ [𝑝 log (
𝑝

𝑝�̂�
) + (1 − 𝑝)

𝑠𝑙
𝑗=1

𝑠𝑙
𝑗=1  log (

1−𝑝

1−𝑝�̂�)
)]  (4) 

By combining the three terms, the cost function of the 
SAE JSAE is defined as shown in eq. (5). 

𝐽𝑆𝐴𝐸 =
1

𝑁
∑

1

2
‖ℎ𝑤,𝑏(𝑥𝑖) − 𝑦𝑖‖𝑁

𝑖=1 +
𝜆

2
∑ ∑ ∑ (𝑤𝑗𝑖

𝑙 )
2𝑠𝑙+1

𝑗=1
𝑠𝑙
𝑖=1

𝑛𝑙−1
𝑙=1 +

 𝛽 ∑ 𝐾𝐿(𝑝||𝑝�̂�)
𝑠𝑙
𝑗=1     

          (5) 

Here 𝛽 is the sparse penalty. 

The primary goal of the Sparse Autoencoder [34] in this 
investigation is to reduce the dimensionality of 55,296 
features obtained from 3D CNN. The SAE bottleneck layer 
provides more dominant insights, i.e., features that can be 
employed in classification. The bottleneck layer size is 2048 
hidden units. Output from bottleneck generally has very 
limited number of features i.e. 2048 elements in the vector. 
These features are subsequently passed through DNN in final 
stage for classification purpose. 

E. DNN 

DNN is an artificial neural network with several hidden 
layers for solving complex classification problems. All these 
layers are dense, and the role of DNN here is in the final phase 
for classifying the latent features obtained from SAE. This 
DNN comprises two hidden layers, one input and output layer, 
with sizes 2048, 1024, 256, and 4, respectively. A SoftMax 
layer is generally employed as an output layer to estimate the 
incoming feature vector's four possible classes, i.e., CN, p-
MCI, ls-MCI, and AD. A dropout layer is also used between 
two dense layers to avoid overfitting. Finally, cross-entropy is 
used for determining the classifier cost function, and the 
weight decay term is added. 

IV. RESULTS AND INVESTIGATIONS 

Concurrent training of the SAE and the DNN improved 
feature extraction while optimizing the classifier's decision. 
The training was completed in 50 epochs with 16 batch size. 

Sparse penalty, weight decay and sparsity parameter p were 
initialized 2, 0.0001, and 0.05, respectively. In last 20 epochs, 
DNN was fine-tuned, and parameters updated to minimize the 
cost function while the SAE parameters were frozen. 

All the experimentations described in this paper were 
carried out in the Google Colab platform using python 
scripting with the support of 1X Tesla K80 GPU. To run our 
deep learning network, the Tensorflow Keras library is 
employed. To demonstrate the generalizability of the network 
in AD diagnosis, Alz-SAENet is examined by applying ADNI 
dataset and the Kaggle dataset in two scenarios. 

In the first scenario, the proposed Alz-SAENet architecture 
is trained over 80% of the whole 1120 MRI volumes of the 
ADNI dataset that consists of MRI volumes with uniform 
dimensions of 157*189*156. After rigorous training, the 
network is tested using the remaining MRI volumes among 
the dataset acquired. The test results were assessed in terms of 
diagnostic accuracy, network sensitivity, precision, specificity, 
Negative Predictive Value (NPV), False Positive Rate (FPR), 
F1-Score, False Negative Rate (FNR), False Discovery Rate 
(FDR), and Mathew Correlation Coefficient (MCC). All these 
parameters are evaluated and listed in Table IV. AD vs CN 
classification over the ADNI dataset is 99.54% accurate and 
100% sensitive, and produce MCC is 89.93%. p-MCI vs ls-
MCI classification that facilitates early diagnosis of AD yields 
98.56% accuracy, 100% sensitivity and 96.64% MCC. p-MCI 
vs AD classification is 97.90% accurate, 100% sensitive and 
92.10% correlated data. CN vs ls-MCI classification that 
facilitates early diagnosis of AD yields 97.71% accuracy, 
98.15% sensitivity and 95.24% MCC. However, Multiclass 
diagnosis produced 98.9% accuracy, 97.5% sensitivity and 
94.25% MCC. These results demonstrate that Alz-SAENet has 
significantly classified AD stages, especially for the 
transitional period between ls-MCI and p-MCI, with an 
accuracy of 98.56%. The graphical representation is also 
depicted in Fig. 3. 

In the second scenario, the proposed model was evaluated 
using another repository, i.e. Kaggle, to prove the 
generalization ability of this network over the unseen data 
during training. 6400 sample MRI medial slices belonging to 
four AD classes were acquired from the repository and 
evaluated in this model. Unlike in the first scenario, the 
evaluation metrics accuracy, precision, sensitivity, and F1-
Score were only obtained and tabulated in Table V. The bar 
chart for these evaluation metrics is also shown in Fig. 4. AD 
vs CN classification yields 98.62% accuracy, 92% sensitivity 
and 98% precision. p-MCI vs ls-MCI diagnosis also attained 
98.37% accuracy, 97% sensitivity, and 98% precision. This 
network produced 98.215% accuracy, 92.25% sensitivity, and 
82.25% precision in multiclass classification. 

TABLE IV. ALZ-SAENET PERFORMANCE OVER ADNI DATASET 

Classification Accuracy F1-Score Sensitivity Specificity Precision NPV MCC 

AD vs CN 0.9954 0.8966 1 0.9953 0.8125 1 0.8993 

p-MCI vs ls-MCI 0.9856 0.9761 1 0.9797 0.9534 1 0.9664 

p-MCI vs AD 0.9790 0.9450 1 0.9821 0.9452 1 0.9210 

ls-MCI vs CN 0.9771 0.9807 0.9815 0.9707 0.9799 0.9729 0.9524 

Multiclass 0.989  0.975  0.915  0.9425 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

346 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Graphical Presentation of Alz-SAENet Performance over ADNI Data. 

TABLE V. ALZ-SAENET PERFORMANCE OVER KAGGLE DATASET 

Classification Accuracy F1-Score Sensitivity Precision 

AD vs CN 0.9862 0.95 0.92 0.98 

p-MCI vs ls-MCI 0.9837 0.98 0.97 0.98 

p-MCI vs AD 0.9759 0.98 0.97 0.98 

ls-MCI vs CN 0.9828 0.49 0.81 0.35 

Multiclass 0.98215 0.85 0.9225 0.8225 

 

Fig. 4. Graphical view of Alz-SAENet Performance over Kaggle Data. 

The results obtained in second scenario reveal that the 
network has shown good generalizability among the datasets 
which never seen during training. The model did not overfit 
due to the unbalanced datasets appeared in training process. 
This was happened because the SAE hyperparameters are 
tuned systematically so that its cost function gets minimized 
as the weight updation is in progress. With this support, the 
network can reliable outcomes even in non-supportive 
environments. 

Attained results demonstrate that the proposed model, i.e., 
Alz-SAENet has greater generalizability in classifying the 
unseen data during the training process. The deep learning 
techniques from literature [9], [20], [25], and [26] are suffered 

from different challenges in terms of convergence speed, 
overfitting, and hyperparameters tuning to obtain optimal 
performance from their networks. The results of Alz-SAENet 
have revealed that it has attained almost all those objectives by 
leveraging the benefits of Sparse autoencoder by minimizing 
the cost function. 

The proposed model exhibited very poor performance over 
ADNI data in attaining precision, f1-score, and MCC for 
classifying AD and CN subjects. When applied to Kaggle 
data, it has not produced inadequate performance in terms of 
f1-score, sensitivity, precision, etc. for ls-MCI vs CN 
classification. 
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TABLE VI. COMPARISON OF ALZ-SAENET WITH LITERATURE REPORTED 

Author Modality Datasets Classifier Subjects 
Classification Metrics 

Accuracy (%) Precision (%) Recall (%) 

Soliman et al. [20] MRI ADNI SAE+CNN Multiclass 87.8 91% 88% 

Akramifard et al. [26] MRI ADNI 

Autoencoder 

+ PCA +  

SVM 

AD vs MCI 

MCI vs CN 

AD vs CN 

66.84 

66.97 

84.46 

- 

48.70 

78.94 

81.87 

Basheera et al. [25] MRI ADNI CNN+ICA 

Multiclass 

AD vs MCI 

MCI vs CN 

AD vs CN 

86.7  

96.2 

98.0 

100 

89.6 

93.0 

96.0 

100 

86.61 

100 

100 

100 

Alz-SAENet MRI 
ADNI, 

Kaggle 

3D CNN+SAE 

+DNN 

AD vs CN 

CN vs ls-MCI 

AD vs p-MCI 

ls-MCI vs p-MCI 

Multiclass 

99.54 

97.71 

97.90 

98.56 

98.90 

81.25 

97.99 

94.52 

95.34 

91.5 

100 

98.15 

100 

100 

97.5 

 

Fig. 5. Comparison of Alz-SAENet with Literature Reported. 

The outcomes of the Alz-SAENet, i.e. integrated version 
of 3D CNN, SAE, and DNN illustrate that the performance of 
AD diagnosis is enhanced with the support of features that has 
learned and fine-tuning of hyperparameters of SAE during 
training. The model performs well on the test data, which is an 
important indicator of its generalizability, given that the model 
has never seen the data before. In addition, the proposed 
approach is also compared with recent literature in deep 
learning domain on ADNI data. This comparison is evidently 
shown in Table VI, and the proposed network outperformed 
all those methods focused by the literature deep analysis in 
Section II in terms of key parameters accuracy, precision, 
recall, etc. The same comparison is also depicted in Fig. 5. 

V. CONCLUSION 

In this paper, we built a novel deep sparse autoencoder-
based learning model named Alz-SAENet for classifying brain 
MRI volumes that exhibit severe AD symptoms to cognitive 
normal. This network utilized 3D CNN, SAE, and DNN 
components that assisted in understanding the neurobiological 
foundations of the AD brain in a better way. 3D CNN 
extracted 55,296 latent features from MRI volume. These 
features were flattened and their dimension was reduced 
through SAE via bottleneck layer and fed to DNN for 
classifying them into four stages of AD. During testing, this 

network gave an accuracy of 98.9% over the ADNI dataset 
and 98.215% over the Kaggle data. These results 
demonstrated that Alz-SAENet outscored all the state-of-the-
art approaches that worked on AD classification. In the future, 
we test the architecture over real-world data along with 
metadata to improve the generalizability, efficiency, and 
efficacy of early diagnosis of AD. Furthermore, the results 
obtained for ls-MCI and CN classification over the Kaggle 
dataset are needed to be enhanced. 
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Abstract—Wireless network planning requires accurate 

coverage predictions to get good quality. The path loss accurate 

model requires a flexible model for each area including land and 

water. The purpose of this research is to develop a Cost-Hatta 

model that can be applied to the mixed land-water area. The 

approach used of this research is the three methods of feature 

selection of machine learning. The first stage of the research was 

the collection of field data. The measurement data included 

system, weather, and geographical parameters. The next stage 

was feature selection to obtain the best composition of features 

for the development of the model. The feature selection methods 

used were Univariate FS, Genetic Algorithm (GA), and Particle 

Swarm Optimization (PSO). After obtaining the best features 

from each method, the next stage was to form a model using four 

machine learning algorithms, namely Random Forest Regression 

(RF), Deep Neural Network (DNN), K-Nearest Neighbor 

Regression (KNN), and Support Vector Regression (SVR). The 

results of the improvements to the path loss prediction model 

were tested using the evaluation parameters of Root Mean 

Square Error (RMSE), Mean Square Error (MSE), and Mean 

Absolute Percentage Error (MAPE). The results of the testing 

showed that the improved Cost-Hatta model using the proposed 

Univariate-RF combination produced a very small RMSE value 

of 1.52. This indicates that the proposed model framework is 

highly suitable to be used in a mixed land-water area. 

Keywords—Path loss; feature selection; machine learning; 

mixed land-water; Cost-Hatta 

I. INTRODUCTION 

Path loss predication is of great importance in the planning 
and optimization of coverage in wireless networks [1]. Path 
loss is used to predict the strength of the signal received by the 
user. The accuracy of path loss prediction plays an important 
role in determining the quality of a network design [2].The 
complexity of environmental characteristics influences the 
level of complexity in the prediction of received signal 
strength.In the propagation process, electromagnetic waves 
undergo a number of treatments caused by various 
environmental and weather factors that are present around the 
propagation media. Some of the nearby objects can affect the 
treatment of electromagnetic wave propagation [3]. The 
electromagnetic wave treatments that occur include 
diffraction, refraction, and reflection [4], [5]. These treatments 
cause fluctuations in the signal power of the receiver due to a 
weakening in the power of the electromagnetic signal. This 
signal attenuation is the result of power loss that arises during 

the electromagnetic wave propagation process in wireless 
networks.Electromagnetic wave propagation is extremely 
important in wireless communication systems [6]. 

Indonesia is an archipelago and has at least 5,590 main 
rivers and 65,017 tributaries spread across several islands in 
Indonesia, where the main rivers, watersheds (DAS) in 
Indonesia reach 1,512,466 square kilometers. People who live 
in watersheds use water transportation in carrying out the 
economic activities. The current problem is that there is no 
path loss prediction model that can be used for water areas, 
thus, current modeling is not accurate if it is used to plan 
networks in water areas, especially for areas that are passed by 
water transportation. Therefore it needs predictive modeling of 
path loss that can be flexibly used in land and water areas. 

Research on the modeling of path loss prediction continues 
to be carried out to obtain high accuracy predictions in various 
area conditions. A number of researchers have studied path 
loss prediction in various kinds of conditions using different 
variables. Future challenges include the development of high 
speed wireless telecommunication technology with low 
latency. Accurate path loss prediction has a strong impact on 
good quality, low latency, and high throughput. 

Conventional predication models developed in the past 
include empirical and deterministic modeling. Empirical 
modeling is based on measurements and direct observation in 
the field. Empirical models provide a statistical picture of the 
connection between the dependent variables of path loss and a 
number of measured parameters, specifically frequency, 
transmitter height, receiver height, and distance between 
transmitter and receiver [7]. Empirical models are quick and 
easy to be implemented but have a low level of accuracy, 
which presents a challenge in empirical model development. 
Empirical models include Okumura-Hatta, Cost231-Hatta, the 
ECC model and the Ericsson model [8], [9]. Empirical 
modeling is the most frequently used type of modeling in 
planning and optimization systems of wireless networks of 
telecommunication vendors. 

Machine learning is a method of learning about a data set 
which is used to create a model that can perform a particular 
task[7]. Machine learning carries out a study of data by 
learning with the use of algorithms and statistics. Machine 
learning can be divided into three types, namely supervised 
learning, unsupervised learning, and reinforcement learning. 
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The algorithm of supervised learning can be further divided 
into two types, namely regression and classification. Based on 
the research data that exists, the modeling used in path loss 
prediction falls into the category of supervised learning 
regression. Regression is characterized by input and output 
data types in the form of numeric data. Examples of regression 
types include Support Vector Regression (SVR), Random 
Forest (RF), Artificial Neural Network (ANN), and K-Nearest 
Neighbor (KNN). The advantage of machine learning is its 
high level of accuracy compared with empirical methods [10]. 

II. RELATED WORK 

The focus of the following literature review is the various 
types of research field, feature variables, and feature selection 
methods used in the development of path loss prediction 
models. A number of researchers have developed path loss 
prediction models using machine learning in various kinds of 
area condition. These include a study by [11] on indoor 
building types using an Artificial Neural Network (ANN) 
model. The research of  [12] and [13] also studies path loss 
prediction with several machine learning models in suburban 
areas, while [14], [6], and [15] investigate different area types, 
namely rural, suburban, and urban. Various other research has 
been developed in different places with a special measuring 
field, such as the research of [16] which focuses on a 
vegetation area, and [17], which focuses on the study of path 
loss prediction in the indoor area of an aircraft cabin. Other 
studies, such as those by [18], [19], and [20], use an 
unmanned aerial vehicle (UAV), while the research of [21] 
focuses on a mixed city-river area. Only a small number of 
studies have been carried out on path loss prediction in a 
mixed city-river area. This indicates that there is still room for 
development of research on path loss prediction in a mixed 
city-river area. 

The types and numbers of input features used in the 
development of path loss prediction models are highly varied. 
Research in [22], [23] uses a single input feature, namely 
distance between the transmitter (TX) and receiver (RX). In 
addition to using the TX-RX distance feature, the research of 
[1] includes the feature of frequency as an additional input 
feature, while [7] also uses two features, with the addition of 
onboard GPS sensors. The study by [24] uses the feature of 
TX-RX distance and adds the features of PCC downlink 
throughput and PDCP downlink throughput as parameters of 
the input feature. User position based on longitude and latitude 
is also used as an input parameter, amongst others in the 
research of [17], to study the indoor area of an aircraft cabin. 
Longitude and latitude are also used in the research of [11] 
and [25] to study an outdoor location. In addition to using 
system parameters, some studies also use environmental 
parameters as input features. The research of [26], [15] uses 
the environmental parameters of humidity, temperature, and 
dew point as input feature parameters. In order to obtain 
results with a maximum degree of accuracy, some studies use 
a more complex combination of parameters in accordance 
with the focus of the characteristics of the research field. The 
research of [27], [28] uses six input parameters such as 
longitude, latitude, elevation, altitude, clutter height, and TX-
RX distance. This shows that the types and numbers of 

features can still be developed to match the specific object of 
the research field. 

From the point of view of feature selection process, it is 
evident that feature selection is still rarely used in most 
studies. This is because the number of features used in the 
modeling is relatively small so there is no need to use a feature 
selection method. In the research of [12], PCA is used to 
reduce the number of data features and to simplify appropriate 
modeling. In addition, some research recommends 
Opportunities for Further Research that are related to types 
and development of feature selection methods. The research of 
[7] recommends the use of a feature selection method for 
further research on path loss prediction, while [16] also 
recommends further research on the development of feature 
selection methods. The purpose of including feature selection 
is to minimize the possibility of eliminating features that are 
important and relevant to the prediction model. 

Main contribution of this research are proposes 
development of a path loss prediction model for a land-river 
area by varying the input parameters derived from system 
parameters and environmental parameters. The second 
contribution of this research are this model research combine 
an empirical model with a machine learning model by using 
three method features selection approach, namely Univariate, 
GA and PSO combined with the use of four Machine learning 
models namely Random Forest (RF), Support Vector 
Regression (SVR), K-Nearest Neighbor (KNN), and Deep 
Neural Network (DNN) where from the literature study has 
never been done before. 

III. MATERIAL AND METHOD 

This section is divided into a number of stages: 
measurement, data processing, delta path loss empirical model 
calculation, feature selection, and modeling. 

Fig. 1 shows the stages carried out in this study starting 
from the measurement stage then the data processing stage, 
followed by the best feature selection stage using three 
approaches methods namely Univariate, GA and PSO. The 
data with the best features are processed and modeled using 
four types of machine learning models, namely Random 
Forest (RF), Support Vector Regression (SVR), KNN 
Regressor and Deep Neural Network (DNN). The four models 
produced will be evaluated and obtained as the best model 
based on the level accuracy of RMSE. 

A. Measurement Location 

The collection of the research data was carried out in the 
city of Palembang, Indonesia, which is located at 
2°59′27.99″S 104°45′24.24″E. The city of Palembang covers 
an area of 400.61 km², with an average altitude of 8 meters 
above sea level. Measurements were taken at Ultra High 
Frequency (UHF) on a 4G LTE 1800 MHz and 2100 MHz 
network. The data consisted of a number of input features 
which were divided into two groups, namely system 
parameters and environmental parameters. 
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Fig. 1. Research Flow Chart Process. 

 

Fig. 2. Measurement Methodology. 

Fig. 2 shows the data collection methods for several 
system parameters such as TX-RX distance, frequency, 
transmitter height, receiver height, river width, distance 
between buildings, building height, difference between TX-
RX height, distance between transmitter and river border, 
distance between ship users and river border. The 
environmental parameters consisted of two segments, namely 
geographical parameters and weather parameters. The 
geographical parameters used in this research were slope 
contour and building density, while the four weather 
parameters were barometric pressure, temperature, humidity, 
and dew point. 

The data collection was conducted using three 
measurement methods to obtain the various input and output 
parameters. A war driving measurement method was used to 
obtain values of path loss and system parameters. Fig. 3 shows 
the route taken at the measurement of path loss along the river 
with a distance of 13 km. The tools used for the war driving 
measurements were GPS and Dongle which were attached to a 
laptop. The war driving measurements used two handsets 
Samsung S5 as receiver, both of which were connected to the 
laptop. The handsets were locked at the two 4G LTE 
frequencies. The war driving methodology was used in 
dedicated conditions or conditions where the handsets were in 
active (download) mode. At the same time, the weather station 
tools located at Sriwijaya University took measurements of the 
weather parameters throughout the data collection. The 
geographical parameters were obtained based on the 
geographical maps which were processed using QGIS. 

 

Fig. 3. Selected Route and Building Map on Google Earth for Data 

Collection. 

B. Data Processing 

The data processing stage began with the preparation of 
data from the results of the measurements collected in each of 
the measurement stages to obtain a number of variables that 
could be used to create a framework for a model of path loss 
prediction. The data preparation stage started by processing 
the data. The results of the war driving measurements in the 
form of logfiles were treated with time based binning (in 
seconds) and exported in the form of excel files. The 
parameter used as path loss value was PUCCH Path Loss. The 
data of the users’ location with the longitude and latitude 
positions of the data collection were also obtained from this 
data processing stage. The vertical angle, horizontal angle, and 
TX-RX distance parameters were calculated based on the 
angle and position of the BTS transmitter in relation to the 
user. The distances between the transmitter and river border, 
and user and river border were calculated based on the straight 
line intersection of the signal transmission and the river 
border, which was processed using QGIS. 

The geographical parameters of slope contour, building 
density and distance between buildings were processed using 
Arcgis. The slope contour was obtained by determining the 
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difference between the elevation height at the transmitter point 
and the elevation height at four other points, specifically, 
0.25%, 0.5%, and 0.75% of the TX-RX distance, and the 
difference between the elevation height of the transmitter 
point (TX) and the elevation height of the receiver point (RX). 
The average of these values was calculated to find the slope 
contour value. The building density was found by calculating 
the number of buildings that were crossed on a straight line 
between TX-RX, using the intersection on Arcgis. Fig. 4 show 
a building map was obtained from google earth and converted 
with Arcgis to find the building points. The distances between 
buildings were found by calculating the distance between TX-
river border (on land) divided by the area of buildings crossed 
using the intersection on QGIS. 

 

Fig. 4. Building Distribution Map using Arcgis. 

Measurements were taken at the weather station to collect 
weather data about barometric pressure, temperature, 
humidity, and dew point, which were used as input 
parameters. The data from the results of the measurements in 
these three stages were combined to obtain a number of input 
and output variables. 

C. Model Cost-Hatta 

The next stage was to find the delta value of the difference 
between path loss from the result of the measurements and 
path loss from the result of empirical calculations. The 
empirical model used in this research was the Cost231-Hatta 
model. This Cost-Hatta model is a combination of the Cost-
231 model and the Hatta model. It can be used to calculate a 
number of factors, including TX-RX distance, frequency, 
transmitter height, and receiver height. The Cost-Hatta model 
is suitable for use in urban areas with a frequency range 
between 500 MHz – 2000 MHz [29][30]. The formula of the 

Cost-Hatta model is shown below: 

Lu (dB) = 46.3 + 33.9 x log (f) -13.82 x log (hte) – a(hre) + 

(44.9 – 6.55 x log(ht)) x log (d) + CM           (1) 

For urban area: 

a(hre) = 3.2 x ((log(11.75xhre)2) - 4.97           (2) 

For Sub Urban dan Rural: 

a(hre) = (1.1xlog(f) – 0.7)xhre – (1.56 x log(f) – 0.8)          (3) 

CM: 0 dB for medium size towns and suburban areas 

CM: 3 dB for downtown areas 

Where f is frequency (MHz); hte is height of BTS 
transmitter antenna (m); hre is height of receiver antenna (m); 
d is distance between transmitter-receiver (m). The result of 
the delta calculation of the the difference in path loss was used 
as an output variable in the modeling. 

D. Feature Selection Dan Modelling 

The next stage was the process of selecting the features 
that would be used in the process of developing the model. 
Feature selection is an important stage in machine learning 
modelling [31]. This research used three models of feature 
selection, namely Univariate Feature Selection, Genetic 
Algorithm, and Particle Swarm Optimization (PSO). The 
features selected from the three methods were then tested and 
compared using machine learning. 

The Univariate method is a filter method. This kind of 
method makes an evaluation of every feature in relation to the 
output variables, then ranks the input features to determine the 
best features. The Univariate method uses the application of 
statistical calculations to assign the ranking of each feature. 
The main criteria used in the Univariate method for the 
selection of variables are statistical ranking technique and 
ranking order. After obtaining the ranking results, the next 
step in this research was to evaluate the number of best 
features based on the highest ranking, using the 
“MLPRegressor” model. The python script used was 
SelectKBest. 

The next feature selection method used was Genetic 
Algorithm. The way this method works is to look for the most 
suitable composition of features, with the aim of achieving the 
best prediction accuracy. The Genetic Algorithm method is a 
search technique based on principles that arise as a result of 
the inspiration of genetic and evolutionary mechanisms found 
in a natural system and population of living organisms [32]. In 
a Genetic Algorithm, every individual in the population 
represents a candidate solution to the designated problem. The 
Genetic Algorithm changes a population of individuals by 
using several genetic functions such as selection, crossover, 
and mutation [33][34]. Genetic Algorithm is a wrapper 
method which evaluates every composition of parameter 
features using machine learning performance as the criteria of 
evaluation.The genetic algorithm approach is acceptable for 
various types of solving solutions such as optjmization and 
calls for scheduling[35]. 

PSO is based on the idea of the social and cooperative 
behavior of various species to fulfil their food needs, in this 
case existing in a multidimensional search space [36][37]. The 
PSO algorithm consists of a number of main parameters that 
are used by particles to determine the direction and steps that 
are then used to determine subsequent movement, in Pbest and 
Gbest[36][38]. The position of every particle represents a 
solution that has a particular fitness value. Particles have their 
own memory in which they store their best position, referred 
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to as personal best or Pbest[39]. These particles are evaluated 
in terms of a particular optimization function to identify their 
compatibility value and ability to hold the best solution. Every 
particle determines its next position in the search space based 
on the function of velocity, which calculates the best position 
of a particle and the best particle position in a population 
(Gbest). These particles will move at each iteration to a 
different position until they reach an optimal position [40]. 

After obtaining the best feature composition, the next step 
of the research was the modeling phase with machine learning. 
This research used four machine learning algorithms in the 
modeling process, namely Multi-Layer Perceptron (MLP), 
Random Forest, Support Vector Regression (SVR), and K-
Nearest Neighbor. In the modeling stage, the prediction model 
was developed by studying how closely the data of the 
selected input features correlated with the results of the 
measurement output data. 

E. Evaluation and Deployment 

The final step was to evaluate the results of the machine 
learning modeling using an evaluation matrix. This evaluation 
parameter was used to observe the best accuracy level of the 
various machine learning models that had been developed. 
The path loss prediction model is a regression model in which 
the performance level of the model is calculated by comparing 
the prediction value with the actual value. The evaluation 
matrix used in this research included 3 parameters, namely 
RMSE, MSE, and MAPERMSE is the root of the Mean 
Square Error which is the evaluation parameter of the 
regression case. 

RMSE=√
1

N
∑ (yj - ŷj)2n

j=1              (4) 

MAE is the average of absolute value of the difference 
between the actual value and the predicted value. MAE 
measures the average error between predictions and actual 
values. 

MAE=
1

N
∑ |yj-ŷj|N

j=1              (5) 

MAPE (Mean absolute Percentage Error) is the average 
value of the percentage error error between the actual value 
and the predicted value. 

MAPE=
1

N
∑ (

yj - ŷj

yj
)  x 100%n

j=1             (6) 

yj is the measured path loss, ŷj is the predicted path loss, 
and N is the number of samples. 

IV. RESULT AND DISCUSSION 

The preliminary data in this research included a total of 18 
candidate variables that consisted of system parameters and 
environmental parameters. The environmental parameters 
were divided into two segments, namely geographical 
parameters and weather parameters. In The first step was to 
make calculations using the Cost-Hatta model, which is an 
empirical model. Only four parameter variables were used in 
this model, namely distance, frequency, height of TX and 
height of RX. These data were used to determine the value of 
calculated path loss and to find the delta value of the 

difference between the measured path loss and calculated path 
loss. 

The next step was to analyze the selection of the best 
variables from the 18 candidate variables using the stage of 
feature selection, as shown in Table I. 

TABLE I. CANDIDATE VARIABLE 

Variable Name Variable Description Level 

Distance 
Distance between transmitter (TX) and receiver 

(RX) 
meters 

Frequency Frequency used in signal transmission MHz 

Height TX Transmitter antenna height + altitude location meters 

Height RX Receiver antenna height + altitude location meters 

Vertical angle 

The angle difference between the vertical direction 

of the antenna and the vertical direction of the 

receiver 

degree 

Horizontal angle 

The angle difference between the horizontal 

azimuth of the antenna and the horizontal direction 

of the receiver 

degree 

Width of River River Width meters 

Height of 

Building 
Surrounding building height meters 

Distance between 

Building 
Distance between surrounding buildings meters 

Distance_TX to 

Border (Land) 

Distance between transmitter (TX) and river 

border / distance on land 
meters 

Distance Border 

to User (Water) 

The distance between the river border and the user 

/ distance on the waters 
meters 

Delta Height of 

TX-RX 

The difference between the height of the 

transmitting antenna and the receiving antenna 
meters 

Slope Contour 
The angle between the horizontal plane and the 

direction of the contour of the ground 
degree 

Building Density 
The building density between tranceiver and 

receiver 
- 

Barometric 

Pressure 
Barometric pressure at the time of measurement hPa 

Temperature Air temperature at the time of measurement °C 

Humidity Air humidity at the time of measurement % 

Dew Point Dew Point Value at the time of measurement °C 

A. Result of Empirical Model by using Cost-Hatta 

In the preliminary stage, the path loss value was calculated 
using the Cost-Hatta empirical model. In the existing models, 
the Okumura-Hatta models are divided according to type of 
area, whether urban, suburban, or rural. The results of the 
Cost-Hatta model calculations were compared with the path 
loss value from the results of the measurements collected in 
order to obtain the evaluation parameter value. 

TABLE II. EVALUATION PERFORMANCE OF COST-HATTA MODEL 

Model Area 
Evaluation 

RMSE MAE MAPE 

Cost-Hatta 

Urban      31.643 27.114 18.554 

Sub-Urban  25.832 21.319 15.375 

Rural      25.832 21.319 15.375 

Table II shows that the Cost-Hatta calculation of urban 
area had an RMSE value of 27.114 while the suburban/rural 
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area calculation had an RMSE value of 21.319. This result 
shows that the calculation model with Cost-Hatta in a 
suburban area had a higher level of accuracy than the 
calculation value in an urban area. This indicates that the 
measurement value in a mixed land-water area was more 
compatible with the calculation in a suburban area. However, 
the RMSE value still showed a inadequate level of accuracy 
because it is exceeded the limit of an RMSE value, which 
should be less than 10. Therefore, there is a need to improve 
the model of the Cost-Hatta formula by modeling path loss 
error using machine learning. Path loss error is the difference 
between the path loss result from the Cost-Hatta calculation 
and the path loss value from the measurement result. The path 
loss error value obtained was used as an output variable in the 
process of prediction improvement. 

B. Results of Feature Selection Process 

The first step in the process of developing the path loss 
prediction model was the feature selection process. The 
feature selection process used three methods to obtain the best 
composition of features. The composition of features produced 
by these three methods is as follows: 

1) Univariate feature selection: The Univariate method 

was used to select the features with the highest level of 

correlation. The type of score function used was Mutual 

Information Regression. The next step was to provide 

alternative feature combinations based on the different degrees 

of correlation. The first feature selection method is by using 

Univariate FS. The score function used is mutual info 

regression. Univariate feature selection works by selecting the 

best features based on univariate statistical tests. 

 

Fig. 5. Value of Mutual Information Univariate for Path Loss Prediction. 

Fig. 5 shows that based on metode Univariate FS, 
frequency has the highest ranking. This indicates that the 
frequency value had the strongest correlation with the path 
loss variable, followed by TX-RX distance, border to user 
distance (water), and distance between buildings (m). This 
research shows that frequency and distance variables, 
including TX-RX distance, border to user distance (water), 
and distance between buildings, play an extremely important 
role in path loss prediction. The features with the weakest 
correlation were the parameters of RX vertical angle from TX 
main beam and building height. The RX vertical angle from 
main beam variable did not have a significant effect because 
the measurements were carried out in the NLOS area, so there 
were many measurement factors that influenced this 
parameter, such as blockage from buildings and other nearby 
objects. The building height parameter also had no significant 
influence because the collection of building data only took 
into account the height of buildings in the area of the user 
location point but did not take into account all the buildings 
between the BTS transmitter location and the receiver 
location. 

Some of these candidate features were modeled simply and 
evaluated using a machine learning classifier in the form of 
Random Forest Regression. Table III shows that the best 
feature combination was achieved by combining the best 17 
features, with an RMSE value of 3.07. The combination of 
these 17 features eliminated the variable with the lowest 
correlation level to output, which was the RX vertical angle 
from main beam variable. 

TABLE III. CANDIDATE VARIABLE OF UNIVARIATE FEATURE SELECTION 

Number of Variables MAE MSE RMSE 

1 10.59 171.99 13.11 

2 9.13 138.71 11.78 

3 9.11 137.15 11.71 

4 9.11 140.95 11.87 

5 6.68 94.48 9.72 

6 6.87 97.13 9.86 

7 6.71 93.52 9.67 

8 6.74 95.75 9.79 

9 6.68 91.89 9.59 

10 6.87 98.30 9.91 

11 6.53 89.96 9.48 

12 6.34 85.27 9.23 

13 6.58 88.15 9.39 

14 6.62 91.12 9.55 

15 6.66 92.65 9.63 

16 2.30 10.89 3.30 

17 2.18 9.41 3.07 

18 2.25 10.38 3.22 

2) Genetic algorithm feature selection: The Genetic 

Algorithm feature searches for the best feature composition by 

performing an evaluation of every feature combination using a 

classifier with machine learning. The classifier used in this 
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research was Random Forest Regression. This research 

searched for the best composition by altering the values of the 

parameter settings on the Genetic Algorithm. The population 

values were changed between 20, 50, and 80. The crossover % 

values were changed between 0.5, 0.7, and 0.9, and the 

mutation % values were varied between 0.3, 0.5, and 0.7. 

TABLE IV. CANDIDATE VARIABLE OF GENETIC ALGORITHM 
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20 20 0.5 0.3 [,3,6,8,13,15,16,18] 9.870 

20 20 0.7 0.3 [,2,3,4,8,9,10,11,17] 7.990 

20 20 0.9 0.3 [3,4,5,7,10,13,4,16,18] 11.345 

20 20 0.5 0.5 [1,2,3,6,7,8,9,15,16] 8.234 

20 20 0.7 0.5 [2,3,4,5,8,10,11,4,17,18] 7.651 

20 20 0.9 0.5 [2,3,4,5,7,8,9,10,11,13,15,17,18] 8.382 

20 20 0.5 0.7 [2,3,4,6,7,8,9,4,15,16,17] 7.936 

20 20 0.7 0.7 [2,3,4,5,7,8,10,12,4,16,17] 7.643 

20 20 0.9 0.7 [1,3,4,5,6,9,13,4,15,16,18] 9.037 

20 50 0.5 0.3 [3,4,5,8,9,11] 14.477 

20 50 0.7 0.3 [2,3,4,5,6,11,12,13,15,16,17] 8.857 

20 50 0.9 0.3 [2,3,4,5,9,10,11,15,18] 7.603 

20 50 0.5 0.5 [3,5,9,12,13,4,17,18] 10.948 

20 50 0.7 0.5 [3,4,5,6,8,9,10,18] 9.988 

20 50 0.9 0.5 [1,2,3,6,8,9,10,11,13,15,16,18] 8.183 

20 50 0.5 0.7 [2,5,8,9,11,4,16,17] 11.978 

20 50 0.7 0.7 [2,3,5,8,9,10,12,15] 8.050 

20 50 0.9 0.7 [1,2,3,6,10,13,4,15,16,17,18] 8.298 

20 80 0.5 0.3 [3,5,6,8,9,10,12,13,16,17,18] 10.012 

20 80 0.7 0.3 [1,2,3,5,6,7,10,11,12,4,15,17,18] 8.058 

20 80 0.9 0.3 [3,5,8,10,11,12,13,18] 8.549 

20 80 0.5 0.5 [2,3,4,10,11,12,13,4,15,16] 8.167 

20 80 0.7 0.5 [,2,3,4,6,8,12,13,15,18] 8.399 

20 80 0.9 0.5 [1,2,4,5,6,10,11,12,13,4,15\] 7.966 

20 80 0.5 0.7 [1,2,3,9,10,11,13,17,18] 8.190 

20 80 0.7 0.7 [1,3,6,8,9,11,15,16] 8.316 

20 80 0.9 0.7 [1,2,3,4,7,12,4,15,16] 7.864 

Table IV shows that the best composition of variables 
achieved was using the variable numbers [2, 3, 4, 5, 9, 10, 11, 
15, 18]. These variables are frequency, TX height, RX height, 
RX vertical angle from TX main beam, distance between 
buildings, barometric pressure, temperature, slope contour, 
and border to user distance (water). The parameters selected in 
the Genetic Algorithm showed quite a marked difference with 
the Univariate FS. The RX vertical angle from TX main beam 
and distance between buildings, which had a low correlation 
with output, were included in the selected parameter 
composition, as was the TX-RX distance parameter. This was 
because the GA method did not take into consideration the 
correlation level between the input and output variables but 
performed a combination search with the mutation and 
crossover between the variables. 

3) Particle Swarm Optimization (PSO) feature selection: 

PSO is also a wrapper method, which searches for the best 

composition by evaluating every possibility for each candidate 

combination using machine learning, searching for the best 

accuracy based on the results of the evaluation. This research 

carried out a number of trials by altering the values of the PSO 

parameter settings. Particle number, weighting, and C1/C2 

values were changed to obtain the best accuracy value from the 

selected variables. The number of particles was varied with the 

values of 40, 70, and 100, while the W and C1/C2 values were 

varied with the values of 0.2, 0.5, and 0.8. 

TABLE V. CANDIDATE VARIABLE OF PARTICLE SWARM OPTIMIZATION 
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100 40 0.2 0.2 
[1,2,3,4,5,6,8,9,10,11,12,13,4,16,17

] 
2.433 

100 40 0.5 0.2 [2,3,5,6,7,8,11,13,4,15,16,17,18] 2.423 

100 40 0.8 0.2 
[1,2,3,4,6,7,8,9,12,13,4,15,16,17,18

] 
2.415 

100 40 0.2 0.5 [2,3,4,5,6,7,8,12,13,4,16,17,18] 2.421 

100 40 0.5 0.5 [1,2,3,5,6,7,9,10,4,15,16,17,18] 2.419 

100 40 0.8 0.5 
[1,2,3,4,5,6,7,8,9,10,12,13,16,17,18

] 
2.416 

100 40 0.2 0.8 
[2,3,4,5,6,9,10,12,13,4,15,16,17,18

] 
2.417 

100 40 0.5 0.8 
[2,3,5,6,7,8,9,10,11,12,13,15,16,17,

18] 
2.415 

100 40 0.8 0.8 
[2,3,4,6,7,9,10,11,12,13,4,15,16,17,

18] 
2.411 

100 70 0.2 0.2 
[2,3,6,7,8,9,10,11,13,4,15,16,17,18

] 
2.425 

100 70 0.5 0.2 
[1,2,3,4,6,7,9,11,12,13,15,16,17,18

] 
2.419 

100 70 0.8 0.2 
[2,3,4,6,7,9,11,12,13,4,15,16,17,18

] 
2.414 

100 70 0.2 0.5 
[1,2,3,4,5,6,7,8,11,12,13,4,15,16,17

,18] 
2.419 

100 70 0.5 0.5 [2,3,4,5,6,8,9,10,12,13,16,17,18] 2.419 

100 70 0.8 0.5 
[2,3,4,5,6,7,8,9,10,11,12,13,4,15,16

,17,18] 
2.411 

100 70 0.2 0.8 
[1,2,3,4,6,7,8,9,12,13,4,15,16,17,18

] 
2.415 

100 70 0.5 0.8 
[2,3,4,5,6,7,8,9,10,11,12,13,4,16,17

,18] 
2.411 

100 70 0.8 0.8 
[2,3,4,6,7,9,10,11,12,13,4,15,16,17,

18] 
2.411 

100 100 0.2 0.2 [1,2,3,6,7,9,11,12,4,15,16,17,18] 2.428 

100 100 0.5 0.2 [2,3,4,5,6,9,12,13,4,15,16,17,18] 2.420 

100 100 0.8 0.2 
[1,2,3,5,6,7,8,9,10,12,13,4,15,16,17

,18] 
2.413 

100 100 0.2 0.5 [1,2,3,4,6,7,9,4,15,16,17,18] 2.423 

100 100 0.5 0.5 
[1,2,3,4,5,6,7,8,9,11,12,13,4,16,17,

18] 
2.414 

100 100 0.8 0.5 
[1,2,3,4,6,7,8,9,10,11,13,4,15,16,17

,18] 
2.417 

100 100 0.2 0.8 
[2,3,4,5,6,9,10,12,13,4,15,16,17,18

] 
2.417 

100 100 0.5 0.8 
[1,2,3,4,5,6,7,8,9,10,11,12,13,4,15,

16,17,18] 
2.411 

100 100 0.8 0.8 
[2,3,4,5,6,7,8,9,11,12,13,4,15,16,17

,18] 
2.413 

Table V shows that the best composition of variables was 
the composition of variables [2, 3, 4, 6, 7, 9, 10, 11, 12, 13, 
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14, 15, 16, 17, 18]. The variables eliminated from the selected 
variables were TX-RX distance, RX vertical angle to 
mainbeam, and building height. This was the same as the 
Univariate results, where the parameters of RX vertical angle 
to mainbeam and building height, which had a low correlation, 
were not included in the selected variables. However, what 
was significantly different was the parameter of TX-RX 
distance, which had a sufficiently high level of correlation but 
was not included in the selected variables in PSO. As in the 
case of GA, PSO did not take into account the level of 
correlation between the input and output variables, but carried 
out a combination search with a particular method. In PSO, 
the search uses a swarm technique, which is a search based on 
the history of the best values, whether Pbest or Gbest. 

C. Machine Learning Evaluation 

In this research, four machine learning models were used 
to improve path loss prediction. The results of the evaluation 
parameters using four machine learning model are presented. 

Table VI shows the evaluation of combination parameters 
to the feature selection methods with machine learning 
models. These results indicate that the best feature selection in 
DNN modeling is the Univariate method with an RMSE value 
of 4.49. These results are also shown in the KNN Regressor 
and Random Forest modeling where the smallest RMSE value 
uses the Univariate feature selection method where the RMSE 
values are 3.75 and 1.52 respectively, while the feature 
selection method using the GA method has the lowest 
accuracy rate for the use of the three types of algorithms. the. 
The SVR modeling shows different results, namely the best 
feature selection using GA, while the selection feature with 
the largest RMSE uses Univariate. 

Table VII shows the best combination of feature selection 
methodology and machine learning. In the improvement of the 
Cost-Hatta model using Univariate-Random Forest, it has the 
smallest level of accuracy, namely the RMSE value of 1.52, 
MAE of 1.09 and MAPE of 14.08. The second accuracy value 
is model improvement using Univariate-KNN with a RMSE 
value of 3.75, an MAE value of 2.76 and a MAPE value of 
35.75. On the third device, using univariate-DNN with an 
RMSE value of 4.49, an MAE value of 3.31 and a MAPE 
value of 308.8. While the worst value of accuracy 
improvement is by using GA-SVR. The value of the level of 
accuracy in the model is RMSE of 17.09, MAE value of 13.9 
and MAPE value of 592.29. 

The results of the Cost-Hatta model improvement using a 
machine learning approach can be seen in Fig. 6. The graph 
shows that the increasing accuracy using univariate-RF was 
the highest in RMSE accuracy, which is around 94.12%, 
followed by Univariate-KNN Regression and Univariate-DNN 
where the increase values are 85.48% and 82.67%, 
respectively. The lowest RMSE accuracy increase value is in 
the GA-SVR combination, with an accuracy increase of 
33.84% from the Cost-Hatta RMSE value of 25,832 to 1.52. 

TABLE VI. EVALUATION PERFORMANCE OF FEATURE SELECTION – 

MACHINE LEARNING MODEL 

Model FS RMSE MAE MAPE 

DNN 

GA 5.58 4.15 720.57 

PSO 5.18 3.86 705.96 

Univariate 4.49 3.31 308.80 

KNN Regressor 

GA 4.61 3.24 148.09 

PSO 3.88 2.80 89.56 

Univariate 3.75 2.76 35.75 

Random Forest Regressor 

GA 1.76 1.22 105.79 

PSO 1.58 1.12 36.54 

Univariate 1.52 1.09 14.08 

SV Regressor 

GA 17.09 13.90 592.29 

PSO 18.08 14.65 634.28 

Univariate 18.21 14.74 252.81 

TABLE VII. COMPARISON OF COST-HATTA MODEL WITH MACHINE 

LEARNING MODIFICATION MODEL 

Model 
Evaluation 

RMSE MAE MAPE 

Cost-Hatta 25.832 21.319 15.375 

Cost-Hatta - Univ-DNN 4.49 3.31 308.8 

Cost-Hatta-Univ-KNN 3.75 2.76 35.75 

Cost-Hatta-Univ-RF 1.52 1.09 14.08 

Cost-Hatta-GA-SVR 17.09 13.9 592.29 

 

Fig. 6. Improvement Percentage of Machine Learning Model 

Approachment. 

V. CONCLUSIONS 

The determination of the features in the modeling will 
determine the accuracy of the path loss prediction. The 
condition of different signal propagation area causes the 
complexity of the various parameters needed in predicting 
path loss modeling, especially in mixed land-water areas. 
System parameters and environmental parameters have an 
influence on the path loss value. The feature selection method 
approach is needed to choose the best combination of 
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parameters in the construction of the prediction model. 
Improvements to the Cost-Hatta model with the feature-
selection and machine learning approach resulted in a 
significant improvement in accuracy. The combination of the 
Univariate-RF model is the best combination with an increase 
in accuracy of 94.12% from the previous RMSE Cost-Hatta 
value. This indicates that the proposed model framework is 
highly suitable to be used in a mixed land-water area. 

VI. FUTURE WORK 

In the next research, some suggestion to increase path loss 
prediction accuracy especially in mixed land water area: 

1) Hyper-parameter optimization of machine learning 

models can be carried out. Metaheuristic methods such as 

Genetic Algorithm and Particle Swarm Optimization can be 

used in determining the composition of hyper-parameters to get 

the best accuracy value. 

2) Expand measurement data to get a more varied sample 

value, especially for weather parameters. 
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Abstract—The ability to predict graduates’ employability to 

match labor market demands is crucial for any educational 

institution aiming to enhance students' performance and learning 

process as graduates’ employability is the metric of success for 

any higher education institution (HEI). Especially information 

technology (IT) graduates, due to the evolving demand for IT 

professionals increased in the current era. Job mismatch and 

unemployment remain major challenges and issues for 

educational institutions due to the various factors that influence 

graduates' employability to match labor market needs. 

Therefore, this paper aims to introduce a predictive model using 

machine learning (ML) algorithms to predict information 

technology graduates’ employability to match the labor market 

demands. Five machine learning classification algorithms were 

applied named Decision tree (DT), Gaussian Naïve Bayes 

(Gaussian NB), Logistic Regression (LR), Random Forest (RF), 

and Support Vector Machine (SVM). The dataset used in this 

study is collected based on a survey given to IT graduates and 

employers. The performance of the study is evaluated in terms of 

accuracy, precision, recall, and f1 score. The results showed that 

DT achieved the highest accuracy, and the second highest 

accuracy was achieved by LR and SVM. 

Keywords—Machine learning; IT graduates; higher education; 

employability; labor market 

I. INTRODUCTION 

Due to the dynamically changing job market and the rapid 
advancements in technology. The growing demand for 
Information Technology (IT) professionals is one of the 
highest demands all over the world [1]. Human capital is one 
of the most important economic assets of production and is 
considered the main pillar for raising the standard of living 
and developing human resources on which countries depend in 
strategic planning to achieve sustainable development, as 
human capital represents the workforce that engages in all 
service, production, and consumer activities in society. As a 
result, higher education institutions (HEIs) produce an 
increasing number of graduates each year. The mismatch 
between the higher education outputs and the labor market 
demands is considered one of the major threats to economic 
growth which causes high unemployment rate and 
misplacement problems among higher education graduates in 
Egypt. The mismatch is due to poor collaboration between the 
labor market and HEIs. This lack of communication results in 
the wrong kind of workforce, thus errors in its production are 
costly [2]–[4]. Thereby, to avoid this mismatch, the HEIs have 
to ensure the graduates’ employability. 

Machine learning (ML) techniques can be used to predict 
the employability signals of IT graduates and identify the most 
significant factors affecting their employability as early as 
possible so appropriate actions can be taken to enhance their 
employability in order to equip them with the appropriate 
knowledge and skills before they enter the dynamic job 
market. 

There is increasing interest in applying machine learning 
in higher education, according to certain prior studies to 
predict the graduates’ employability but still, the use of 
automated machine learning to predict students' employability 
in its initial stage, ML is a subset of artificial intelligence (AI) 
in which computers analyze large datasets to learn patterns 
that will make predictions for new data, in contrast to 
traditional computer methodologies. In traditional reasoning, 
algorithms are a set of explicitly defined instructions that 
computers use to describe or solve problems [5], [6]. As a 
result, in the hiring process, graduates with experience are in 
high demand due to high productivity and low training cost 
than those who did not have any experience. HEIs must 
undergo frequent evaluations to provide future IT graduates 
with the demanded skills as it is considered the main factor to 
produce this workforce [7]. 

The earlier studies have shown a great interest in 
examining the mismatch between HEIs output and labor 
market demands. By applying different ML algorithms. 
However, these studies focused on one or a few features only. 
As a result, the two main research questions of this study are: 

RQ1) What are the most significant features that affect 
graduates’ competitive advantage to match labor market 
demands? 

RQ2) what are the best machine learning algorithms for 
employability prediction of IT graduates? 

The objective of this study is to develop a prediction ML 
model for graduates’ employability status (predict whether the 
IT graduate is most likely to be qualified or not qualified to 
match labor market demands), and for better utilization of the 
collected dataset which can greatly help understand the extent 
to which IT graduates were prepared for the highly technical 
IT careers to enter the workforce. 

The findings of this study will help: 

 Reduce the gap between labor market demands and 
HEIs. 
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 Improve the IT graduates’ qualifications to match labor 
market demands. 

 Provide valuable insights for guiding HEIs to make 
better long-term plans for producing graduates who are 
knowledgeable and skilled through prediction of their 
employability status. 

 Contribute significantly to the placement process for 
employers. 

 Decrease the high unemployment rate of IT graduates. 

The rest of this paper is organized as follows: Section II 
presents various relevant works in the field of employability 
prediction. Section III describes the proposed methodology in 
detail. Section IV shows the results of the used algorithms and 
the discussion of the analysis of the used features. Section V 
presents the conclusions of this study with some limitations 
and improvements. 

II. RELATED WORK 

 In recent years, many researchers attempted to use 
machine learning in higher education to enhance graduate’s 
features and curricula to support employability [8]. To discuss 
the contribution of ML in continuous quality improvement. 
We focused on some of the previous works that used different 
machine learning techniques such as Artificial Neural 
Network (ANN), Decision Tree (DT), K-Nearest Neighbor 
(KNN), Gaussian Naïve Bayes (Gaussian NB), Logistic 
Regression (LR), Neural Network (NN), Random Forest (RF), 
Naïve Bayes (NB) and Support Vector Machine (SVM). 

 In [9], the author predicted which students are most likely 
to get work after graduation by using data analytics and 
machine learning techniques such as SVM, LR, ANN, DT, 
and discriminant analysis. Also, the features used are hard 
skills, demographics features, extra/co-curricular activities, 
and internships the data were obtained from student surveys 
and institutional databases. The SVM classification algorithm 
achieved an accuracy of 87.26%. 

The authors in [10] aimed to identify the most significant 
factors affecting graduate employability by using three 
classification algorithms DT, ANN, and SVM. The features 
used in this research are hard skills, soft skills, demographic 
features, extra/co-curricular activities, university features, and 
internships the research data were collected from institutional 
databases. The SVM algorithm shows 66.096% accuracy. 

 A web-based application is developed by [11] through 
applied machine learning algorithms DT, NB, and NN to 
predict the sustainability of IT students’ skills for recruitment 
mainly hard skills and soft skills, the collected data were from 
student and recruiter surveys, the NB achieved the highest 

accuracy of 69%. In another research [12], supervised 
machine learning techniques such as LR, DT, RF, KNN, and 
SVM were used to predict high school students' employability 
for part-time jobs with local businesses the hard skills, 
demographic features, and extra/co-curricular activities 
features were used and collected from student surveys. The 
LR algorithm achieved an accuracy of 93%. 

The authors in [13] analyzed the data from education 
institutions to predict the students’ employability and 
determine the factors affecting their employability by using 
hard skills, soft skills, demographic features, extra/co-
curricular activities, and university features then applied four 
ML algorithms which are DT, Gaussian NB, SVM, and KNN. 
The results achieved an accuracy of 98% by DT and SVM. 

Furthermore, a student employability prediction system 
was developed by [14] using SVM, DT, RF, KNN, and LR 
algorithms to predict the students’ employability, Institutional 
databases were obtained, and the hard skills, soft skills, and 
demographic features were used. The results of this research 
achieved an accuracy of 91% by the SVM algorithm. In [14], 
the authors identified the most predictive attributes through 
hard skills, soft skills, and demographic features to determine 
why students are most likely to get employed using graduates 
surveys and institutional databases, the applied and compared 
three methods are SVM, RF, and DT. The SVM achieved the 
highest accuracy of 91.22%. 

The authors in [15] investigated the impact of various 
institution features on graduate employability using the 
hyperbox-based machine learning model which achieved 78% 
accuracy. A hybrid model was proposed by [16] for student 
employability prediction through a deep belief network and 
Softmax regression (DBN-SR) the dataset obtained from 
student surveys and the hard skills, soft skills, demographic 
features, and university features were used as the adopted 
features the results achieved high accuracy with 98%. 

In [17] predicted the students’ employability based on 
technical skills the institution databases were collected and the 
following algorithms were applied SVM, LR, DT, RF, 
AdaBoost, and NB, the highest accuracy achieved is 70% by 
the RF algorithm. Finally, the authors in [18] developed a 
model using various machine learning methods DT, RF, NN, 
and Gaussian NB to forecast candidate hiring by employing 
different statistical measures on feature selection such as hard 
skills, demographic features, and professional experience, the 
highest accuracy was achieved by Gaussian NB with 99%. 
Table I depicts and summarizes the relevant studies according 
to their adopted features, dataset sources, ML models, output 
features, and accuracy of the best-adapted model to answer 
RQ1. 
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TABLE I. COMPARISON OF RELATED STUDIES 

Reference Year 
Adopted features 

categories 
Dataset sources ML model Output features Accuracy 

Hugo [9] 2018 

Hard skills 

Demographics 

features 

Extra/co-curricular 
activities 

Internship 

Student surveys 

and 

Institution 
databases. 

-SVM 

-ANN 

-LR  

-Discriminant 

analysis 

-DT 

Employability: 

{Employed, Not 

Employed} 
SVM 87.26% 

Othman et al. [10] 2018 

Hard skills 

Soft skills 

Demographic features 

Extra/co-curricular 

activities 

University features 

Internship 

Institutional 

databases 

-DT 

-ANN 

-SVM 

Employability: 

{Employed, Not 

employed} 
SVM 66.0967% 

Alghamlas and 

Alabduljabbar [11] 
2018 

Hard skills  

Soft skills. 

Student surveys 

and 

Recruiter surveys. 

-DT  

-NB  

-NN 

Matching to industry-

required skills 

Naïve Bayes 

69% 

Dubey and Mani [12] 2019 

Hard skill 

Demographic features  

Extra/co-curricular 

activities.  

Student surveys. 

-LR 

-DT  

-RF 

-KNN 

-SVM 

Hiring: {Hired, Not 

hired} 
LR 93% 

Kumar and Babu [13] 2019 

Hard skills 

Soft skills 

Demographic features  

Extra/co-curricular 

activities 

University features. 

Student surveys. 

-DT 

-Gaussian NB 

-SVM 

-KNN. 

Getting a job: {Yes, 

no} 
DT & SVM 98% 

Casuat [21] 2020 

Hard skills 

Soft skills 

Demographic features 

Institution 

databases. 

-DT 

-RF 

-SVM 

-KNN 

-LR 

Employability: 

{Employed, Less 

Employed} 

SVM 91% 

Casuat & Festijo [14] 2020 

Hard skills 

Soft skills 

Demographic features. 

Graduate surveys 

and 

Institution 

databases 

-SVM 

-RF 

-DT 

Employability: 

{Employed, Less 
Employed} 

SVM 91.22% 

Aviso et al.[15] 2020 University features. 
Institution 

databases. 

Rule-based 

Hyperbox model. 

Employability: {Yes, 

no} 
78% 

Bai and Hira [16] 2021 

Hard skills 

Soft skills 

Demographic features 

University features. 

Student surveys. -Softmax regression. 

Employability: 

{Employed, 

Unemployed} 
98% 

Laddha et al. [17] 2021 Hard skills. 
Institution 

databases. 

-SVM 

-LR 

-DT 

-RF 

-AdaBoost  

–NB. 

Placement: {Placed, 

Not placed} 
RF 70% 

Reddy et al. [18] 2021 

Hard skills 

Demographic features  

Professional 

experience. 

Employee surveys. 

-DT 

-RF 

-NN 

-Gaussian NB. 

Recruitment: {Join, 

Not join} 

Gaussian NB 

99% 
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III. METHODOLOGY 

In this section, we will discuss the methodology of our 
study, the machine learning algorithms applied, and the 
evaluation metrics used in this study. Fig. 1 highlights the 
research methodology: i) Data collection; ii) applying data 
preprocessing; iii) Splitting the dataset into two sets, a train set 
to train the model and a test set to evaluate the model; 
iv) building our model by applying five ML classification 
algorithms; v) evaluating the model; vi) outcome the proposed 
model to predict the qualified IT graduate to meet labor 
market demands. To answer RQ1: What are the most 
significant features that affect graduates’ competitive 
advantage to match labor market demands? we followed the 
methodology steps as shown below. 

A. Data Source 

The dataset used in this research was obtained based on a 
survey given to IT graduates and employers in Egypt. We 
created an online survey with pertinent questions and then 
distribute it to IT graduates including (Computers & Artificial 
intelligence, Business information systems, Software 
Engineering, and Management information systems) and 
several IT companies from different sectors to get the desired 
findings. A brief description of each feature selected, and its 
value is described in Table II. We classified them into four 
categories (Trainings, Soft skills, Hard skills, and In-demand 
skills) each category has the most-related features, and the 
values (0,1) of the first three categories indicated that “0” 
means the graduate does not been trained or given a specific 
course during their study years in the college. While “1” 
means the graduate has been trained or given a specific course 
in those skills. In the fourth category, the value (0-7) means 
how many courses or trainings the graduate received from 
those fields to be qualified for the industry requirements. 

B. Data Preprocessing 

Data preparation is a critical stage while creating a 
machine learning model as it is difficult for a machine to read 

the raw datasets to produce the expected results [19]. So, data 
preprocessing make data suitable for a machine learning 
model. First, we eliminate noise, missing values and make the 
data consistent. Then, we apply feature selection to identify 
the relevant features to allow classifiers to reach the optimal 
performance which has a greater impact on IT graduates’ 
employability to match the labor market demands. Finally, we 
Split the dataset into two sets (80%) for training to train the 
model and (20%) for testing to test the accuracy of the model 
and enhance the performance of our machine learning models. 

C. Prediction Models 

Five different binary classification algorithms are used to 
predict the IT graduates’ employability using the collected 
dataset. Because it categorizes new observations into one of 
two classes. The binary class in our dataset has two values (0) 
for a not qualified graduate that does not match labor market 
demands, and (1) for a qualified graduate. The number of 
records used in this study is 296. We used the following 
libraries Scikit Learn, Pandas, NumPy, Matplotlib, and 
Seaborn of the Python programming language. The five 
classification algorithms are: 

Decision Tree Algorithm: is a supervised learning 
technique equivalent to a series of IF-THEN statements built a 
structure of branches and nodes based on the evidence 
obtained for each feature during the method learning process 
[10]. DT algorithm generates decision trees from training data 
to solve classification and regression problems. In our 
proposed model, the Gini method was used to create split 
points by finding a decision rule that produces the greatest 
decrease in impurity at a node. 

G(t)=1— ∑ Pi
2

c

i=1

             (1) 

where G(t) is the Gini impurity at node t and pi is the 

proportion of observations of class c at node t. Recursively, 
this decision-making process is carried out until all leaf nodes 
are pure or a certain cutoff is achieved. 

 

Fig. 1. The Research Methodology. 
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TABLE II. DESCRIPTION OF DATA FEATURES 

Category Feature Values Description 

Trainings 

Internship 

(0,1) 

A professional learning experience that provides meaningful work experience related to a student's 

field of study or career interest for a limited period of time. 

Summer training 
A period spent in a reputable company to gain relevant skills and experience in a particular field is 

usually conducted during July and August of each year. 

Workshops 
A period of discussion in which people work on a particular subject by discussing it or doing 

activities relating to it. 

Co-curricular activities 
The activities and learning experiences that take place in the university along with the academic 

curriculum by students to enhance their skills. 

Soft skills 

Problem-solving 

(0,1) 

The act of defining a problem; finding the cause of the problem; identifying, prioritizing, and 

selecting alternatives for a solution; and implementing a solution. 

Creative thinking The ability to generate new solutions to problems. 

Time management The process of planning and organizing how much time to spend on specific activities. 

English proficiency The ability to use and understand spoken and written English. 

Hard skills 
Data security 

(0,1) 
The practice of protecting digital information. 

Network security The practice of protecting networks and data. 

In-demand 

skills 

Data Analytics 

(0-7) 
The student’s knowledge and experience gained in those fields are based on their years of studies at 

the university through curricula and practical applications of them. 

Artificial Intelligence (AI) 

Internet of Things (IoT) 

Machine Learning (ML) 

Cybersecurity 

Data Science 

Cloud Computing 

Gaussian Naïve Bayes (Gaussian NB) algorithm: is a 
variant of Naive Bayes it is a probabilistic machine learning 
algorithm used for many classification functions and is based 
on the Bayes theorem and has a strong assumption that 
predictors should be independent of each other [13]. The 
likelihood of the features in our proposed model is assumed to 
be Gaussian: 

P(xi|y)=
1

√2πσy
2

exp (—
(xi—μy)2

2σy
2 )            (2) 

Where the parameters σy and µy are estimated using 
maximum likelihood. 

1) Random forest algorithm: is a supervised learning 

algorithm. It can be used both for classification and 

regression. This model first generates a forest of random trees. 

The aim of voting to merge random trees in a forest is to 

eliminate the most predicted tree. If a dataset contains x 

features, it first chooses a random feature known as y. The 

algorithm then attempts to merge trees based on the expected 

outcome and voting procedure [20]. We used the Gini method 

as mentioned in (1). 

2) Logistic Regression (LR) algorithm: A LR uses 

regression analysis, in this method a class variable that is 

binary classified is required for the logistic regression model 

[17]. Similarly, the target column named the employability 

class in this dataset holds two types of binary numbers “0” for 

a not-qualified IT graduate who has no chance of being 

employable to meet labor market demands, and “1” for the IT 

graduate who has been predicted to be qualified and match 

labor market requirements. In our proposed model, a linear 

model is included in a logistic function as follows: 

P(y
i
=1|X)=

1

1+e
-(β0+β1x)

             (3) 

where P (yi = 1 | X) is the probability of the ith 
observation’s target value, yi, being class 1, X is the training 
data, β0 and β1 are the parameters to be learned, and e is 
Euler’s number. The logistic function's goal is to interpret its 
output as a probability by limiting its value to a range between 
0 and 1. 

3) Support Vector Machine algorithm (SVM): in SVM the 

classes in the dataset should be pre-defined in this model. It 

works by using predefined classes to classify the objects in the 

given dataset. It categorizes transactions by allocating one or 

more classes in order to increase performance accuracy [21]. 

We used the linear SVC (Linear Support Vector 

Classification). 

D. Model Evaluation 

To evaluate the model effectiveness, a confusion matrix 
with true positive (TP), false positive (FP), true negative (TN), 
and false negative (FN) for predicted data is formed. The 
performance of the study is measured with respect to the 
accuracy, precision, recall, and F1 score. A brief description 
of each is described below: 

Accuracy: It is a common metric for evaluating classifier 
performance. It computes the ratio of correctly classified 
instances to the total number of instances [8]. Its formula is as 
follows: 
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Accuracy =
TP+TN

TP+FP+TN+FN
             (4) 

Precision: is the ratio of true positive instances divided by 
the total number of instances predicted as positive [22]. 

Precision =
TP

TP+FP
              (5) 

Recall: is given as the ratio of relevant instances that are 
retrieved [22]. 

Recall =
TP

TP+FN
              (6) 

F1 score: it is the combination of both precision and recall 
used to get the average value of them [20]. 

F1 score= 2*
precision * recall

precision + recall
             (7) 

IV. RESULTS AND DISCUSSION 

After data pre-processing, according to the methodology 
used, out of the total 296 graduates collected, 80% of the data 
was used as a training dataset, and 20% was kept as a test 
dataset. The findings related to this study are presented as 
follows. Fig. 2 shows the correlation matrix for the used 
features. 

The distribution of the employability class (qualified and 
not qualified) graduates used in this study is illustrated in 
Fig. 3 the value 0 represents the number of not qualified 
graduates while 1 represents the number of qualified 
graduates. From the figure, it may be shown that most 
involved samples are “not qualified” graduates (82%) than the 
“qualified” graduates (18%). 

In Fig. 4, we present the participants’ distribution in terms 
of the features that represent the trainings taken during the 
graduates’ years of study. According to the internship, a total 
of 11 participants were trained and qualified. Furthermore, 15 
participants referred to this training although they were not 
qualified. A total of 12 participants were trained and qualified 
because of the summer training. Moreover, the 105 
participants referred to this training even though they were not 
qualified. According to the co-curricular activities, a total of 
41 participants were trained and qualified. Whereas 168 
participants referred to this training given the fact that they 
were not qualified. Lastly, 37 people were trained and 
qualified during the workshops. And 82 participants referred 
to this training despite the reality that they were not qualified. 

Fig. 5 illustrates the participants’ distribution in terms of 
the features that represent the soft skills the graduates have 

been trained on during their years of study. As stated by the 
problem-solving skills a total of 39 participants were trained 
and qualified. As well as a number of 110 participants referred 
to this skill although they were not qualified. Referring to 
creative thinking skills, a total of 33 participants were trained 
and qualified. Also, a number of 74 participants referred to 
this skill although they were not qualified. Based on time 
management skills, a total of 37 participants were trained and 
qualified. Moreover, a number of 107 participants referred to 
this skill although they were not qualified. According to 
English proficiency skills, a total of 43 participants were 
trained and qualified. In addition, a number of 102 participants 
referred to this skill although they were not qualified. 

 

Fig. 2. Correlation Matrix of Selected Features. 

 

Fig. 3. Count of Employability Class (Qualified/Not Qualified). 

 

Fig. 4. Respondents’ Distribution in Terms of Trainings. 
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Fig. 5. Respondents’ Distribution in Terms of Soft Skills. 

 

Fig. 6. Respondents’ Distribution in Terms of Hard Skills. 

Fig. 6 depicts the participants’ distribution in terms of the 
features that represent the hard skills the graduates have been 
trained on during their years of study. According to the data 
security skills, a total of 39 participants were trained and 
qualified. Furthermore, a number of 107 participants referred 
to this skill although they were not qualified. A total of 40 
participants were trained and qualified in network security 
skills, whereas a number of 120 participants referred to this 
skill although they were not qualified. 

Fig. 7 demonstrates the participants’ distribution in terms 
of the features that represent the in-demand skills required by 
the industry from the employers’ perspectives of the graduates 
who have been trained on or given a specific course during 
their years of study. The 0 value means a total of 2 
participants did not take any of those skills and were qualified 
to match labor market requirements whereas 114 participants 
did not take any of them and found themselves not qualified to 
be employable. Based on value 7, a total of 7 participants took 
the seven demanded skills, and they were qualified. Therefore, 
there are no participants who took those seven skills who were 
not qualified. 

We applied five machine learning classification 
algorithms for predicting IT graduates’ employability. The 
confusion matrix for each model is illustrated in Table III. 
Fig. 8 shows the outcome prediction. 

Table III reveals that the DT model predicts the highest 
number of true positives (52 out of 59 test samples) among the 
five models. Furthermore, LR and SVM models predict the 
highest number of true negatives (13 among 59 test samples). 
The lowest number of false positives (0 out of 59 samples) is 
achieved by DT, RF, and SVM, respectively. The DT, 

Gaussian NB, and LR obtained the lowest number of false 
negatives (0 among 59). 

 

Fig. 7. Respondents’ Distribution in Terms of in-demand Skills. 

 

Fig. 8. Confusion Matrix for the Five Machine Learning Models. 

TABLE III. CONFUSION MATRIX FOR THE MACHINE LEARNING 

CLASSIFICATION MODELS 

 DT Gaussian NB LR RF SVM 

TP 52 46 46 49 46 

TN 8 9 13 9 13 

FP 0 5 1 0 0 

FN 0 0 0 2 1 
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The model performance for the employability target class 
in the form of a confusion matrix is presented in Table IV. In 
this table, the Match Class “1” means the graduates have 
chances of being employable and matching the labor market 
demands. On the other side, Not Match Class “0” denotes the 
graduates having no chance of being employable, the values of 
the row illustrating the prediction computed for both classes. 
As a result, the class precision, recall, and f1 score values are 
computed and displayed in the table. The class recall and 
precision values can be used to determine the classifier's 
overall accuracy. According to the table values, the DT 
classifier has the highest precision and recall, while the 
Gaussian NB classifier has the lowest. 

The performance of the study was evaluated in terms of 
accuracy, precision, recall, and F1 score. The calculated 
performance measures are shown in Fig. 9 and Table V. 

RQ2: what are the best machine learning algorithms for 
employability prediction of IT graduates? 

Fig. 9 and Table V indicate that DT outperformed all other 
machine learning algorithms with a maximum accuracy of 
100%, while LR and SVM achieved the second highest 
accuracy of 98%. DT outperformed by precision, recall, and 
F1 score of 100%. The second highest F1 score is achieved by 
LR and SVM at 98%. The second highest precision is 
achieved by SVM, and the second highest recall is achieved 
by LR. Most of the techniques have an F1 score higher than 
93%, which is comparatively better. 

TABLE IV. EVALUATION OF EMPLOYABILITY CLASS (QUALIFIED / NOT 

QUALIFIED) 

Decision Tree Algorithm 

 Precision Recall F1 score 

Match (1) 1 1 1 

Not Match (0) 1 1 1 

Gaussian Naive Bayes Algorithm 

 Precision Recall F1 score 

Match (1) 0.64 1 0.78 

Not Match (0) 1 0.9 0.95 

Logistic Regression Algorithm 

 Precision Recall F1 score 

Match (1) 0.93 1 0.96 

Not Match (0) 1 0.98 0.99 

Random Forest Algorithm 

 Precision Recall F1 score 

Match (1) 1 0.82 0.9 

Not Match (0) 0.96 1 0.98 

Support Vector Machine Algorithm 

 Precision Recall F1 score 

Match (1) 1 0.93 0.96 

Not Match (0) 0.98 1 0.99 

 

Fig. 9. Performance Measurement using Five Machine Learning Algorithms. 

TABLE V. PERFORMANCE EVALUATION OF THE FIVE MACHINE 

LEARNING ALGORITHMS 

 DT Gaussian NB LR RF SVM 

Accuracy 1 0.92 0.98 0.97 0.98 

Precision 1 0.82 0.96 0.98 0.99 

Recall 1 0.95 0.99 0.91 0.96 

F1 score 1 0.87 0.98 0.94 0.98 

V. CONCLUSION 

The number of information technology graduates produced 
by higher education institutions has been increasing every 
year. To overcome their unemployment situation and the 
mismatch between HEIs outputs and the labor market 
demands, there is a need for a model that can predict IT 
graduates’ employability to match labor market requirements 
using machine learning techniques. Therefore, this paper 
proposed, discussed, and implemented five machine learning 
classification algorithms namely DT, Gaussian NB, LR, RF, 
and SVM. 

This study achieved high accuracy than earlier works. The 
highest accuracy is achieved by DT with 100% and the second 
highest accuracy is achieved by LR and SVM with 98%, 
whereas the lowest accuracy with 92% achieved by Gaussian 
NB. The small size of the dataset is the main limitation of this 
study. From the study, we can conclude that machine 
learning techniques can predict IT graduates’ 
employability with high accuracy. 

The proposed model can be useful and helpful for higher 
education institutions to make better long-term plans for 
producing graduates who are knowledgeable, skilled, and 
fulfill the labor market needs. The findings of the features 
analysis indicated that moderating the curriculum to include 
the demanded skills required by industry and improving the 
teaching and learning methods by offering more training that 
would produce quality graduates in the following years. Also, 
the proposed model will be helpful for employers to contribute 
significantly to the placement process. 
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For further research, the size of the used dataset can be 
expanded, and various ML algorithms can be used to get 
better performance. 
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Abstract—In Maghreb countries, breast cancer considered 

one of the leading causes of mortality between females. A 

screening mammogram is a method of taking low energy level x-

ray images of the human breast to identify the early symptoms of 

breast cancer. The shape and contour of the lesion in digitized 

mammograms are two effective features that allow the 

radiologists to distinguish between benign and malignant tumors. 

We propose in this paper a new approach based on Otsu’s 

thresholding method for semi-automatic extraction of lesion 

boundaries from mammogram images. This approach attempts 

to find the best threshold value where the weighted variance 

between the lesion and normal tissue pixels is the least. In the 

first step, the median filter is used for removing noise within the 

region of interest (ROI). In the second step, a global threshold 

decrement was started in order to get the proper range of pixels 

in which the breast lesion could be segmented by Otsu’s 

thresholding method with high accuracy. The technique of 

mathematical morphology, especially opening operation is used 

in this work for removing small objects from the ROI while 

preserving the shape and size of larger objects that represent the 

tumors. We evaluated our proposal using 21 images obtained 

from Mini-MIAS database. Experimental results show that our 

proposal achieves better results than many previously explored 

methods. 

Keywords—Tumor detection; lesion segmentation; 

mammogram images; Otsu’s thresholding 

I. INTRODUCTION 

According to the statistics published in 2020 by World 
Health Organization (WHO) [1] Breast cancer is classified as 
one of the most common cancer and a leading cause of deaths 
among women worldwide. The study given by WHO show 
that 2.3 million women about the world were subjected to 
diagnosis of breast cancer in 2020, and almost 29.1% of this 
rate died out (685 000 deaths globally). Mortality rates for 
breast cancer are increasing at fast and no way to treat this 
disease yet except early detection that can help in increasing 
the survival rate. Different modalities of medical imaging 

have been used as screening tools for detecting and diagnosis 
of breast cancer, such as mammography, ultrasound, magnetic 
resonance imaging (MRI), nuclear medicine imaging, optical 
imaging, and breast microwave imaging [2]. Mammography is 
considered as one of the most commonly used tests for 
detecting breast cancer at early stages [3], it can often help 
find breast cancer early and reveal different abnormalities 
before any symptoms appear. The shape and contour of mass 
represent one of the most important information in analyze of 
mammograms. Breast mass segmentation has a key role in 
determining the nature of lesion since the mass having regular 
shapes have a high probability of being benign and the mass 
having irregular shapes have a high probability of being 
malignant. There are many challenges to detect mass contour 
in mammograms due to several factor including: normal breast 
tissues seemed to be similar to lesions, low contrast, fuzzy 
nature of the boundaries, complicated structured background. 

In the present study, we introduce a new approach for 
breast masses segmentation in mammographic images, in this 
approach we apply Otsu's method in appropriate range of 
pixels limited by the maximum value of intensity and an 
optimal threshold where the output of Ostu is made up of two 
clusters one of them represents the lesion with high contour 
accuracy. Our proposal is titled semiautomatic because the 
regions of interest (ROI) are selected manually by expert 
breast radiologist. 

The scheme proposed in this study combines the median 
filter, Otsu’s thresholding and mathematical morphology 
(opening operation). The remainder of this paper is organized 
as follows: Section II presents related state-of-the-art works; 
Section III presents the proposed exploration scheme of breast 
lesion boundaries from digital mammograms. Section IV 
shows the experimental results. In Section V we discuss about 
the results. Finally, the conclusions of this work are presented 
in Section VI. 
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II. RELATED WORK 

The success of lesion contour detection is directly 
associated with the choice of the measures and methods. 
Various approaches have been proposed in the literature for 
mass segmentation in mammographic images. N.Soliman et 
al. [4] developed a framework for processing of mammogram 
images, in their work the authors have used 2D median filter 
to remove digitization noise from images and morphological 
operations to remove artifacts, they have used also a fuzzy 
enhancement technique for contrast enhancement and Otsu’s 
multiple thresholding method for mammogram segmentation. 
Wessam M. Salama et al. [5] proposed a new framework for 
breast cancer image segmentation and classification. 
InceptionV3, DenseNet121, ResNet50, VGG16 and Mobile- 
NetV2 models are utilized to classify Mammographic Image, 
then the modified segmentation of the U-Net model is used for 
the segmentation process. V. Punithavathi et al. [6] proposed 
an approach based on Optimized Kernel Fuzzy Clustering 
Algorithm (OKFCA) to determine the cancer portions in 
mammogram images, After applying the Hybrid Denoising 
Filter (HDF) Algorithm in preprocessing, the proposed 
OKFCA is carried out to find out the cancer segment of 
mammogram image. J. Anitha et al. [7] presented a new 
approach based on the global adaptive thresholding to locate 
the suspicious regions in mammogram images. This optimal 
global threshold (Dual Stage Adaptive Thresholding 
(DuSAT)) is selected adaptively by maximizing between- 
class standard deviation, calculated from the gray level of the 
preprocessed image through the histogram peak analysis 
(HPA) of the entire image. Damian Valdés-Santiago et al [8] 
proposed two algorithms for mass boundaries extraction from 
mammogram images : a lesion segmentation approach based 
on a Fuzzy C–means modification using image histogram, and 
a selection criteria to choose candidate lesions that will serve 
as input to a classifier based on a binary decision tree. H 
Azary et al. [9] proposed a semi-supervised technique for 
mass segmentation in mammogram images in which the 
authors extracted the pixel information such as : the static, 
gray level run length matrix features and Fisher discriminant 
analysis (FDA) to use it in the process of classification. After 
that, they used a co-training algorithm based on support vector 
machine and Bayes classifiers for tumor segmentation. In [10] 
Mohammed Y. Kamil et al. applied two algorithms of the 
clustering approach were applied to three images from Mini-
MIAS Database for determining the boundaries of the tumor. 
the first is the K-means method and the second is the C-means 
method, in addition, the lazy snapping algorithm is applied to 
improve the performance of segmentation of suspect area. The 
results showed that the second algorithm of clustering is better 
than the first algorithm in terms of accuracy. In [11] M. Ramli 
et al. suggested a hybrid method of tumor boundary detection 
in mammogram images. After noise suppression by using 
median filter method, the Contrast-Limited Adaptive 
Histogram Equalization (CLAHE) technique have used for 
image contrast enhancement. in the first stage of 
segmentation, the watershed transform technique is applied to 
extract the original region of interest (ROI), and then, the 
authors employed the region growing algorithm in 
determining the tumor's boundaries. R. S. C. Boss, et al. [12] 
extracted 14 Haralick texture features from mammogram 

image using GrayLevel Co-occurrence Matrix (GLCM) for 
different angles with distance d = 1. Fuzzy c-means and K-
means algorithms are used to classify texture features in order 
to segment the region of interests (ROI) for further 
classification. T.Sadad et al. [13] employed the cascading of 
Fuzzy C-Means (FCM), morphological operations and region-
growing (RG) method for extracting the tumor located in 
mammograms, the Local Binary Pattern Gray-Level Co-
occurrence Matrix (LBP-GLCM) and Local Phase 
Quantization (LPQ) are also been used for feature extraction. 
S. S. Ittannavar et al. [14] developed a new multiobjective 
optimization technique for breast lesions segmentation in 
mammogram images. The developed model contains three 
phases: image collection from Digital Database for Screening 
Mammography (DDSM) and Mammographic Image Analysis 
Society (MIAS), image enhancing using Contrast-Limited 
Adaptive Histogram Equalization (CLAHE) techniques, and 
finally electromagnetism-like (EML) optimization technique 
is used to detect noncancer and cancer portions on 
mammograms. In [15] S.H Suradi et al. used Fuzzy 
Anisotropic Diffusion Histogram Equalization Contrast 
Adaptive Limited to enhance the breast lesions by reducing 
the image noise. Then, a Multilevel Otsu Thresholding is 
applied to detect breast lesions using the e region of interest 
tool at different intensity levels. T.L.V.N.Swetha et al. [16] 
developed an approach based on tow combined methods for 
tumor edges detection, the first is Hybrid image segmentation 
based on fast sweeping algorithm and dual front evolution 
with laplacian or gradient, the second is Otsu’s thresholding 
with 10 threshold levels. A.K.Khan et al. [17] proposed an 
approach based on improved Otsu method and discrete 
wavelet transform (DWT) for breast lesion detection in 
mammograms, in their work the adaptive median filtering and 
adaptive histogram equalization were used in preprocessing 
step. In [18] M.M.Saleck et al. developed a semi-automatic 
segmentation of breast masses on mammogram images using 
the algorithm of Fuzzy C-Means where the number of clusters 
is known in advance without estimation, the authors play on 
the set of pixels that subject to clustering by decrement global 
threshold to obtain the best results of segmentation. The major 
disadvantage of this approach is the long execution time that it 
takes, the present work overcome this drawback by providing 
another approach based on Otsu’s thresholding with less 
execution time. 

III. MATERIALS AND METHODS 

In this part of paper, we explain the techniques that were 
used in this study for the detection of lesions boundaries on a 
mammogram. The methodology comprises the following 
stages: Image preprocessing. Starts the process of decrement a 
global threshold and applying Otsu method in each step of 
decrement operation on the set of selected pixels 
(input_pixels) that exist between the maximum intensity value 
and the global threshold. Identify the best value of global 
threshold for determining the optimal segmentation by 
applying morphological opening to suppress undesirable 
objects. 

Fig. 1 shows a schematic diagram of the proposed method. 
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Fig. 1. Block Diagram of the Proposed Method. 

A. Region of Intersect Selection 

The breast mammography images used to test our 
proposed methods were extracted from the Mammographic 
Image Analysis Mini-Mammographic Database (Mini-MIAS) 
[19]. The dataset includes 322 digital mammograms, the size 
of each mammogram from the database was reduced to 
become 1024 × 1024, with 8-bits grey scale level and a spatial 
resolution of 200-micron pixel edge. The ground truth (GT) of 
these mammograms have been manually extracted by a 

radiologist and all abnormalities have been identified and 
classified. The Region of Interest (ROI) represent the place 
where abnormalities are identified. In this paper, we use the 
region of interest with a size of 174 x174 pixels, the value 174 
is chosen in consultation with the radiologist because it is the 
radius of the largest mass present in the database [20]. 

B. Image Pre-processing 

Preprocessing steps are very necessary and should be 
applied before any image-processing technique to ensure a 
high level of accuracy without any influences from 
background [21]. Digital mammograms are medical images 
that are difficult to be interpreted due to the dynamics of 
intensity and noise appears in images provided by different 
patients. The basic enhancement required in digital 
mammograms is denoising [22]. A median filter is a nonlinear 
filtering technique, it is very effective at removing impulse 
noise, pepper noise and Gaussian noise. Its strength lies in its 
ability to keep the sharpness of the image at the time of 
enhancement. Potency of median filter depends on the size of 
window [23]. In this work, we applied a median filter with a 
simple sliding-window of size 3x3 in order to provide smart 
result in proposed algorithms. 

C. Morphological Operations 

Morphological Operations is the set of image processing 
operations that follows the goal of eliminating all the 
imperfections and maintaining image structure. These 
techniques include opening operation which is a process that 
applies erosion on an input image and then dilates the eroded 
image using the same kernel in both operations. The 
morphological opening could be used for removing small 
objects and thin lines in the segmentation results. In this work, 
we apply morphological opening to retain only the biggest 
region that represents the tumor with accuracy. 

D. Breast Mass Segmentation by Otsu's Thresholding 

Otsu’s segmentation is a non-parametric and unsupervised 
technique proposed by Nobuyuki Otsu [24]. It is an automatic 
threshold selection method that maximizes the between-class 
variance in order to segment the image into classes using 
optimum threshold values. To threshold a given image 
presented in L gray levels, [0, 1, 2, … , 𝐿 − 1] into two classes 
C1 and C2, we select a threshold k, 0 < 𝐾 < 𝐿 − 1. Where 
the range [0, 𝐾] represent the intensity of pixels for the first 
class (C1), while the second class (C2) is presented by the 
pixels that have intensity values within the range [𝑘 + 1, 𝐿 −
1]. 

𝑃1(𝑘), represent the probability that a pixel is assigned to 
first class (C1). 

𝑃1(𝑘) = ∑  𝑃𝑖
𝑘
𝑖=0               (1) 

𝑃2(𝑘), represent the probability that a pixel is assigned to 
second class (C2). 

𝑃2(𝑘) = ∑  𝑃𝑖 
𝐿−1
𝑖=𝑘+1              (2) 

The mean intensity values of classes C1 and C2 are 
defined as: 

Region of Interest (ROI) 

Image Pre-processing  

Morphological Opening  

Segmented Lesion 

 

 Identify: 

- The size of the decrement Sd = 10 
- The maximum intensity (Mxi) 

- The minimum intensity (Mni) 

 Initialize the global threshold TG = 0 

I0 

I1 

I2 

I3 

. 

. 

. 

In 

 

 

TG_0 = Mxi - Sd 

TG_1 = TG_0 - Sd 

TG_2 = TG_1 - Sd 

TG_3 = TG_2 - Sd 

. 

. 

. 

 TG_n = Mni 

[ Mxi - TG_0] 

[ Mxi - TG_1] 

[ Mxi - TG_2] 

[ Mxi - TG_3] 

. 

. 

. 

[ Mxi - Mni] 

 

Iterations Global_Threshold Input_Pixels 

 We apply Otsu’s thresholding in each iteration on the input 

pixels (range of application). 

 We compute the number of pixels in cluster_1 and 
cluster_2 (outputs) for each iteration. 

 Identify the optimal global threshold. 

 Identify the proper range of input pixels for lesion 

segmentation. 
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𝑚1(𝑘) = ∑
 𝑖 𝑃𝑖

𝑃1(𝑘)
𝑘
𝑖=0              (3) 

𝑚2(𝑘) = ∑
 𝑖 𝑃𝑖

𝑃2(𝑘)
 𝐿−1

𝑖=𝑘+1              (4) 

Otsu method tries to minimize the weighted within-class 
variance defined as: 

𝜎𝜔
2(𝑘) =  𝑚1(𝑘)𝜎1

2(𝑘) + 𝑚2(𝑘)𝜎2
2(𝑘)           (5) 

The variances for classes C1 and C2 are defined as: 

𝜎1
2(𝑘) =  ∑ [𝑖 − 𝑚1(𝑘) ]2  𝑖𝑃𝑖

𝑃1(𝑘)
𝑘
𝑖=0             (6) 

𝜎2
2(𝑘) =  ∑ [𝑖 − 𝑚2(𝑘) ]2  𝑖𝑃𝑖

𝑃2(𝑘)
𝐿−1
𝑖=𝑘+1            (7) 

It's difficult to extract the boundaries of masses from 
mammogram images by using the classic Otsu thresholding 
technique only except in rare cases, due to the low difference 
between normal and abnormal tissue in mammograms. Fig. 2 
shows the result of segmentation by using the classic Otsu 
thresholding. 

  
(a)     (b) 

Fig. 2. Lesion Segmentation using Classic Otsu’s Thresholding: (a) Original 

Image (mdb_95 from MIAS). (b) Result of Segmentation (mdb_95). 

The fuzzy nature of the mammographic images and the 
low contrast due to masses obscuration by tissue overlap make 
the automatic process of lesion boundaries extraction very 
difficult. To overcome this limitation, we propose in this paper 
a new approach based on Otsu thresholding where the sets of 
pixels that will subject to clustering by Otsu thresholding are 
limited by two parameters: 

 The first limit (upper limit) of the range of pixels is the 
maximum value of intensity, because the suspicious 
lesions in mammogram image having a high-intensity 
values compared to other regions. 

 The second limit (lower limit) of the range is a global 
threshold, where all pixels in the ROI with intensities 
below this threshold value are turned off (will not be 
subject to process of thresholding by Otsu methos). 

To threshold a given set of pixels within the range [Mxi – 
TG] into to clusters C1 and C2 by Otsu’s thresholding where: 

 Mxi is the maximum of intensity in the ROI. 

 TG is a global threshold. 

We select a threshold k, 𝑇𝐺  < 𝐾 < 𝐿 − 1, where: 

 [𝑇𝐺 , 𝐾] represent the intensity of pixels for the first 
cluster C1. 

 [𝐾 + 1, 𝑀𝑥𝑖 − 1] represent the intensity of pixels for 
the second cluster C2. 

 𝑃1(𝑘), represent the probability that a pixel is assigned 
to first class (C1). 

𝑃1(𝑘) = ∑  𝑃𝑖
𝑘
𝑖=𝑇𝐺

             (8) 

  𝑃2(𝑘), represent the probability that a pixel is assigned 
to second class (C2). 

𝑃2(𝑘) = ∑  𝑃𝑖 
𝑀𝑥𝑖−1
𝑖=𝑘+1              (9) 

 The mean intensity values of C1 and C2 are defined as: 

𝑚1(𝑘) = ∑
 𝑖 𝑃𝑖

𝑃1(𝑘)
𝑘
𝑖=𝑇𝐺

           (10) 

𝑚2(𝑘) = ∑
 𝑖 𝑃𝑖

𝑃2(𝑘)
 𝑀𝑥𝑖−1

𝑖=𝑘+1            (11) 

 The variances for classes C1 and C2 are defined as: 

𝜎1
2(𝑘) =  ∑ [𝑖 − 𝑚1(𝑘) ]2  𝑖𝑃𝑖

𝑃1(𝑘)
𝑘
𝑖=𝑇𝐺

          (12) 

𝜎2
2(𝑘) =  ∑ [𝑖 − 𝑚2(𝑘) ]2  𝑖𝑃𝑖

𝑃2(𝑘)
𝑀𝑥𝑖−1
𝑖=𝑘+1          (13) 

Run through the full range of 𝑘 values [ 𝑇𝐺  - 𝑀𝑥𝑖] and 

pick the value that minimizes 𝜎𝜔
2 (𝑘) defined in eq. (5). 

In this approach, we start the decrement of the global 
threshold (𝑇𝐺) from the maximum intensity(𝑀𝑥𝑖) in ROI until 
the minimum value of intensity (𝑀𝑛𝑖) in ROI with a step size 
𝑆𝑑 =10. Choosing a small decrement step size leads to very 
slow execution time, however, takes a large decrement step 
value effects on the segmentation accuracy. To balance 
between these two points and after many tests, we have 
deduced that 𝑆𝑑 = 10 is the optimal value of the decrement 
step. 

Fig. 3 shows the original images from MIAS. Fig. 4 
represents the application of the proposed Otsu method on 
different sets of pixels where each one of these sets exists 
within a range limited by the maximum intensity and global 
threshold. 

The optimal global threshold (the second limit of the range 
of input-pixels) is getting by tracking the changes in the 
number of pixels that belong to each output-cluster during the 
process of increase in the set of pixels that subject to 
clustering by Otsu’s thresholding. Tables I and II shows the 
evolution in the number of pixels that belongs to cluster_1 and 
cluster_2 at each iteration 𝑡𝑖, also the different values of global 
thresholds and Otsu thresholds for mdb_10 and mdb_134. 
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(a)     (b) 

Fig. 3. Original Images: (a) mdb_10 from MIAS (Max Intensity = 206, Min 

Intensity = 118). (b) mdb_134 from MIAS(Max Intensity = 208, Min Intensity 

= 119). 

  
(a)     (b) 

  
(c)     (d) 

Fig. 4. Application of the Proposed Otsu Method in different Ranges of 

Pixels. (a) (b): mdb_10 from MIAS. (c) (d): mdb_134 from MIAS. White: 

Cluster_1. Dark Gray: Cluster_2. Black: Outside the Range (Not Subject to 
otsu thresholding). 

The evolution curves in the following figures (Fig. 5 and 
Fig. 6) illustrates the changes in the number of pixels of 
clusters that happen at each iteration 𝑡𝑖. 

TABLE I. EVOLUTION OF THE NUMBER OF PIXELS IN CLUSTER 1 AND 

CLUSTER 2 FOR IMAGE MDB 10 FROM MIAS 

Image: mdb_10 from MIAS Database 

The maximum value of intensity (Mxi) = 206 

The minimum value of intensity (Mni) = 118 

Range of pixels 

Number of 

pixels in 

cluster_1 

Number of 

pixels in 

cluster_2 

Global 

threshold 

(TG) 

Otsu 

threshold 

𝑡1 ∶ [206 - 196] 

𝑡2 ∶ [206 - 186] 

𝑡3 ∶ [206 - 176] 

𝑡4 ∶ [206 - 166] 

𝑡5 ∶ [206 - 156] 

176 

883 

1685 

3875 

6637 

448 

1124 

4320 

13288 

19369 

196 

186 

176 

166 

156 

200 

194 

188 

180 

177 

𝑡6 ∶ [206 - 146] 

𝑡7 ∶ [206 - 136] 

𝑡8 ∶ [206 - 126] 

𝑡9 ∶ [206 - 118] 

6805 

11734 

15834 

15834 

22768 

18119 

14359 

14442 

146 

136 

126 

118 

176 

170 

167 

167 

TABLE II. EVOLUTION OF THE NUMBER OF PIXELS IN CLUSTER 1 AND 

CLUSTER 2 FOR IMAGE MDB 134 FROM MIAS 

Image: mdb_134 from MIAS Database 

The maximum value of intensity (Mxi) = 208 

The minimum value of intensity (Mni) = 119 

Range of pixels 

Number of 

pixels in 

cluster_1  

Number of 

pixels in 

cluster_2 

Global 

threshold 

(TG) 

Otsu 

threshold 

𝑡1 ∶ [208 - 199] 

𝑡2 ∶ [208 - 188] 

𝑡3 ∶ [208 - 178] 

𝑡4 ∶ [208 - 168] 

𝑡5 ∶ [208 - 158] 

𝑡6 ∶ [208 - 148] 

𝑡7 ∶ [208 - 138] 

𝑡8 ∶ [208 - 128] 

𝑡9 ∶ [208 - 119] 

270 

1379 

2324 

3441 

4146 

4918 

5361 

5753 

6060 

554 

1777 

2043 

2068 

3661 

10438 

21398 

24266 

24216 

198 

188 

178 

168 

158 

148 

138 

128 

119 

202 

196 

192 

186 

180 

173 

169 

166 

164 

Nbr of pixels 

 

Fig. 5. Evolution of Cluster 1 and Cluster 2 for mdb 10. 

 

Fig. 6. Evolution of Cluster 1 and Cluster 2 for mdb 134. 
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After tracing the evolutionary changes in the number of 
pixels for both clusters (C1 and C2) on 22 images tested in 
this study, we can distinguish two different sorts of results: 

 The first one represents the majority of the cases; this 
one is characterized by an increase in the number of 
pixels of cluster 1 and cluster 2 followed by an abrupt 
decrease in cluster 2. The optimal global threshold for 
this kind of case is the value that happens an abrupt 
decrease in cluster 2. Ex: Fig. 5 (mdb 10) the best 
value of the global threshold is TG = 146 at iteration 
t=6, therefore, the appropriate range of pixels that 
allow us to get two clusters where the cluster 1 
represent the lesion with accuracy in this example is 
[206 - 146]. 

 The second is characterized by an increase continues in 
cluster 2, those cases are rare. The optimal global 
threshold for this kind is the minimum value of 
intensity (Mni) in the region of interest (ROI). Ex: 
Fig. 6 (mdb 134) the best value of the global threshold 
is the minimum intensity TG = 119. 

After finding the suitable range of pixels that can generate 
high accuracy of lesion boundaries after applying the proposed 
Otsu method, we apply morphological operations to remove 
all defects and preserve the region having the highest intensity 
in cluster 1 that represents the lesion. 

IV. EXPERIMENTAL RESULTS 

In this section, we present the experimental results for 
breast mass segmentation in mammogram images using the 
proposed method. A testing data set of 21 images taken from 
mini-MIAS database of mammograms were used in this study 
to test and evaluate the performance of the proposed approach. 
Three experienced radiologists have intervened for delineating 
manually the lesions margins. The obtained results in Fig. 7 
shows that lesion border extracted by the proposed algorithm 
approximately follows the lesion contour marked by the 
radiologists. 

To evaluate the efficiency of the proposed algorithm, four 
performance evaluation metrics were adopted in this paper, 
such as: overlap, sensitivity, specificity and accuracy [25]. 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 × 100          (14) 

Overlap = 
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
 × 100          (15) 

Sensitivity = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 × 100           (16) 

Specificity = 
𝑇𝑁

𝐹𝑃+𝐹𝑁
 × 100          (17) 

Table III displays the results of metrics of lesion 
segmentation obtained for measurement the performance of 
the proposed approach. Table IV presents the comparison with 
other techniques. 

The proposed method is implemented on Python 3.9.5, 
Pycharm community edition 2021.2.2. The computer used in 
this work is Dell PC with Processor Intel(R) Core (TM) i5-
5300U CPU 2.30GHz (4 CPUs), and 8G Ram. 

The average processing time required for completing the 
process of segmentation using the proposed algorithm is 1.91 
s, the runtime time for this approach is less 2 times than the 
segmentation of breast lesions using Fuzzy c-means algorithm 
proposed in [18] (Fig. 8). 

    
(a)    (b)   (c) 

    
(d)    (e)   (f) 

    
(g)   (h)   (i) 

    
(j)    (k)   (l) 

Fig. 7. (a)(d)(g)(j) The Original Mammograms. (b)(e)(h)(k) Lesions 

Outlines Marked by Radiologist. (c)(f)(i)(l) Lesions Extracted by the 
Proposed Algorithm. 

 

Fig. 8. The Red Contour: Lesion Outlined by a Radiologist. The Blue 

Contour: Lesion Outlined by a System. TP: True Positives. TN: True 

Negatives. FP: False Positives. FN: False Negatives. 
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TABLE III. PERFORMANCE RESULTS OF SEGMENTATION 

Number 

of lesions 

21 images from mini-MIAS  

Accuracy Overlap Sensitivity Specificity 

22 95.06 ℅ 80.92 ℅ 97.16 ℅ 73.41 ℅ 

TABLE IV. COMPARISON WITH OTHER TECHNIQUES 

Methods Overlap Accuracy Sensitivity Specificity 

Proposed method 

Watershed and 

region growing : 

[26] 

Fuzzy c-means and 

K-means : [10] 

Deep learning : [27] 

Region growing : 

[28] 

80.92 ℅ 

80.3 ℅ 

-- 

-- 

 79 ℅ 

95.06 ℅ 

91.5 ℅ 

91.18 ℅ 

 98 ℅  

91 ℅ 

96.16 ℅ 

91 ℅ 

-- 

-- 

 83 ℅  

73.41 ℅ 

94.35 ℅ 

-- 

-- 

 97 ℅ 

V. DISCUSSION 

This study presents a new approach for extracting masses 
from ROI of digital mammogram images, aiming to assist the 
radiologist in the identification of the lesion. This approach is 
based on increasing the set of pixels that subject to clustering 
by decrement a global thresholding. This processing allows to 
test the different values of global thresholds in order to obtain 
the best value. The aim is to select as input the meaningful 
pixels that can produce in output a clearly delineated lesion 
after applying Otsu thresholding and morphological 
operations. In comparing the results of segmentation for 
mdb_95 from Mini-MIAS database using classic Otsu 
thresholding illustrated in Fig. 2 and the results of 
segmentation for the same image showed in Fig. 7(f), we can 
deduce the efficiency of the proposed method. The strength of 
this method lies in its ability to eliminate the set of pixels that 
can have negative effects on the process of segmentation by 
choosing a suitable global threshold. The run-time of the 
proposed algorithm is considerably less than the execution 
time for the proposed method in [18]. This speed of execution 
compared to fuzzy c-means is due to the simplicity of the Otsu 
method in terms of algorithm complexity. 

VI. CONCLUSION 

Breast cancer is the most common type of cancer among 
women around the world and is the second leading of death 
after prostate and lung cancer. We aim behind our researches, 
to develop new methods for helping the radiologists in 
diagnostic of breast cancer. In this study, we propose a new 
approach for breast lesion boundary segmentation for a given 
region of interest (ROI) in mammographic images. The 
proposed algorithm is an extended version of classical Otsu’s 
technique with additional capability to dynamically change the 
number of input-pixels that subject to thresholding in order to 
get the proper set of pixels which can produce as output a 
segmented lesion with high accuracy. The results obtained in 
this work show the proposed algorithm outperforms many 
other methods of breast masses segmentation in performance 
and that it is faster than the fuzzy c-means technique. 
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Abstract—In present scenario, the software companies are 

frequently involving software test effort estimation to allocate the 

resources efficiently during the software development process. 

Different machine learning models are developed to estimate the 

total effort that would be required before the software product 

could be delivered. These computational models are used to use 

the past data to estimate the efforts. In the current studies, test 

effort estimation for software is predicted using the Genetic 

algorithm and Neural Network. The attributes are selected using 

the Genetic algorithm and similarity measure between the 

attribute values has been computed using the Cosine Similarity 

measure. The simulation experiments were done using the 

PROMISE and Kaggle repository and implementation was done 

using the MATLAB software. The performance metrics namely, 

precision, recall, and accuracy are computed to evaluate against 

the existing techniques. The accuracy of the proposed model is 

91.3% and results are improved by 8.9% in comparison to existing 

technique and comparison has been made for superiority to 

predict the test effort for software development. 

Keywords—Test effort estimation; software testing; machine 

learning; computational intelligence; neural network 

I. INTRODUCTION 

The success of a software project mainly depends on the 
determination of effort for software development [1]. The cost 
of the software can be computed by determining the efforts for 
the development of software. Software engineering is the study 
of techniques, quantifiable approach, software maintenance, 
and quantifiable approach during the development phase: 
application of engineering for software testing. The software 
testing plays a very significant role and accounts almost 50% 
for the total development in effort estimation. 

Software testing allows the evaluation of attributes or 
system capability in determining the requirements to meet the 
desired results [2]. Software testing is mainly categorized as 
static and dynamic testing. In the former testing phase, testing 
has been done without executing the project and it is related to 
prevention of defects [3]. The documentation estimation is 
cheap and code assessment is provided in addition. Moreover, 
it also includes checklist, estimation of variety of errors, 
operated in the initial phase, and completion of 100% coverage 
of statement within less time. In the later testing phase, dynamic 
testing is very expensive, testing has been done during the 
execution of the project and it is related to fixing the defects [4]. 
The bugs estimation and assessment of bottleneck is provided 
whenever this phase is operated later or in the last phase of the 

project. Moreover, it also includes test cases, fixing the variety 
of errors, and completion of 50% coverage of statement. The 
primary motive of testing the software is to eliminate the bugs 
and improve the software security and other aspects such as 
performance, user satisfaction level, and experience. 
Furthermore, test effort estimation is necessary for the test 
process and plays a crucial role in the operation of software 
development life cycle. Software effort estimation allows the 
organization to provide or allocate the necessary resources 
accordingly. The best testing deal not only improves the overall 
quality but also enhances the customer satisfaction level. In a 
competitive market, there is a need to determine the highly 
reliable software effort estimates. In the software project 
development phase, the accurate estimation allows the success 
of the project [5]. Further, the cost of the software is estimated 
using the software effort required for the development of the 
software. In the literature, there were large number of 
techniques proposed to predict the software effort accurately. 
The estimation of software effort is helpful for the allocation of 
resources in a proper manner. The estimation of software effort 
in terms of month and day per person, duration of the project is 
very difficult to predict the project cost. It is crucial to negotiate 
with the customer by estimating the cost and effort in an 
accurate manner. 

A. Computational Intelligence Techniques for Software Effort 

Estimation 

Inaccurate prediction of software effort and cost usually 
results in huge financial loss and even in the failure of the 
project. However, there are number of techniques developed in 
the past such as expert judgement, machine learning techniques, 
fuzzy technique, and regression analysis [6]–[8] to minimize 
the instances of inaccurate prediction. Most of these techniques 
were based on the algorithmic models such as COCOMO and 
analogy-based estimation of effort techniques. The analogy 
techniques generally include the use of different characteristics 
such as size, interfaces, and effort of new project is estimated 
by determining the details of project of similar type. 
Furthermore, there are different techniques designed for 
different datasets as no single technique is applicable for all the 
datasets. In this process, programming language, development 
technique, programmer experience, tools etc. play a significant 
role in governing the software effort estimate. For instance, soft 
computing models are used to deal with computational 
problems and metaheuristic techniques are used to resolve the 
complex optimization issues [9], [10]. The evolution of neural 
network, fuzzy logic, support vector machine, optimization 
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technique, machine learning, chaotic theory, etc. fall under the 
category of computational intelligence models as shown in Fig. 
1 [11]. 

Computational techniques proved fruitful results in 
predicting the attributes of software quality. In the past year, the 
computational models were developed and applied in software 
engineering to solve the different problems such as determining 
the prediction of change in software, prediction of stakeholder 
satisfaction, and estimation of reliability for component-based 
software projects. The estimation of test effort is generally 
performed by using the templates of Work Breakdown 
Structure (WBS) that fragments the project into sub-tasks. The 
analysis of each task during the testing phase allows the 
determination of defects and underlying errors. The project 
requirements are designed, and testing phase has been analyzed 
thoroughly to avoid any defect. This required a detailed 
overview of the project prototype and analyzing each task by 
coordinating with the stakeholders. This generally takes around 
1.5-2 weeks to perform test effort estimation. However, 
employing the machine learning techniques for effort 
estimation eases the process in a fast manner and it is generally 
computed by determining the overall time to the total inputs 
given for the completion of the project. The proposed technique 
introduces the novel method by integrating the machine 
learning with genetic algorithm for the effort estimation of 
software testing. The contributions of the proposed work are 
summarized as follows: - 

• Machine learning techniques are integrated for 
estimation of software effort. 

• A novel combination of Genetic algorithm with 
Machine Learning is used to predict the software effort. 

• Two datasets are employed to evaluate the 
computational strengths of the designed work. 

The rest of the paper is organized as Section II that 
illustrates the related work, Section III that describes the 
research methodology including the different datasets and 
discusses the technique used for software test effort estimation. 
Section IV illustrates the results and finally concluded in 
Section V. 

 

Fig. 1. Test Effort Estimation Models. 

II. RELATED WORK 

The estimation of effort involved in the software 
development is a crucial activity for monitoring the project 
cost, time, and quality as well as for the software development 
life cycle. As a result, proper estimating was crucial to the 
success of projects and to lowering risks. Software effort 
estimation has drawn a lot of research interest recently and has 
become a problem for the software industry. Many academics 
and industry professionals have suggested statistical and 
machine learning-based approaches for estimating software 
effort over the past 20 years. 

Saljoughinejad and Khatibi, 2018 had taken advantage of 
three metaheuristic techniques to enhance the effort accuracy 
estimations associated with the COCOMO model. The concept 
of metaheuristics mainly focused on the detailed analysis of the 
involved cost derivers involved in the effort estimation. The 
study had reflected that the integration of techniques such as 
PSO, Invasive Weed Optimization and GA had significantly 
improved the accuracy measures associated with estimations. 
However, despite of better performance, the work was unable 
to meet the desired level due to instability issues [12]. 

Nassif et al. 2019 compared the three different fuzzy models 
to estimate the software effort. The authors designed the models 
and conduct the regression analysis to evaluate the performance 
of the proposed system. The evaluation of the proposed 
regression fuzzy logic was measured by measuring the criteria 
such as standardized accuracy, effect size, and relative error. 
The authors used the ISBSG dataset, and it was estimated that 
different projects have similar size with better productivity 
ratio. The mean for effort dataset 1 was 883.5 and effort dataset 
4 was 706 with a standard deviation of about 1194 with a 
skewness of about 5.8. Further, Scott Knott test was performed 
to determine the validity and best performance achieved using 
the Suzzeno fuzzy model [7]. 

Ghatasheh et al. 2019, evolutionary algorithms called the 
Firefly Algorithm was presented for optimising the parameters 
of three COCOMO-based models. The authors used the NASA 
dataset in which 30% data was tested and 60% data was trained 
to acquire the adequate objectives. The proposed model and 
two additional models that was suggested in the literature as 
expansions of the fundamental COCOMO model. The 
evaluation results using the Firefly algorithm show better 
accuracy. The limitation of the study was instability issues, 
prediction model; dataset type was affected by size [13]. 

Chhabra and Singh 2020 had proposed integration of non-
algorithmic modelling for software effort estimation based on 
soft computing approaches. In the process, they had integrated 
genetic algorithm followed by fuzzy logic and utilized the 
COCOMO dataset for the evaluation of the designed work 
architecture. It has been observed that due to improved 
selection owing to the GA fitness function a 25% reduction has 
been observed in Mean Magnitude of Relative Error. This high 
improvement was mainly due to increased stability of GA in 
optimizing the fuzzy model that improved the overall prediction 
accuracy for the effort estimation [14]. 
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Öztürk et al. 2021, a feed forward DNN algorithm 
(FFDNN) was put forth in this article. Finding hyperparameter 
was done using a binary-search-based technique in the 
algorithm. In the experiment using two performance 
parameters, FFDNN performs better than five comparative 
algorithms. The study’s findings indicate that: 1) Using 
conventional techniques like grid and random search 
significantly lengthens tuning time. Instead, sophisticated 
parameter search techniques that was compatible with the 
structure of regression methods should be developed; 2) SEE 
performance was improved when the associated 
hyperparameter search technique was designed in accordance 
with the key principles of selected deep learning approach; and 
3) Deep learning models outperform tree-based regression 
techniques like CART DE8 in terms of CPU time. The 
drawback of the study was that tuning time need to plan along 
with pruning of network [11]. 

Karimi and Gandomani 2021 This research introduces a 
new fuzzy inference technique and the differential evolution 
(DE) algorithm. To estimate software development labor, more 
precisely, this approach is capable of providing a more accurate 
estimate for software projects than earlier efforts using the 
COCOMO model. The suggested approach outperformed 
existing optimization algorithms derived from genetic, 
stochastic, conceptual, and Neuro-fuzzy technique, and could 
increase accuracy using the proposed technique up to 7%. The 
limitation of the study was assessment criteria and convergence 
rate, still a challenge for the accurate software effort estimation 
[15]. 

Zakaria et al. 2021 had integrated PSO as a swarm 
intelligence technique to optimize the existing COCOMO II. 
The optimized set was then fed to different machine learning 
techniques to evaluate their strength for the prediction of effort 
using NASA dataset. The machine learning techniques 
integrated were, Linear Regression (LR), SVM and Random 
Forest (RF). The simulation analysis had shown that SVM had 
outperformed the other machine learning techniques in terms of 
MMRE, accuracy and p-value computed for each of the 
implemented combination [16]. 

López-Martín 2022 proposed software testing effort 
estimation using the machine learning models. The authors 
investigate the effort of software testing using the datasets 
stored in the repository. The project selection was entirely 
based on the rating of data quality, development type, platform, 
programming language, sizing method, and level of resources 
for projects. Further, the authors investigate the performance of 
five machine learning models for software effort estimation 
using the COCOMO model. The prediction accuracy was 
computed for different ML techniques such as Neural Network, 
Decision Tree, Genetic algorithm, SVM and Case based 
reasoning. The limitation of the study was that software effort 
estimation depends upon the certain factors such as quality 
expectations, developer experience, tools and many other that 
are not sufficient to consider for accurate prediction of software 
effort estimation [6]. 

III. RESEARCH METHODOLOGY 

The proposed methodology is divided into two parts in 
which first part Implementation using the Genetic algorithm has 

been done and Machine Learning model such as Neural 
Network toolbox in MATLAB was used for the classification 
of test effort estimation. The dataset used in this study for 
implementation are illustrated in the later sections. 

A. Dataset 

There are several free datasets that were used in the 
literature such as Kaggle, COCOMO NASA-I, COCOMO 
NASA-II, Kaggle, and PROMISE [17], [18]. Out of these, 
Kaggle and Promise datasets have been used in this study. 
These are further divided into five datasets namely KC1, PC3, 
PC4, MW1, and CM1 that support these datasets [19]. The 
PROMISE repository was used to extract the attributes. The 
dataset is an open source data set and is freely available online 
[20]. The dataset contains the attributes that are extracted after 
the operations performed through Object Oriented 
Programming Architecture (OOPA). As for example, RELY is 
an attribute that illustrates the reliability of a software and in the 
similar fashion, RES represents the reusability of the software 
component. Based on these attribute values, the overall 
computation effort is also provided. The dataset does not have 
independent attribute as they have been computed via OOPA. 
The data retrieval was estimated using the KC1 classes and 
further defect was analyzed. This study incorporates the Kaggle 
and PROMISE database datasets that includes different 
attributes such as KC1, CM1, MW1, PC3, and PC4. The 
datasets was stored and further assisted for implementation in 
the MATLAB software. Although, Kaggle and Promise data 
repository includes the different data, but extraction of revenant 
data is particularly important before the implementation. 
Therefore, Cosine similarity technique was applied to extract 
the data as per requirement for test effort estimation during the 
software development life cycle. 

B. Genetic Algorithm for the Selection of Relevant Attributes 

In this study, the relevant attributes have been selected using 
the Genetic Algorithm which is a heuristic technique employed 
to avoid the challenges of modelling and optimization 
techniques. The main features of the GA are to utilize the 
features of crossover operator and execute the operations to 
obtain the candidate solutions. The operation steps are 
graphically illustrated using Fig. 2. The Genetic Algorithm has 
been applied by considering the following steps: - 

1) Start: The random population is generated considering 

the n-chromosomes for best solution of the problem. The 

random population is generated which is of n chromosomes. 

2) Fitness: The fitness function f (a) is evaluated that 

corresponds to the chromosome (a) in the generated population. 

3) New Population: The new population is initialized by 

repeating the following steps until the optimal solution is 

attained. 

• Selection: The selection has been done by considering 
the fitness function of two chromosomes and then higher 
fitness leads to the selection of chromosomes with more 
possibility. 

• Crossover: When the probability of crossover crosses 
then new offspring attained. If there is no crossover, 
then offspring is a duplicate of parent. 
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• Mutation: The mutation probability is attained when the 
new offspring mutates at each position in the population. 

• Accepting: The new offspring has been placed with 
respect to new population. 

4) Replace: The generated population is utilized 

considering the aim to execute the new solution. 

5) Test: The best solution has been returned after the 

current population attained. 

6) Loop: Return to second step. 

 

Fig. 2. Operation of GA. 

After the operation of GA, further cosine similarity 
technique has been applied for the selection of similar 
attributes. 

C. Cosine Similarity 

Cosine similarity is a technique in which similarity of two 
documents computed to determine the correlation between the 
vectors. The information is represented in the vector form that 
makes the process easier to eliminate the irrelevant data. 
Furthermore, the angle between the vectors is determined as the 
cosine angles between the attributes. Cosine similarity is one of 
the most important similarity measures used for different 
applications such as clustering, effort estimation, etc. and also 
used to retrieve essential information. The cosine similarity 

between two attribute vectors 𝑉𝑚⃗⃗ ⃗⃗   and 𝑉𝑛⃗⃗  ⃗ is given by; 

𝐶𝑜𝑠𝑆𝑖𝑚(𝑉𝑚⃗⃗ ⃗⃗   and 𝑉𝑛⃗⃗  ⃗) =
𝑉𝑚⃗⃗⃗⃗⃗⃗  .𝑉𝑛⃗⃗ ⃗⃗  

|𝑉𝑚⃗⃗⃗⃗⃗⃗  |×|𝑉𝑛⃗⃗ ⃗⃗  |
            (1) 

Here, 𝑉𝑚⃗⃗ ⃗⃗   and 𝑉𝑛⃗⃗  ⃗ are the n number of dimensional vectors in 
each term set of  𝑉 = {𝑉1, 𝑉2, 𝑉3 ……………………… . 𝑉𝑛}. 
Every dimension in the term set includes weight, which is 
positive, and therefore, the cosine similarity is positive and can 
be bounded between {0,1}. 

A significant feature of cosine similarity is that it is the 
independent of its attribute for different set efforts in days or 
months. For example, integrating two effort values of different 
days require to obtain a novel attribute value, the cosine 
similarity between 𝐴𝑡𝑡′ 𝑎𝑛𝑑 𝐴𝑡𝑡 is 1, which indicates that the 
test effort attributes can be considered identical and can be 
stored for further processing. 

ALGORITHM 2: Cosine Similarity for effort estimation  

Input: 𝑑𝑎𝑡𝑎𝑓𝑖𝑙𝑒𝑠 

Output: 𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑑𝑎𝑡𝑎𝑠𝑒𝑡 

1. 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑑𝑎𝑡𝑎𝑠𝑒𝑡

= 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑑𝑎𝑡𝑎𝑠𝑒𝑡(𝑑𝑎𝑡𝑎𝑟𝑒𝑐𝑜𝑟𝑑𝑠) 

2.//𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛

= [ ];/
/𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐼𝑛𝑑𝑒𝑥 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑖𝑛𝑔 𝑒𝑚𝑝𝑡𝑦 𝑎𝑟𝑟𝑎𝑦 

3.// 𝑆𝑖𝑚𝑐𝑜𝑢𝑛𝑡 = 0;//𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠𝐶𝑜𝑢𝑛𝑡 

4. 𝐹𝑜𝑟𝑠 = 0 𝑡𝑜𝑑𝑎𝑡𝑎𝑟𝑒𝑐𝑜𝑟𝑑𝑠. 𝑐𝑜𝑢𝑛𝑡 /
/ 𝑇𝑜𝑡𝑎𝑙𝑛𝑜. 𝑜𝑓𝑑𝑎𝑡𝑎𝑟𝑒𝑐𝑜𝑟𝑑𝑠 

5. 𝑃𝑟𝑒𝑠𝑒𝑛𝑡𝑑𝑎𝑡𝑎𝑠𝑒𝑡 = 𝑑𝑎𝑡𝑎𝑟𝑒𝑐𝑜𝑟𝑑(𝑠); 

6. 𝐹𝑜𝑟𝑧 = 𝐼 + 1 𝑡𝑜𝑡𝑎𝑙𝑑𝑎𝑡𝑎𝑟𝑒𝑐𝑜𝑟𝑑𝑠. 𝑐𝑜𝑢𝑛𝑡// 𝑁𝑒𝑥𝑡𝑠𝑒𝑟𝑖𝑒𝑠 

7. 𝑃 =  |𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑑𝑎𝑡𝑎𝑠𝑒𝑡(𝑃𝑟𝑒𝑠𝑒𝑛𝑡𝑐𝑎𝑡𝑎𝑙𝑜𝑔𝑢𝑒)

− cos (𝑑𝑎𝑡𝑎𝑟𝑒𝑐𝑜𝑟𝑑𝑠(𝑧))|; 

8. 𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑑𝑎𝑡𝑎𝑠𝑒𝑡[𝑅𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑐𝑜𝑢𝑛𝑡, 0] =
𝑝𝑟𝑒𝑠𝑒𝑛𝑡_𝑐𝑎𝑡𝑎𝑙𝑜𝑔𝑢𝑒;  

9. 𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑑𝑎𝑡𝑎𝑠𝑒𝑡[𝑅𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑐𝑜𝑢𝑛𝑡, 1] =
𝑑𝑎𝑡𝑎𝑟𝑒𝑐𝑜𝑟𝑑𝑠(𝑧); 10. 𝐶𝑜𝑠𝑐𝑎𝑡𝑎𝑙𝑜𝑔𝑢𝑒𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛

[𝐷𝑎𝑡𝑎𝑠𝑒𝑡𝑐𝑜𝑢𝑛𝑡, 2] =

𝑃; The similarity value 

11. 𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑐𝑜𝑢𝑛𝑡 = 𝑆𝑖𝑚𝑐𝑜𝑢𝑛𝑡 + 1; Count is incremented 

12. 𝐸𝑛𝑑𝑓𝑜𝑟; 

13. 𝐸𝑛𝑑𝑓𝑜𝑟; 

14. 𝐸𝑛𝑑𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛; 

After the extraction of data for software test effort 
estimation, the data is processed to select the attribute values 
using the Genetic Algorithm and classification was done later 
using the Neural Network. 

D. Effort Estimation using the Computational Intelligence 

Models 

After the extraction of similar attributes, Neural Network 
has been applied that contain processing elements that are 
connected using some weights. It attempts to depict the 
biological nervous system as per both architectures including 
information processing logics. This network needs to train first 
by applying an appropriate learning algorithm for the prediction 
of weights which are interconnected. After training of weight 
test signals are classified. The neural network’s class used 
basically for task of classification is called the multilayer 
perceptron network. The ordinal measures of Neural Networks 
are as follows (Table I). 
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TABLE I. ORDINAL MEASURES OF NEURAL NETWORKS 

Propagation Architecture  Software test effort estimation 

Neuron Count  5-25 

Nature of propagation  Progressive  

Propagation behaviour model Levenberg  

Root node validation Mean Squared Error (MSE) 

Validation parameters  

a) Total number of epochs  

b) Gradient 

c) Count of fails in the 

validation  

Cross validation  Linear Regression  

Regression equation  

𝑧 = 𝑎𝑥 + 𝑏 (eq hh) 

Where x is a multi-objective fitness 

function defined by sigmoid function 

of neural networks  

The neural network propagation is designed using Neural 
Network toolbox of MATLAB and it is a propagation-based 
model and hence the number of hidden layers has been varied 
to check the performance of the network. 

ALGORITHM 6: Test effort estimation using the Neural 

Network (NN) 

Input: Optimized feature (T)  

Output: Test Effort Estimation Results 

1) Initialization of NN parameters  

𝐸 → Simulation or Epochs for NN 

𝑁 → Neurons Count 

Performance Measure→ Accuracy, Precision, Recall, and F-

measure 

Techniques →Levenberg Marquardt 

Data Division→ Random 

2) For I = 1 → T 

3) If (T matcheswith 1st feature category)  

4)    Group (1) = Features of training data according to the 1st 

category  

5) Else if (T matcheswith 2ndfeature category) 

6)    Group (2) = Features of training data according to the 2nd 

category 

7) Else 

8)    Group (3) = Extra properties of training data 

9) End-if 

10) End-for  

11) Initialize the NN using Training data and Group 

12) Net = patternet (𝑇, 𝐺𝑟𝑜𝑢𝑝, 𝑁) 

13) Set the training parameters and train the system 

14) Net = Train (Net, Training data, Group) 

Testing Phase: 

15) Current Data = Feature of current efforts in dataset 

16) Output = simulate (Net, Current Data) 

17) If Output is valid) 

18) 𝑇𝑒𝑠𝑡 𝐸𝑓𝑓𝑜𝑟𝑡 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 →  𝐴𝑐𝑐𝑢𝑟𝑎𝑡𝑒 

19) Else 

20)  𝑇𝑒𝑠𝑡 𝐸𝑓𝑓𝑜𝑟𝑡 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 →  𝐼𝑛𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑒 

21) End-if 

22) Return: Prediction as an output 

Since the NN architecture used multiple hidden layers, 
therefore the input data is filtered many times and hence 
chances of providing better results are increased. In this 
research, the performance of NN is examined and cross-
validation outcomes are evaluated. 

IV. RESULTS AND DISCUSSION 

The performance is evaluated by dividing the total dataset 
using the separation mechanism of training dataset to testing 
dataset ratio. 

A. Statistical Analysis 

The results have been computed using the 70:30, 80:20, and 
90:10 ratio analysis. The results obtained using the 
implemented methodology in which four different performance 
metrics has been computed as illustrated below: - 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒

𝑇𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒

𝑇𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒
 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑇𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒  + 𝑇𝑟𝑢𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

The evaluation has been done to determine the superiority 
of the proposed approach and labelled dataset has been used 
which is pre-defined and specific to determine the required 
outcomes. 

Table II shows the Recall, Precision, F-measure, and 
Accuracy computed using the 70:30 dataset distribution ratio. 
It is generalized that with increase in the number of projects the 
recall of the proposed model also gets improved. The proposed 
model shows a recall of about 0.90% for 80 projects. It is seen 
that Precision and Recall show 0.9% and 0.91% respectively 
for 20 projects and 0.90% and 90% for F-measure and 
Accuracy respectively using the GA and NN. The proposed 
results for 70:30 analyses are robust and improvised using the 
Genetic Algorithm in conjunction with NN. 

Table III shows the analysis of performance metric 
computed using the 80:20 ratios. It is generalized that with 
increase in the number of projects the performance of the 
proposed model also gets enhanced. The proposed model shows 
a recall of about 0.93 for 300 projects and F-measure of about 
0.92. It is seen that average Precision and Recall show 0.9% and 
0.91% respectively and 0.91% and 91% for F-measure and 
Accuracy respectively using the GA and NN. The proposed 
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results for 80:20 analyses are robust and improvised using the 
Genetic Algorithm in conjunction with NN. 

TABLE II. PERFORMANCE METRIC OF THE PROPOSED TECHNIQUE USING 

THE 70:30 RATIO ANALYSIS 

Total 

Number  

of Projects 

Recall  Precision  F-measure  
Accurac

y  

10 0.852212 0.896543345 
0.87381576

8 
88.73637 

20 0.8604666 0.897088945 
0.87839622

1 
88.9276 

30 0.8687212 0.897634545 
0.88294123

2 
89.11883 

40 0.8769758 0.898180145 
0.88745132

9 
89.31007 

50 0.8852304 0.898725745 
0.89192702

7 
89.5013 

60 0.893485 0.899271345 
0.89636883

4 
89.69253 

70 0.9017396 0.899816945 
0.90077724

7 
89.88376 

80 0.9099942 0.900362545 
0.90515275

1 
90.075 

90 0.9182488 0.900908145 
0.90949582

5 
90.26623 

100 0.9195034 0.901453745 
0.91038911

7 
90.45746 

200 0.920758 0.907999345 
0.91433416

6 
90.64869 

300 0.9220126 0.914544945 0.91826359 90.83992 

400 0.9232672 0.921090545 
0.92217758

8 
91.03116 

500 0.9245218 0.927636145 
0.92607635

4 
91.22239 

700 0.9257764 0.934181745 0.92996008 91.41362 

1000 0.927031 0.940727345 
0.93382895

5 
91.60485 

TABLE III.  PERFORMANCE METRIC OF THE PROPOSED TECHNIQUE USING 

THE 80:20 RATIO ANALYSIS 

Total  

Number of 

Projects 

Recall 

Proposed 

Precision 

Proposed 

F-

measure  
Accuracy  

10 0.862212 0.899543 0.880482 88.93637 

20 0.870467 0.900089 0.88503 89.1276 

30 0.878721 0.900635 0.889543 89.31883 

40 0.886976 0.90118 0.894022 89.51007 

50 0.89523 0.901726 0.898466 89.7013 

60 0.903485 0.902271 0.902878 89.89253 

70 0.91174 0.902817 0.907256 90.08376 

80 0.919994 0.903363 0.911603 90.275 

90 0.928249 0.903908 0.915917 90.46623 

100 0.929503 0.904454 0.916807 90.65746 

200 0.930758 0.910999 0.920773 90.84869 

300 0.932013 0.917545 0.924722 91.03992 

400 0.933267 0.924091 0.928656 91.23116 

500 0.934522 0.930636 0.932575 91.42239 

700 0.935776 0.937182 0.936479 91.61362 

1000 0.937031 0.943727 0.940367 91.80485 

TABLE IV. PERFORMANCE METRIC OF THE PROPOSED TECHNIQUE USING 

THE 90:10 RATIO ANALYSIS 

Number of 

Projects 

Recall 

Proposed 

Precision 

Proposed 
F-measure  Accuracy  

10 0.875412 0.909543 0.892151 89.93637 

20 0.883667 0.910089 0.896683 90.1276 

30 0.891921 0.910635 0.901181 90.31883 

40 0.900176 0.91118 0.905645 90.51007 

50 0.90843 0.911726 0.910075 90.7013 

60 0.916685 0.912271 0.914473 90.89253 

70 0.92494 0.912817 0.918838 91.08376 

80 0.933194 0.913363 0.923172 91.275 

90 0.941449 0.913908 0.927474 91.46623 

100 0.942703 0.914454 0.928364 91.65746 

200 0.943958 0.920999 0.932337 91.84869 

300 0.945213 0.927545 0.936295 92.03992 

400 0.946467 0.934091 0.940238 92.23116 

500 0.947722 0.940636 0.944166 92.42239 

700 0.948976 0.947182 0.948078 92.61362 

1000 0.950231 0.953727 0.951976 92.80485 

Table IV shows the analysis of performance metric 
computed using the 90:10 ratio. It is generalized that with 
increase in the number of projects the performance of the 
proposed model also gets improved. The proposed model 
shows a recall of about 0.94 for 300 projects precision is 0.92 
with F-measure of about 0.94. It is seen that average Precision 
and Recall show 0.92% and 0.91% respectively and 0.91% and 
91.3% for F-measure and Accuracy respectively using the GA 
and NN. The proposed results for 90:10 analysis are robust and 
improvised using the Genetic Algorithm in conjunction with 
NN. 

Table V shows the comparison of recall analysis with the 
existing techniques. It is seen that recall for Attri et al. 2019 and 
without GA show 0.81 and 0.77 respectively for 20 projects. 
The proposed model exhibited a recall of 0.94 when analysed 
for 200 projects. Similarly, recall for 1000 projects increases to 
0.95 and using Attri et al. work and GA is 0.93 and 0.82 
respectively. The overall recall using the proposed approach is 
0.92 and 0.86 using the Attri et al. 2019. Thus, the proposed 
outperformed the existing techniques due to the use of Genetic 
algorithm and Neural Network. 
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TABLE V. COMPARATIVE ANALYSIS OF RECALL AGAINST ATTRI ET AL. 
WORK 

Number of 

Projects 

Recall 

Proposed 

Recall 

Without GA 

Recall Attri et al. 

2019 

10 0.875412 0.77543345 0.81661566 

20 0.8836666 0.77597905 0.81902469 

30 0.8919212 0.77652465 0.82130693 

40 0.9001758 0.78707025 0.82374494 

50 0.9084304 0.78761585 0.82596965 

60 0.916685 0.78816145 0.82841232 

70 0.9249396 0.78870705 0.83274246 

80 0.9331942 0.78925265 0.83457478 

90 0.9414488 0.78979825 0.83755162 

100 0.9427034 0.79034385 0.86264824 

200 0.943958 0.79688945 0.88751949 

300 0.9452126 0.80343505 0.90388464 

400 0.9464672 0.80998065 0.91401356 

500 0.9477218 0.81652625 0.92611913 

700 0.9489764 0.82307185 0.92945552 

1000 0.950231 0.82961745 0.93788335 

TABLE VI. COMPARATIVE ANALYSIS OF PRECISION AGAINST ATTRI ET 

AL. WORK 

Number of 

Projects 

Precision 

Proposed 

Precision 

without GA 

Precision Attri et 

al. 2019 

10 0.909543 0.824474 0.8453636 

20 0.910089 0.8320093 0.8518202 

30 0.910635 0.8395446 0.8582768 

40 0.91118 0.8470799 0.8647334 

50 0.911726 0.8546152 0.87119 

60 0.912271 0.8621505 0.8776466 

70 0.912817 0.8696858 0.8841032 

80 0.913363 0.8772211 0.8905598 

90 0.913908 0.8847564 0.8970164 

100 0.914454 0.8922917 0.897473 

200 0.920999 0.892827 0.9039296 

300 0.927545 0.9003623 0.9103862 

400 0.934091 0.9078976 0.9168428 

500 0.940636 0.9154329 0.9232994 

700 0.947182 0.9229682 0.929756 

1000 0.953727 0.9305035 0.9362126 

Table VI shows the comparison of precision analysis with 
the existing techniques. The precision for Attri et al. 2019 and 
without GA 0.86 and 0.84 for 40 projects. Similarly, precision 
for 1000 projects the recall value increases to 0.95 for proposed 
work and Atri et al. work and GA is 0.93. The overall precision 
using the proposed estimation model is 0.92 and using Attri et 
al. is 0.89. Thus, an improved performance is exhibited by the 
proposed work using Genetic algorithm and Neural Network. 

TABLE VII. COMPARATIVE ANALYSIS OF F-MEASURE AGAINST ATTRI ET 

AL. WORK 

Number of 

Projects 

F-measure 

Proposed 

F-measure 

without GA 

F-measure Attri 

et al. 2019 

10 0.892151182 0.799202127 0.830740998 

20 0.896683196 0.80301799 0.835100588 

30 0.901180958 0.806805868 0.839384987 

40 0.905644474 0.815973231 0.843741665 

50 0.910075216 0.819748813 0.847977383 

60 0.914472674 0.823497386 0.852319047 

70 0.918838317 0.827219343 0.857654582 

80 0.923172111 0.830915072 0.861658862 

90 0.927473993 0.834584952 0.866264719 

100 0.928363848 0.838229357 0.879716109 

200 0.932337179 0.842134687 0.895649385 

300 0.936295462 0.84914163 0.907123771 

400 0.940238375 0.856148552 0.915425994 

500 0.944165606 0.863155454 0.924707115 

700 0.948078351 0.870162335 0.929605736 

1000 0.95197579 0.877169198 0.93704723 

Table VII shows the comparison of F-measure analysis with 
the existing techniques. The analysis results show that there is 
an increase in F-measure with increase in project count. It is 
seen that F-measure for Attri et al. 2019 and without GA is 0.87 
and 0.83 for 100 projects. Further, it is observed that the F-
measure for 1000 projects shows a rise and increases to 0.95 
and Attri et al. and GA is 0.87. The overall average F-measure 
using the proposed approach is 0.92 and 0.88 using the Attri et 
al. 2019 which shows that the proposed work outperformed the 
Attri et al work. 

 

Fig. 3. Improvement Analysis of the Proposed Work over Attri et al. Work. 

The observed performance in terms of precision, recall and 
f-measure values of both proposed and the existing work of 
Attri et al. are further analyzed to identify the extent of 
improvement exhibited by the proposed work. The individual 
% improvement for each of the parameters is individually 
computed and plotted in Fig. 3 for graphical illustration. It is 
concluded that despite of the variable % improvement observed 
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in each of the case, the overall analysis depicts the 
outperformance of the proposed work. 

 

Fig. 4. Comparative Analysis for Accuracy. 

Fig. 4 shows the comparison analysis for Accuracy analysis 
using the proposed and existing techniques. The analysis results 
show that there is an increase in Accuracy with increase in 
project count. It is seen that average Accuracy for Attri et al. 
2019 and without GA is 84% and 81%. However, the proposed 
model shows Accuracy of about 91.3. The proposed technique 
has been improved by 8.9% in comparison to without GA and 
Attri et al. 2019. Thus, the proposed outperforms the existing 
work due to the integration of Genetic algorithm and Neural 
Network. 

V. CONCLUSION 

In the present work, machine learning based algorithms 
such as Neural Network, Genetic Algorithm and their attributes 
selection have been analyzed for the prediction of software 
effort. Software testing allows the evaluation of attributes or 
system capability in determining the requirements to meet the 
desired results. The primary motive of testing the software is to 
eliminate the bugs and improve the software security and other 
aspects such as performance, user satisfaction level, and 
experience. The study is based on the development of 
computational intelligence models to deal with the different 
complex problems. The implementation using the PROMISE 
and Kaggle dataset has been done and machine learning models 
such as Genetic algorithm and Neural Network used for 
implementation. The results of the proposed technique are 
promising. The accuracy of the proposed model is 91.3% and 
results are improved by 8.9% in comparison to existing 
technique. In future, an attempt has been made to improve the 
accuracy using the other computational techniques such as 
Fuzzy logic. 
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Abstract—With the spread of Covid-19, more people wear 

personal protective equipment such as gloves and masks. 

However, they are littering them all over streets, parking lots and 

parks. This impacts the environment and damages especially the 

marine ecosystem. Thus, this waste should not be discarded in the 

environment. Moreover, it should not be recycled with other 

plastic materials. Actually, they have to be separated from regular 

trash collection. Furthermore, littering gloves and masks yields 

more workload for street cleaners and presents potential harm for 

them. In this paper, we design a computer vision system for a 

street sweeper robot that picks up the masks and gloves and 

disposes them safely in garbage containers. This system relies on 

Deep Learning techniques for object recognition. In particular, 

three Deep Learning models will be investigated. They are: You 

Only Look Once (YOLO) model, Faster Region based 

Convolutional Neural Network (Faster R-CNN) and DeepLab v3+. 

The experiment results showed that YOLO is the most suitable 

approach to design the proposed system. Thus, the performance 

of the proposed system is 0.94 as F1 measure, 0.79 as IoU, 0.94 as 

mAP, and 0.41 s as Time to process one image. 

Keywords—Covid-19; street sweeper robot; personal protective 

equipment (PPE); computer vision; deep learning 

I. INTRODUCTION 

In 2019, the Covid-19 pandemic started. It began to spread 
widely in early 2020, and was classified pandemic by the World 
Health Organization on March 11, 2020 when the number of 
infected cases reached 118,319 cases [1]. Since the infection 
may be spread by a person’s sneezing, coughing, spitting and 
breathing, most countries’ governments have imposed wearing 
face masks in public places and gatherings. In addition, 
supermarkets impose the use of gloves as well. This led to a 
significant increase in the use of face masks and gloves. As a 
consequence, globally, people are using and disposing of 
approximately 129 billion face masks and 65 billion gloves 
every single month during Covid-19 pandemic [2]. 
Unfortunately, many people are throwing these masks and 
gloves everywhere such as streets, parking lots, gardens and 
sidewalks. As a result, they will end up in the ocean through 
sewer systems creating a new form of pollution. In fact, they 
will shatter into micro plastics and will be contaminated by 
dangerous chemicals. Moreover, littering gloves and masks 
lead to a heavier workload for street cleaners. Furthermore, 
masks and gloves waste are dangerous for the cleaners’ health 
since they are potentially infected. The same problem 
encountered by street waste workers, is also faced by recycling 
waste workers. In addition, Personal Protective Equipment 
(PPE) cannot be sorted with other material in the recycling 
centers [3]. In fact, they are thin and easily broken and can 
block and break down the sorting machine. Therefore, PPE 
waste materials have to be placed in separate sealed bags or 

safely tight garbage containers. Nowadays, it is common to 
incorporate specialized robots to support workers. These 
machines lessen the workload since they are able to perform 
repetitive and simple tasks efficiently. In particular, a street 
sweeper robot would alleviate the burden of the waste and 
recycling workers by picking gloves and masks and storing 
them in sealed containers. In order to make the robots 
intelligent and aware of their surrounding environment, 
integrating sensors with robotics is needed. Specifically, 
computer vision systems that capture images of the scene 
surrounding the robot and recognize their content, provide the 
robot with useful information and an understanding of the 
scene. In particular, the computer vision system of the street 
sweeper robot would localize masks and gloves. Typically, 
suitable visual descriptors should be extracted from the 
captured images in order to segment the image into several 
objects. Then, another set of features is extracted from each 
object in order to recognize it using a classifier. Nevertheless, 
choosing the suitable feature for the segmentation and the 
recognition task is not straightforward. In fact, it is one of the 
main difficulties faced by computer vision systems. Recently, 
the use of Deep Learning (DL) models alleviated this problem 
by learning suitable features while training the model. The main 
goal of this paper is to design and implement a computer vision 
system for a street sweeper robot that recognizes masks and 
gloves. This system relies on Deep Learning techniques to 
recognize objects based on their visual properties. For this 
purpose, we intend to compare three approaches: You Only 
Look Once (YOLO) model [4], Faster Region based 
Convolutional Neural Network (Faster R-CNN) [5], and 
DeepLab v3+ [6]. 

II. BACKGROUND 

Object recognition is a field of computer vision which 
localize and categorize objects in images or video frames. It has 
been employed in many applications such as tumor recognition 
in medical images [7], face recognition [8], robot navigation 
[9], self-driving vehicles [10], etc. Generally, object 
recognition approaches can be either based on conventional 
machine learning and image processing techniques or based on 
Deep Learning approaches. In conventional approaches, a 
selected set of visual descriptors is extracted from the image for 
the purpose of segmenting the image into meaningful parts. 
Then, from the object of interest, another selected feature is 
extracted and conveyed to a classifier to decide on the class of 
the object. 

Alternatively, object recognition Deep Learning approaches 
are based on CNN. In fact, they use the conventional layers to 
1) automatically learn and extract suitable visual descriptors, 
and to 2) learn the location of the object. Region Conventional 
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Neural Networks (R-CNN) models are a well-known family for 
object recognition. It includes R-CNN [11], Fast R-CNN [12], 
and Faster R-CNN [5]. Each one of these approaches is an 
improvement of the previous one. R-CNN is based on a region 
proposal algorithm called “Selective search”. It selects 2000 
regions from the image. From each region, visual descriptors 
are automatically extracted using convolutional layers. Finally, 
each region is classified using one versus all SVM [13] 
classifier. In order to enhance the time complexity of the model, 
Fast R-CNN is proposed. Instead of extracting the visual 
descriptors from the 2000 regions, visual descriptors are 
extracted from the whole image first. Then, a Region of Interest 
(ROI) pooling layer is used to pool the visual descriptors of the 
region of interest from the final feature map. A SoftMax layer 
finally classifies this region. An extension to R-CNN [11] and 
Fast R-CNN [12] is Faster R-CNN [5]. It replaces the 
“Selective search” algorithm by a Region Proposal Network 
(RPN). In fact, instead of unnecessarily extracting a fixed 
number of regions that can be empty or include only a part of 
the object, Faster R-CNN [5] learns the location of the region 
to be proposed through the use of a small CNN called RPN. 
These region-based approaches provide two outputs. These are 
the bounding boxes coordinate that fits the object of Interest and 
the class of the object. 

Instead of using a region proposal module, Single Shot 
Detectors (SSDs), use a set of predefined anchor points. From 
each anchor point, a predefined number of bounding boxes are 
defined. Then, these models learn if the bounding box contains 
an object or not, predict the offset of the box so it fits tightly the 
object, and compute the class probability of each object. 
Finally, the potential recognized objects are pruned to avoid 
duplicated recognition. There are various SSDs approaches. 
They differ in the way of defining the anchors. The most well-
known SSD model is YOLO [4]. 

Another way of semantically understanding the scene is 
through semantic segmentation. The latter is inextricably 
related to object recognition. However, it differs in that it does 
not predict the class and the bounding box of the object, but it 
learns the pixels that form the object [14]. In fact, semantic 
segmentation entails assigning a semantic category to each 
pixel in the input picture. 

Recent advances in the field of Deep Learning boosted the 
semantic segmentation research [15]. In fact, the automatic 
learning of the features through the convolution layers has 
improved the performance of semantic segmentation 
approaches. Nevertheless, CNN cannot be used as it is for 
semantic segmentation. In fact, max pooling and striding that 
are suitable for feature reduction, induce low feature resolution 
[16]. Moreover, since objects may be represented with different 
scales, standard CNN models need to be trained with different 
scales of the same object [17]. Furthermore, CNN models 
discard the location information [18]. Therefore, specific Deep 
Learning architectures for semantic segmentation have been 
proposed in the literature. Among these approaches, DeepLab 
v3+ [6] is a well-known Deep Learning approach for semantic 
segmentation which has been proven to be effective in many 
applications [19]. 

III. RELATED WORKS 

Due to the Covid-19 pandemic and the need to check if 
people are wearing the required personal protective equipment 
(PPE), several masks and gloves recognition systems based on 
Deep Learning have been reported in the literature [20] [21] 
[22] [23] [24]. However, no existing work addressed the 
problem of recognizing masks and gloves thrown in the street. 
Alternatively, two works based on Deep Learning tackled the 
problem of recognizing different types of wastes littered in the 
street [25] [26]. 

A. Detection of Masks and Gloves Worn by People 

The authors in [20] used two Deep Learning models, YOLO 
(You Only Look Once) [4] and Single-Shot multibox Detector 
(SSD) MobileNet [27], for the detection and proper wearing of 
face masks and gloves. First, the model splits the input image 
into an S × S grid. After that, the grid containing the center of 
the ground truth bounding box of an object is activated for the 
detection. Finally, each grid is responsible for predicting the 
confidence scores of a number of bounding boxes. The 
MobileNet architecture has been used as a feature extractor in 
the SSD MobileNet based approach after combining normal 
convolution and depthwise convolution. The proposed 
recognition system considers five categories. Namely, it 
recognizes if the people are wearing masks, not wearing masks, 
wearing gloves, not wearing gloves, and if they are not properly 
wearing the masks. The two Deep Learning models were 
investigated using a dataset containing 8250 photos collected 
from the internet. The experimental result showed that the 
proposed system reached an accuracy of 90.6% when using 
YOLO [4], and an accuracy of 85.5% when using SSD 
MobileNet [28]. 

Similarly, the approach in [21] used two Deep Learning 
models ResNet-50 [29] and YOLOv2 [30]. Nevertheless, they 
first used ResNet-50 to extract the visual feature. Then, they 
used YOLOv2 to recognize facial masks. For the assessment of 
the proposed approach, two medical face masks datasets, 
Medical Masks dataset (MMD) [31] and Face Mask dataset 
(FMD) [32] were merged into a single dataset. These datasets 
have been augmented before being fed to Resnet-50. It achieved 
a precision of 81%. 

The authors in [22] proposed a Deep Learning approach in 
order to recognize whether or not people are wearing PPE. 
More specifically, they adopted the YOLOv4 [33] model. The 
model has backbone, neck and head parts. In the backbone part, 
CSPDarknet53 is used as a feature extractor model. In the neck 
section, Spatial Pyramid Pooling (SPP) and Path Aggregation 
Network (PAN) are employed. Modified PAN has been used 
for instance segmentation. For the modification of PAN, they 
used the concatenation operation instead of the addition 
operation. The SPP is used to perform max pooling over a 
feature map. The head part was kept the same as it was in 
YOLOv3. Four categories have been considered which are, 
wearing a mask, not wearing a mask, wearing a face shield, and 
wearing gloves. The authors put together a dataset that includes 
both collected and captured photos. They collected their own 
dataset to assess the performance of the system. They obtained 
a precision of 78% and a recall of 80%. 
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The study in [23] proposed a mask and face recognition 
system based on YOLOv3 [34]. First, the videos are recorded 
using digital cameras. After being processed, they are conveyed 
to YOLOv3. The latter detects faces and masks. The proposed 
system was trained on a set of 6,000 photos containing surgical 
masks which are selected from the MAFA dataset [35]. The 
experimental results showed that the proposed system achieved 
an accuracy of 84% in recognizing masks and an accuracy of 
96% in recognizing faces. The authors in [24] adopted the 
VGG-16 [36] Deep Learning model to determine whether or 
not a person is wearing a facemask and checks if the people in 
a region are observing physical distance. The model is trained 
using collected data containing 20,000 images. The input 
image's height and width are set to 224 pixels. Moreover, data 
augmentation is employed by applying rotation, rescaling, 
shifting, and zooming operations. It achieved an accuracy of 
97%. 

B. General Waste Littered in the Street 

The authors in [25] proposed a computer vision system for 
waste littering quantification. The proposed system is based on 
a Deep Learning model to localize and classify different types 
of wastes. They employ the OverFeat-GoogLeNet [37] Deep 
Learning model. It is an adaptation of the OverFeat model [38] 
which uses GoogLeNet [39] model as backbone deep network 
model. The authors collected their own dataset using a high-
resolution camera placed on the top of a vehicle to take pictures 
of wastes on the streets and sidewalks. The performance of the 
system on the 18,676 collected images is 77.35% for the 
precision and 60% for the recall. Alternatively, the authors in 
[26] proposed a robot system that is able to pick up garbage 
from the grass independently. The computer vision part of the 
robot aims at recognizing general waste using ResNet-34 [29] 
and SegNet [40] Deep Learning models. The input image is first 
segmented using SegNet. The latter is a Deep Learning model 
designed for segmentation. It is based on a decoder-encoder 
model where the input image is first down-sampled to learn the 
visual descriptor, then the obtained visual descriptor is up-
sampled to recover the input image resolution. After that, the 
segmented objects are conveyed to ResNet [29] in order to 
categorize the waste. In fact, the system considers six 
categories. Specifically, five classes are used for the waste and 
one class for non-waste. The system is trained on 40k training 
pictures and tested on 7k testing pictures. Moreover, they 
collected 750 more pictures representing non-waste for testing. 
Experiments have shown that the accuracy of littered waste 
recognition reached up to 95%. 

IV. SYSTEM FOR STREET SWEEPER ROBOT 

In order to design a computer vision system that recognizes 
masks and gloves, we intend to compare the performance of the 
three approaches: YOLO [4], Faster R-CNN [5], and DeepLab 
v3+ [6]. First, we need to train the three considered models. In 
order to train the YOLO [4] model, we feed its input with 
images representing littered gloves and masks. The labels of 
these images are also provided to the recognition system to 
ensure the training. The labels consist of the corresponding 
categories of the considered objects (gloves and masks), and 
their surrounding boxes’ information, namely, the upper left 
corner coordinates, the width and height of the box. Similarly, 

Faster R-CNN [5] is trained in the same way since it uses the 
same type of labels. Alternatively, DeepLab v3+ [6] employs a 
different type of labels. In fact, since it is a segmentation 
approach, the label of each pixel should be provided. More 
specifically, the captured images with littered masks and gloves 
are conveyed to the input of DeepLab v3+ [6]. Moreover, their 
corresponding masks images are provided to the networks. 
They consist of the same image where the pixels corresponding 
to each object are manually colored with a different color. 

Using YOLO [4], the masks and gloves will be recognized 
and localized. The obtained results will be assessed to measure 
the performance of the YOLO [4] based system in terms of the 
Average Precision per class, Mean Average Precision, IoU, F1 
measure and Time to process one image. Similarly, the same 
procedure will be used for the Faster R-CNN [5] based system. 
And for the DeepLab v3+ [6] based system, the obtained results 
will be assessed in terms of the IoU, F1 measure and Time to 
process one image. In fact, AP and mAP are not defined in the 
case of semantic segmentation. 

When the performances of the three systems are computed, 
we compare between them in order to conclude on the best 
system to be considered. We should mention we prioritize the 
recognition performance over the time one. However, in case 
the recognition performance is similar or slightly different, we 
select the faster model. The selected approach among the three 
considered ones will be adopted as illustrated in Fig. 1. 

 

Fig. 1. Proposed System Architecture. 

V. EXPERIMENTS 

A dataset of 1500 images containing masks and/or gloves is 
collected. They are captured using a digital camera and have a 
size of 224 X 224 pixels. Different backgrounds such as grass, 
stones, and Asphalt concrete with various angles for shooting 
and different lighting are considered. Moreover, the masks and 
gloves in the collected dataset differ in terms of number, color, 
material, and design. Furthermore, these masks and gloves can 
be twisted, knotted, or choppy. Two Ground Truth labels are 
considered. The first one consists of labelling the pixels which 
belong to the gloves, the masks, and to the background. More 
specifically, for each image in the dataset, the pixels 
corresponding to the gloves are colored with green, those 
corresponding to the masks are colored with blue, and all 
remaining pixels are colored in black. The coloration is done 
manually. This first type of Ground Truth will be used with 
DeepLab v3+ [6] which requires pixel wise labelling. Fig. 2 
shows a sample image and the corresponding pixel wise 
labelling as required by DeepLab v3+ [6]. 
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(a)      (b) 

Fig. 2. Sample Pixel Wise Labelled Image. (a) The Sample Image, (b) The 

Corresponding Ground Truth Required by DeepLab v3+. 

Alternatively, for YOLO [4] and Faster R-CNN [5] a 
different type of Ground Truth labelling is required. In fact, 
these two approaches, require the bounding boxes coordinates 
of each object of interest and its corresponding class (mask or 
glove) with respect to each considered image. The coordinates 
of the bounding box consist of the upper left coordinates, the 
width and the height of the rectangle surrounding tightly the 
object. Fig. 3 depicts sample images and the corresponding 
bounding boxes of the object of interest. 

  
(a)      (b) 

Fig. 3. Sample Labelled Image with Bounding Boxes. (a) The Sample 

Image, (b) The Corresponding Bounding Boxes Required by YOLO and 

Faster R-CNN. 

A. Experiment 1 

This experiment aims at assessing the performance of 
YOLOv4 [33] to recognize masks and gloves. For this purpose, 
we want to figure out the best hyper-parameter configuration 
for YOLOv4 [33]. As such, YOLOv4 model was trained using 
different values of the learning rate, the momentum and the 
number of batches. The learning rate is the most crucial hyper-
parameter. In fact, a too small value may result in a long 
training process, whereas a too large value may result in 
overshooting the global minimum. Table I shows the five 
considered configurations. In order to determine the best model, 
the performance results on the validation set of each 
configuration are reported. They are the IoU, F1 measure, AP, 
mAP, and Time to process one image. 

Fig. 4 shows the performance measures of YOLOv4 [33] 
model. As shown in Fig. 4, the best performance is obtained 
when using configuration 3, and the worst performance is 
obtained when using configuration 4. In fact, the learning rate 
in configuration 3 is set to 0.001 while the learning rate in 
configuration 4 is set to 0.1. Thus, the learning rate of 0.1 
yielded the overshoot of the optimal model. Moreover, when 
the number of batches is large, the performance is better. This 

due to the fact that the prediction error used to update the 
weights is computed using a larger number of images at each 
batch. The obtained results are 0.95 as F1 measure, 0.8072 as 
IoU, and 0.963632 as mAP using the considered configuration. 
We should note that configuration 4 performed better in terms 
of the time to process one image. However, we prioritize the 
recognition performance over the time one. Moreover, the 
difference is not significant, we prioritize the recognition 
performance. Using configuration 3, the results of the 
validation, and testing are reported in Table II. As shown, there 
is no significant performance drop when using the test set. 
Therefore, we can assume that the learned model is not over-
fitted. 

In order to illustrate the result obtained by the YOLOv4 [33] 
model, three sample results are depicted in Fig. 5. In Fig. 5(a), 
Fig. 5(c), and Fig. 5(e), the images fed to the YOLO model are 
displayed. Moreover, in Fig. 5(b), Fig. 5(d), and Fig. 5(f), the 
obtained results are shown. More specifically, the bounding box 
surrounding the object of interest along with the confidence 
score are displayed. As shown, even if the gloves or masks are 
folded, or overlap with another object, YOLOv4 [33] model is 
able to recognize them with a high confidence score. 

TABLE I. YOLOV4 [33] HYPER-PARAMETER CONFIGURATIONS 

 Learning rate Momentum 
Number of 

batches 

Configuration 1 0.001 0.949 64 

Configuration 2 0.01 0.95 128 

Configuration 3 0.001 0.949 256 

Configuration 4 0.1 0.99 128 

Configuration 5 0.001 0.949 8 

 

Fig. 4. YOLOv4 [33] Performance Results. 

TABLE II. PERFORMANCE OF YOLOV4 [33] MODEL ON THE VALIDATION 

AND TEST DATASETS 

 F1 

Measure 
IoU 

Time to 
process 
(in sec) 

AP 
(Mask) 

AP 
(Glove) 

mAP 

Validation 

Set 
0.95 0.81 0.41 0.99 0.93 0.96 

Test Set 0.94 0.79 0.41 0.98 0.90 0.94 
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(a)    (b) 

   
(c)    (d) 

   
(e)    (f) 

Fig. 5. Three Sample Results Illustrating the Result Obtained when using 

YOLOv4 [33] Model. (a) Sample Image 1, (b) The Output of Sample Image 

1, (c) Sample Image 2, (d) The Output of Sample Image 2, (e) Sample Image 

3, (f) The Output of Sample Image3. 

B.  Experiment 2 

In this experiment, we evaluate the performance of Faster 
R-CNN [5]. In this regard, the hyper-parameters are tuned using 
the validation set. Table III shows the five considered 
configurations. 

Fig. 6 shows the performance measures of Faster R-CNN 
[5] on the validation set with respect to each considered 
configuration. As shown in Fig. 6, the best result is obtained 
using configuration 3. Specifically, the hyper-parameters are 
set to 0.0001 for the learning rate, 0.96 for the momentum and 
690 for the number of batches. We should mention that 
configuration 5 gave slightly better AP with respect to the Mask 
class, but not with respect to the Glove class. However, in terms 
of mAP configuration 3 is better. The corresponding 
performance results are 0.5665 as F1 measure, 0.7337 as IoU, 
and 0.4350 as mAP. Table IV reports Faster R-CNN 
performance on both the validation and test sets. As shown, the 
performance of the test set is not significantly worse than the 
performance of the validation set, and thus the overfitting 
assumption is discarded. 

Fig. 7 displays three sample results of the Faster R-CNN 
model. The images conveyed to Faster R-CNN model are 
displayed in the Fig. 7(a), Fig. 7(c), and Fig. 7(e), respectively. 
The corresponding output results are shown in Fig. 7(b), Fig. 
7(d), and Fig. 7(f), respectively. As shown in Fig. 7, the 
bounding box surrounding the object of interest along with the 

confidence score are depicted. We can notice that Faster R-
CNN is able to recognize the withdrawn gloves and masks. 
Nevertheless, for some cases such the illustrative example 
displayed in Fig. 7(d), the confidence score is not high. This can 
be due to the fact the mask is folded. 

C. Experiment 3 

In order to detect masks and gloves using semantic 
segmentation, we tuned the hyper-parameters for DeepLab v3+ 
[6]. In this regard, we trained DeepLab v3+ [6] using ResNet-
50 [29] as backbone. Then, using the validation set, we 
evaluated the model with respect to five considered 
configurations. In particular, the learning rate, momentum and 
number of batches were tuned. These five configurations are 
reported in Table V. 

TABLE III. FASTER R-CNN [5] HYPER-PARAMETER CONFIGURATIONS 

 
Learning 

rate 
Momentum 

Number of 

batches 

Configuration 1 0.001 0.96 690 

Configuration 2 0.001 0.94 690 

Configuration 3 0.0001 0.96 690 

Configuration 4 0.00001 0.96 690 

Configuration 5 0.0001 0.94 690 

 

Fig. 6. Faster R-CNN [5] Performance Results. 

TABLE IV. PERFORMANCE OF FASTER R-CNN [5] MODEL ON THE 

VALIDATION AND TEST DATASETS 

 
F1 

Measure 
IoU 

Time to 

process 

(in sec) 

AP 

(Mask) 

AP 

(Glove) 
mAP 

Validation 

Set 
0.57 0.73 3.67 0.21 0.66 0.43 

Test Set 0.50 0.74 3.69 0.21 0.45 0.33 
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(a)    (b) 

   
(c)    (d) 

   
(e)    (f) 

Fig. 7. Three Sample Results Illustrating the Result Obtained using Faster 

R-CNN Model. (a) Sample Image 1, (b) The Output of Sample Image 1, (c) 

Sample Image 2, (d) The Output of Sample Image 2, (e) Sample Image 3, (f) 

The Output of Sample Image 3. 

TABLE V. DEEPLAB V3+ [6] HYPER-PARAMETER CONFIGURATIONS 

 Learning 

rate 
Momentum Number of 

batches 

Configuration 1 0.001 0.95 690 

Configuration 2 0.01 0.97 690 

Configuration 3 0.1 0.99 345 

Configuration 4 0.001 0.96 171 

Configuration 5 0.001 0.99 690 

Fig. 8 displays the performance measures of the system 
when using DeepLab v3+ [6] semantic segmentation approach 
with ResNet-50 [29] as backbone. We should notice that 
contrary to the previous two experiments, only F1 measure, IoU 
and Time to process are considered. In fact, Average precision 
performance measure is not defined for segmentation 
approaches. As shown in Fig. 8, using configuration 1, a 
learning rate of 0.001, momentum of 0.95 and number of 
batches of 690, yielded the best performance result with an IoU 
of 0.9762, and F1 measure of 0.98. In fact, configuration 1 is 
characterized by a small learning rate avoiding missing the 
global minimum of the error rate, a large batch size enhancing 
the error computation, and a relatively smaller momentum 
(percentage of previous iteration gradients to be considered). 
Alternatively, a large learning rate of 0.1 (configuration 3) gave 
the worst result. This can be explained by an under-fitting 
situation where the model fails to find the global minimum and 
converges early since the learning step is too large. 

 

Fig. 8. DeepLab v3+ [6] Performance Results. 

Using configuration 1, we evaluated the performance of 
DeepLab v3+ on the test images. Table VI depicts the 
performance results of both the validation and the test sets. As 
reported, there is no drop in the performance when using the 
test set compared with the performance of the validation set. 
Therefore, we can conclude that the learned model is not over-
fitted. 

TABLE VI. PERFORMANCE OF DEEPLAB V3+ [6] MODEL ON THE 

VALIDATION AND TEST DATASETS 

 F1 Measure IoU Time to process (in sec) 

Validation Set 0.98 0.98 2.95 

 Test Set 0.99 0.98 3.01 

Fig. 9 displays three sample results of DeepLab v3+ model. 
The input images are shown in Fig. 9(a), Fig. 9(c), and Fig. 9(e), 
while the corresponding segmented images are depicted in Fig. 
9(b), Fig. 9(d), and Fig. 9(f), respectively. In the segmented 
images, the pixels recognized as masks by DeepLab v3+ are 
colored in blue, those recognized as gloves with green, and all 
remaining pixels belonging to the background in black. We can 
notice that DeepLab v3+ is able to recognize the pixels 
belonging to withdrawn gloves and masks in different 
backgrounds, and for various colors of the gloves and the 
masks. 

D. Discussion 

Fig. 10 compares the performances of YOLOv4 [33] and 
Faster R-CNN [5] in terms of AP and mAP. We should notice 
that AP and mAP aren’t defined for semantic segmentation 
approaches such as DeepLabv3+ [6]. As shown Fig. 10, 
YOLOv4 outperforms Faster R-CNN in recognizing both 
gloves and masks. This is also confirmed by the mAP. In fact, 
it is higher for YOLOv4 than Faster R-CNN. This can be 
explained by the fact that YOLO uses a single end-to-end 
network while Faster R-CNN uses two networks. Therefore, 
this can reduce the error. Moreover, Faster R-CNN is a region 
based approach where the classification is performed on the 
selected region only; whereas YOLO employs the whole image 
to predict the location and class of the object of interest. Thus, 
YOLO accesses more contextual information and predicts less 
false positives of the background. Furthermore, since YOLO 
has one object rule that makes it predict a single object per cell, 
it encourages the spatial diversity of the detected objects. 
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(a)    (b) 

   
(c)    (d) 

   
(e)    (f) 

Fig. 9. Three Sample Results Illustrating the Result Obtained when using 

DeepLab v3+ Model. (a) Sample Image 1, (b) The Output of Sample Image 1, 

(c) Sample Image 2, (d) The Output of Sample Image 2, (e) Sample Image 3, 

(f) The Output of Sample Image 3. 

 

Fig. 10. Performance Comparison of YOLOv4[33], and Faster R-CNN [5] in 

Terms of AP, and mAP. 

Fig. 11 compares the performance of YOLOv4 [33], Faster 
R-CNN [5], and DeepLab v3+ [6] in terms of F1 measure, IoU, 
and Time to process one image. As depicted, DeepLab v3+ is 
better in localizing masks and gloves with an IoU equal to 0.98, 
compared to an IoU equal to 0.81 for YOLOv4, and 0.73 for 
Faster R-CNN. This is an expected result since semantic 
segmentation is a more powerful approach for localizing the 
object of interest since it works at the pixel level, and not the 
bounding box like YOLOv4 and Faster R-CNN. Moreover, 

DeepLab v3+ is slightly outperforming YOLOv4 and Faster R-
CNN according to the F1 measure which combines both the 
localization and the classification performances of the object of 
interest. Nevertheless, in terms of processing time, YOLOv4 
highly outperforms the other approaches with a time to process 
one image equal 0.41 s against 3.7 s for Faster R-CNN and 2.95 
s for DeepLab v3+. Since the F1 measure difference between 
YOLOv4 and DeepLab v3+ is not significant while the 
difference in terms of processing time is large in favor of 
DeepLab v3+, we choose the YOLOv4 model to design the 
proposed approach. 

  

Fig. 11. Performance Comparison of YOLOv4, Faster R-CNN, and DeepLab 

v3+ in Terms of F1 Measure, IoU, and Time to Process One Image. 

In attempt to further enhance the performance of the 
selected model (YOLOv4), we employed data augmentation. In 
other words, additional images are considered to train the 
model. These images are obtained by modifying existing 
images using rotation, cropping, blurring and adding 
brightness. The augmented dataset consists of 2073 images, 
Fig. 12 shows sample images from the augmented dataset. 
Table VII depicts the performance of YOLOv4 when using data 
augmentation and without using it. We noticed that using the 
augmented dataset shows a slight improvement to the results in 
terms of F1 measure, IoU, AP, mAP. 

  
(a)    (b) 

   
(c)    (d) 

Fig. 12. Sample Images Obtained after the Data Augmentation. (a) 

Brightened Image, (b) Rotated Image, (c) Cropped Image, and (d) Blurred 

Image. 
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TABLE VII. PERFORMANCE COMPARISON OF YOLOV4 [33] WHEN USING 

DATA AUGMENTATION AND WITHOUT USING IT 

 F1 

Measure 
IoU 

Time to 
process 

(in sec) 

AP 
(Mask) 

AP 
(Glove) 

mAP 

Test results 

with 

augmented 

data 

0.95 0.81 0.49 0.99 0.94 0.97 

Test results 

without 

augmented 

data  

0.94 0.79 0.41 0.982 0.901 0.94 

E. Conclusion and Future Works 

In this paper, we propose to design and implement a 
computer vision system of a street sweeper robot that 
recognizes masks and gloves for the purpose of picking them 
and disposing them in securely tight garbage bags. The 
proposed system is based on a Deep Learning object 
recognition approach. 

After investigating the related works and studying the 
related background, we proposed an effective approach to 
automatically recognize facial masks and gloves which have 
been littered in the environment. For these purposes, three Deep 
Learning approaches are compared. These are YOLO, Faster R-
CNN and DeepLab v3+. YOLOv4 is selected as the most 
suitable model for detecting littered gloves and masks. As 
future works, we propose to investigate emerging deep learning 
recognition and semantic segmentation approaches. In fact, 
pattern recognition field is an active field of research with 
continuous advancement. 
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Abstract—With the rapid growth of digital libraries and 

language translation tools, it is easy to translate text documents 

from one language to other, which results in cross-language 

plagiarism. It is more challenging to identify plagiarism among 

documents in different languages. The main aim of this paper is to 

translate the French documents into English to detect plagiarism 

and to extract bilingual lexicons. The parallel corpus is used to 

compare multilingual text, a collection of similar sentences and 

sentences that complement each other. A comparative study is 

presented in this paper, the sentences similarity in bilingual 

content is found out by using the proposed Fuzzy-Wuzzy (Partial 

Ratio) based string similarity technique and three various 

techniques like Levenshtein Distance, Spacy and Fuzzy-Wuzzy 

(Ratio) similarity techniques in the literature. The string similarity 

method based on Fuzzy-Wuzzy (Partial Ratio) outperforms in 

terms of accuracy compared to Spacy, and Fuzzy-Wuzzy (Ratio) 

techniques for identifying language similarity. 

Keywords—Plagiarism; natural language processing; string 

similarity; levenshtein distance; fuzzy-wuzzy 

I. INTRODUCTION 

The ability of machines to understand the human language 
carried by Natural Language Processing is a crucial component 
of Artificial Intelligence. Search engines' arrival leads to 
several natural language processing advancements to retrieve 
the text from electronic documents with string comparison. The 
machines can recognize and extract patterns from text data by 
applying several text similarity and information retrieval 
techniques using NLP. Their meaning identified the closeness 
between two text words by the NLP technique called Text 
Similarity. 

Natural Language Processing (NLP) in Artificial 
Intelligence is an important field. NLP plays a vital role in the 
comprehension of human language by computers. NLP uses 
different text similarity techniques and the combination that 
enables machines to create and extract patterns from those text 
data. The proximity of two text pieces is found out using the 
text similarity method, which is one of the essential NLP 
methods. Data needs to be translated in a numerical format to 
carry out machine learning tasks. TF-IDF, Word2vec and Bag 
of Words are the different word embedding techniques used for 
text data encoding. The essential steps in the text-similarity are: 
Text planning, Feature extraction, Vector similarity and 
Decision function. 

A. WordNet 

In English, a large database of nouns, adjectives, verbs and 
adverbs are grouped into a collection of synonyms. WordNet 
that includes the link between words in over 200 languages is a 
lexical database. Synonyms are interlinked with lexical and 
semantic relations. The structure of the WordNet makes it a 
helpful tool for NLP. Based on their meanings, the words in 
WordNet are clustered as a thesaurus cursorily resembles them. 
Words in the network are close to each other as the definitions 
of words are precisely defined by WordNet. A synonym is a 
crucial relation in the midst of words in WordNet. 

B. NLTK 

The nltk.corpus package in python defines a collection of 
corpus reader classes that are used to access the contents of 
different set of corpora. A machine that can understand the 
meaning of a text needs analysis which is the fundamental idea 
of NLP. 

C. Stop Words 

The meaningless words that are designed to be ignored by 
the search engine to increase the database space or the 
processing time are stop words. nltk.corpus package in python 
has a list of stop words in 16 various languages. 

1) Research statement: The content in French language can 

be converted into English using conversion tools which cannot 

be identified in plagiarism detection. The main aim of the 

research is to find out the copying content in a document after 

translating French document into English. 

2) Research objectives: To find the accuracy by conducting 

an experimental study with Fuzzy-Wuzzy (Partial Ratio) for 

identifying the similarity between languages. 

3) Research significance: In recent years the attention in 

copying the content from various sources increased while 

writing a new document which is an offence. There are so many 

plagiarism tools available in the market for checking the 

originality of the content. Although the tools are working 

efficiently for the originality checking but still there is a 

problem that if we copy the content from one language and 

using converter tools, we can convert that content into English. 

In such cases it is not possible for the tools to identify the 
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similarity between the sentences exactly leads to a less 

similarity index. 

II. RELATED WORK 

To find and compare cross-language articles on a specific 
subject, a measure of similarity is required. The basis for this 
estimation could be bilingual dictionaries or digital techniques, 
for example, latent semantic indexing (LSI) [16]. To find 
similar Arabic/English documents in two ways, LSI is used [1]. 
Monolingual: the first way is to translate the English article into 
Arab and then map it into space in the Arabic language LSI 
[10]. The second method is cross-lingual. The paper then 
compares LSI methods on various parallel and analog English-
Arabic companies with a dictionary-based approach [8-9, 11, 
13-14]. The cross-language LSI framework displays the results. 

String similarity search is used in many real-life 
applications, like data cleaning, spell checking, fuzzy keyword 
search or DNA sequence comparison. Given a set of large string 
and a query string, the problem of string similarity search is to 
discover all strings in the string set that are identical to the query 
string efficiently [12]. Similarity is defined by using similarities 
measures like edit distance or Hamming distance. State Set 
Index (SSI) is presented as an effective solution to this work's 
search problem. SSI is interpreted as a finite automaton of non-
determinism. SSI introduces a modern state labeling method 
that makes the index extremely space efficient. In addition, 
space usage by SSI can be traded against search time. On 
various sets of individual names with up to 170 million strings 
from a social network, they measured SSI and compared it to 
other state-of-the-art approaches. They show that SSI is 
substantially faster in most cases than other methods and needs 
less index space. 

To retrieve math formulae from the text, three separate 
assessments were analyzed, in specific, Sequence Matcher, 
string matching algorithms, Levenshtein, and Fuzzy-Wuzzy. 
There are four types of Fuzzy-Wuzzy, two versions of which 
are found to be useful for the retrieval of Math formulae. The 
retrieval time of partial ratio-based Fuzzy-Wuzzy is less than 
the ratio-based Fuzzy-Wuzzy [2-7, 15]. They found Fuzzy-
Wuzzy outperforms than Levenshtein distance and Sequence 
matcher techniques in terms of retrieval time and accuracy 
through their observations. 

III. PROPOSED TECHNIQUE 

In the proposed technique, French and English documents 
are first loaded and then stop words and special characters are 
removed from them. The preprocessed documents are then 
converted into a list of words. French synonyms are found for 
each word in the French list of words using NLP and then find 
the corresponding English synonyms for each French word. 
English synonyms are found for each word in the English list 
of words using NLP. Now prepare the final lists list1 and list2 

which have all the English synonyms of French list and English 
synonyms of English list. String similarity between both these 
final lists is computed using Spacy, Levenshtein Distance, 
Fuzzy-Wuzzy (Ratio) and Fuzzy-Wuzzy (Partial Ratio) 
techniques by taking a Threshold as shown in Fig. 1. Compare 
List1 with List2 and remove all the words that have a match in 
List2. For the leftover words check semantic closeness and if it 
satisfies the threshold remove the words. Likewise perform for 
all words until we get final leftover list. 

The similarity between documents is identified with the 
formula: 

100 − (
𝑓𝑖𝑛𝑎𝑙𝐿𝑒𝑓𝑡𝑂𝑣𝑒𝑟𝐸𝑛𝑔𝑙𝑖𝑠ℎ𝐿𝑖𝑠𝑡𝐿𝑒𝑛𝑔𝑡ℎ

𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝐸𝑛𝑔𝑙𝑖𝑠ℎ𝐿𝑒𝑛𝑔𝑡ℎ
) ∗ 100 

The presented techniques are discussed below. 

A. Spacy 

The Spacy technique predicts how two objects are identical 
by comparing the objects. For flagging replicas, the similarity 
prediction is helpful. Context-Sensitive tensors and Word 
vectors are the two approaches to find the relation between the 
terms assisted by Spacy. Two values 0 and 1 are used to define 
the spectrum of similarities. The value 1 means that the two 
sentences are identical, and the value 0 means that the sentences 
are not similar. In certain instances, they still have a high 
similarity meaning, even though they have no standard terms. 
One of the essential steps in NLP is text pre-processing to 
remove high similarity between unmatched sentences. 

B. Levenshtein Distance 

The fields in which Levenshtein distance is used are 
computer science, computational linguistics, bioinformatics, 
molecular biology, and DNA analysis. The similitude between 
objective string and source string is evaluated by using 
Levenshtein Distance. In everyday life, the Levenshtein 
distance is commonly used. In speech recognition and 
plagiarism detection, Levenshtein distance is primarily used. 

C. Fuzzy-Wuzzy 

Fuzzy string matching often described as precise string 
matching to find a string that almost matches a particular 
pattern. Applications of Fuzzy String Matching include spell 
checking, detection of text reuse, spam filtering, and matching 
DNA sequences in the bioinformatics domain. The string 
similarity is checked by the Fuzzy-Wuzzy library between two 
terms or phrases and gives a value between 0 and 1. If the ratio 
is nearer to 1, the terms are well-matched. If the ratio is closer 
to 0, the terms are unrelated to each other. The two common 
fuzzy matches supported by Fuzzy-Wuzzy are suitable for 
finding the languages close to each other. Pure Levenshtein 
Distance-based matching is used in Fuzzy-Wuzzy (Ratio) 
technique and in Fuzzy-Wuzzy (Partial Ratio) technique 
matching is done based on best substrings. 
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Fig. 1. Flow Diagram of the Presented String Similarity Methods. 

IV. RESULTS 

The comparison between the proposed and the literature 
methods is presented in terms of the metric accuracy. The 
similarity between the languages English and French is 
calculated by using the accuracy and based on that the presented 
techniques are compared. The proposed method's competence 
is presented with three kinds of mappings like one-to-one, one-
to-many, and many-to-many between French documents and 
English documents. 

From the results, the results obtainable with proposed 
Levenshtein Distance is much appropriate for string similarity. 
The tests carried out on nearly 200documents; out of the 
proposed methods Fuzzy-Wuzzy (Partial Ratio) approach listed 
accuracy values in the range of 99 to 100 percent. 

Table I and II represent accuracy with the Spacy, 
Levenshtein distance, Fuzzy-Wuzzy (Ratio) and Fuzzy-Wuzzy 
(Partial Ratio) techniques on 16 samples which are one-to-one 
mappings of French and English documents. In one-to-one 
mapping, there are four different ways in which the documents 
are being compared. 1) French Document + English document 
2) French document rewrite + English document 3) French 
document + English document rewrite 4) French document 
rewrite + English document rewrite. It is observed from the 
tables that the accuracy ranges from 90.19 to 95.12 for Spacy 
technique, ranges from 94.63 to 100 for Levenshtein distance, 
ranges from 82.35 to 97.05 for Fuzzy-Wuzzy (Ratio) technique 
and ranges from 99.47 to 100 for Fuzzy-Wuzzy (Partial Ratio) 
technique. 

Step 1: Load French document 

Step 2: Remove the Stop words and Special 

characters from French document 

Step 3: Remove French stop words 

Step 1: Load English document 

Step 2: Remove the Stop words and Special 

characters from English document 

Step 3: Remove English stop words 

Step 4: The document is converted into a list of words 

Step 5: NLP is used to find out the synonyms for 

each French word 

Step 6: English synonyms are found for each 

French word 

Step 7: Finally a list with English synonyms for 

French document was obtained 

Step 5: NLP is used to find out the synonyms for 

each English word 

Step 6: English synonyms are found for each 

English word 

Step 7: Finally a list with English synonyms for 

English document was obtained 

Step 8: Load the two final lists (English synonyms for French document 

and English synonym for English document) 

Step 10: Comparison of Threshold 

Step 11: Calculation of similarity between documents 

Step 12: End 

Apply Spacy 

technique 

Apply Levenstein distance 

technique 

Apply Fuzzy-Wuzzy 

Ratio technique 

Apply Fuzzy-Wuzzy 

Partial-Ratio 

technique 
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TABLE I. MEASURING ACCURACY IN BETWEEN ENGLISH - FRENCH ONE-TO-ONE DOCUMENTS USING THE PRESENTED TECHNIQUES 

Samples Datasets Spacy 
Levenshtein 

Distance 
Fuzzy- Wuzzy (Ratio) 

Fuzzy- Wuzzy 

(Partial Ratio) 

Sample 1 

French document + English document 90.76 98.23 94.7 100 

English document + French document re-write 90.87 98.23 94.7 100 

English document re-write + French document 92.88 97.32 88.23 100 

English document re-write+ French document re-write 92.99 97.32 93 100 

Sample 2 

French document + English document 91.5 98.13 95.79 100 

English document + French document re-write 91.2 98.59 95.32 100 

English document re-write + French document 94.01 98.69 91.17 100 

English document re-write+ French document re-write 93.78 99.13 95.65 100 

Sample 3 

French document + English document 91.72 99.31 96.9 100 

English document + French document re-write 91.48 99.31 96.56 100 

English document re-write + French document 93.39 98.12 97.05 100 

English document re-write+ French document re-write 93.22 98.12 96.25 100 

Sample 4 

French document + English document 92.86 96.76 93.23 100 

English document + French document re-write 93.07 96.47 93.23 100 

English document re-write + French document 94.69 98.13 91.17 100 

English document re-write+ French document re-write 94.95 97.86 95.2 100 

Sample 5 

French document + English document 92.56 96.24 92.22 100 

English document + French document re-write 92.3 94.63 89.81 100 

English document re-write + French document 93.99 97.28 85.29 100 

English document re-write+ French document re-write 93.78 96.79 93.82 100 

Sample 6 

French document + English document 92.44 97.16 92.3 99.59 

English document + French document re-write 92.94 97.16 91.49 99.59 

English document re-write + French document 93.93 97.31 85.29 99.61 

English document re-write+ French document re-write 94.51 97.31 91.95 99.61 

TABLE II. MEASURING ACCURACY IN BETWEEN ENGLISH-FRENCH ONE-TO-ONE DOCUMENTS USING THE PRESENTED TECHNIQUES 

Samples Datasets Spacy 
Levenshtein 

distance 

Fuzzy- Wuzzy 

(Ratio) 

Fuzzy-Wuzzy 

(Partial Ratio) 

Sample 7 

French document + English document 91.73 94.8 89.96 100 

English document + French document re-write 91.45 95.15 88.92 100 

English document re-write + French document 93.35 96.01 85.29 100 

English document re-write+ French document re-write 93.15 96.67 92.3 100 

Sample8 

French document + English document 90.73 97.55 93.7 100 

English document + French document re-write 90.76 97.9 92.65 100 

English document re-write + French document 93.3 98.71 94.11 100 

English document re-write+ French document re-write 93.43 99.03 93.89 100 

Sample 9 

French document + English document 90.31 96.48 93.54 99.65 

English document + French document re-write 90.46 96.77 92.66 99.65 

English document re-write + French document 93.02 97.13 91.17 99.67 

English document re-write+ French document re-write 93.25 97.65 94.27 99.67 

Sample 10 

French document + English document 91.51 98.64 94.57 100 

English document + French document re-write 91.53 98.3 94.57 99.7 

English document re-write + French document 93.54 98.77 85.29 100 

English document re-write+ French document re-write 93.49 98.77 95.71 99.47 

Sample 11 

French document + English document 91.55 97.4 92.5 100 

English document + French document re-write 91.23 96.54 91.93 100 

English document re-write + French document 93.05 97.297 94.11 100 
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English document re-write+ French document re-write 92.91 97.29 92.43 100 

Sample 12 

French document + English document 90.19 96.64 91.76 100 

English document + French document re-write 90.58 96.64 90.54 100 

English document re-write + French document 91.9 97.19 94.11 100 

English document re-write+ French document re-write 92.44 97.47 93.27 100 

Sample 13 

French document + English document 92.78 98.04 91.53 100 

English document + French document re-write 92.36 98.04 91.2 100 

English document re-write + French document 93.88 96.95 88.23 100 

English document re-write+ French document re-write 93.55 97.25 91.76 100 

Sample 14 

French document + English document 91.35 96.55 91.95 100 

English document + French document re-write 91.43 96.26 91.37 100 

English document re-write + French document 92.9 96.91 94.11 100 

English document re-write+ French document re-write 93.01 96.63 92.15 100 

Sample 15 

French document + English document 93.01 100 96.42 100 

English document + French document re-write 93.29 100 93.57 100 

English document re-write + French document 93.84 99.37 82.35 100 

English document re-write+ French document re-write 94.14 98.75 93.75 99.71 

Sample 16 

French document + English document 93.67 96.27 92.02 100 

English document + French document re-write 93.39 95.74 89.89 100 

English document re-write + French document 95.12 97.56 85.29 100 

English document re-write+ French document re-write 94.87 98.04 93.65 100 

TABLE III. MEASURING ACCURACY IN BETWEEN ENGLISH-FRENCH ONE-TO-MANY DOCUMENTS USING THE PRESENTED TECHNIQUES 

No of French 

Samples 

No of English 

Samples 
Datasets Spacy 

Levenshtein 

Distance 

Fuzzy- Wuzzy 

(Ratio) 

Fuzzy- Wuzzy (Partial 

Ratio) 

1 1 

English document + French 

document 

90.67 98.23 94.71 99.41 

1 2 91.13 97.66 89.71 100 

1 3 92.28 98.62 92.43 99.65 

1 4 92.99 96.76 88.52 100 

1 5 92.46 93.02 82.30 99.19 

1 1 

French document re write + 

English document 

90.87 98.23 94.70 99.41 

1 2 91.21 96.72 87.85 100 

1 3 92.37 98.62 93.47 99.65 

1 4 93.05 96.17 89.70 100 

1 5 92.60 93.29 80.96 99.19 

1 1 

French document + English 

document re write 

92.88 97.32 92.51 99.46 

1 2 93.73 98.26 90.43 100 

1 3 94.07 97.81 93.75 99.68 

1 4 95.00 98.13 89.06 99.73 

1 5 94.19 94.81 86.41 99.50 

1 1 

French document re write + 

English document re write 

92.99 97.32 92.51 100 

1 2 93.77 97.39 90.43 99.56 

1 3 94.16 97.81 93.75 99.68 

1 4 95.09 97.6 89.06 100 

1 5 94.31 94.81 86.41 99.75 

2 1 

English document + French 

document 

90.74 97.64 91.76 100 

2 2 91.50 98.13 95.79 100 

2 3 92.30 98.28 92.09 99.65 

2 4 93.17 96.17 89.70 100 

2 5 92.45 93.03 84.18 99.73 
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2 1 

French document re write + 

English document 

90.24 97.64 91.76 100 

2 2 91.20 98.59 95.32 100 

2 3 91.96 98.62 93.47 99.65 

2 4 93.05 96.17 90.0 100 

2 5 92.30 92.76 84.45 99.73 

2 1 

French document + English 

document re write 

92.84 97.32 88.77 100 

2 2 94.01 98.69 95.21 100 

2 3 94.07 97.5 93.75 99.68 

2 4 95.11 97.6 90.93 100 

2 5 94.18 94.56 86.41 99.75 

2 1 

French document re write + 

English document re write 

92.44 97.86 89.93 100 

2 2 93.78 99.13 95.62 99.56 

2 3 93.73 97.81 95.625 99.68 

2 4 94.97 97.6 91.46 100 

2 5 94.02 95.06 86.91 99.75 

3 1 

English document + French 

document 

90.67 98.23 94.71 100 

3 2 91.13 97.66 89.71 100 

3 3 92.28 98.62 92.43 100 

3 4 92.99 96.76 88.52 100 

3 5 92.46 93.02 82.30 99.73 

3 1 

French document re write + 

English document 

90.87 98.23 94.70 100 

3 2 91.21 96.72 87.85 100 

3 3 92.37 98.62 93.47 100 

3 4 93.05 96.17 89.70 100 

3 5 92.60 93.29 80.96 99.73 

3 1 

French document + English 

document re write 

92.88 97.32 92.51 100 

3 2 93.73 98.26 90.43 100 

3 3 94.07 97.81 93.75 100 

3 4 95.00 98.13 89.06 100 

3 5 94.19 94.81 86.41 99.75 

3 1 

French document re write + 

English document re write 

92.99 97.32 92.51 100 

3 2 93.77 97.39 90.43 100 

3 3 94.16 97.81 93.75 100 

3 4 95.09 97.6 89.06 100 

3 5 94.31 94.81 86.41 100 

TABLE IV. MEASURING ACCURACY IN BETWEEN ENGLISH-FRENCH ONE-TO-MANY DOCUMENTS USING THE PRESENTED TECHNIQUES 

No of French 

Samples 

No of English 

Samples 
Datasets Spacy 

Levenshtein 

Distance 

Fuzzy- Wuzzy 

(Ratio) 

Fuzzy- Wuzzy 

(Partial Ratio) 

4 1 

English document + French 

document 

90.74 97.64 91.76 97.64 

4 2 91.50 98.13 95.79 98.59 

4 3 92.30 98.28 92.09 98.96 

4 4 93.17 96.17 89.70 99.70 

4 5 92.45 93.03 84.18 99.19 

4 1 

French document re write + 

English document 

90.24 97.64 91.76 97.64 

4 2 91.20 98.59 95.32 98.59 

4 3 91.96 98.62 93.47 99.31 

4 4 93.05 96.17 90.0 99.70 

4 5 92.30 92.76 84.45 99.19 

4 1 92.84 97.32 88.77 97.86 
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4 2 

French document + English 

document re write 

94.01 98.69 95.21 98.69 

4 3 94.07 97.5 93.75 99.37 

4 4 95.11 97.6 90.93 99.46 

4 5 94.18 94.56 86.41 99.01 

4 1 

French document re write + 

English document re write 

92.44 97.86 89.93 97.86 

4 2 93.78 99.13 95.62 98.69 

4 3 93.73 97.81 95.625 99.375 

4 4 94.97 97.6 91.46 99.46 

4 5 94.02 95.06 86.91 99.01 

Table III and IV represent accuracy with the Spacy, 
Levenshtein distance, Fuzzy-Wuzzy (Ratio) and Fuzzy-Wuzzy 
(Partial Ratio) techniques for one-to-many mappings of French 
and English documents. It is observed from the tables that the 
accuracy ranges from 90.24 to 95.11 for Spacy technique, 
ranges from 92.76 to 99.13 for Levenshtein distance, ranges 
from 80.96 to 95.79 for Fuzzy-Wuzzy (Ratio) technique and 
ranges from 97.64 to 100 for Fuzzy-Wuzzy (Partial Ratio) 
technique. 

TABLE V. COMPARISON OF ACCURACY BETWEEN PRESENTED METHODS 

FOR ENGLISH-FRENCH MANY-TO-MANY DOCUMENTS WITH FRENCH [1 6] AND 

DIFFERENT ENGLISH PAIRS 

French 

pair 

Samples 

English 

pair 

Samples 

Spacy 
Levenshtein 

Distance 

Fuzzy-

Wuzzy 

(Ratio) 

Fuzzy-

Wuzzy 

(Partial 

Ratio) 

[1 6] [1 8] 91.4 97.53 92.80 100 

[1 6] [3 10] 90.4 97.50 89.88 100 

[1 6] [2 6] 92.89 95.32 93.41 99.72 

[1 6] [4 7] 92.46 96.39 93.45 100 

[1 6] [3 7] 92.21 97.10 93.01 100 

[1 6] [1 8] 89.54 97.18 90.45 100 

[1 6] [5 9] 90.4 97.50 89.88 100 

[1 6] [4 6] 92.59 95.46 90.78 99.81 

[1 6] [3 9] 91.89 94.02 92.44 100 

Table V represents accuracy with the presented techniques 
for many-to-many mappings of [1, 6] French documents and 
different English documents. It is observed from the table that 
the accuracy ranges from 89.54 to 92.89 for Spacy technique, 
ranges from 94.02 to 97.53 for Levenshtein Distance, ranges 
from 89.88 to 93.45 for Fuzzy-Wuzzy (Ratio) technique and 
ranges from 99.72 to 100 for Fuzzy-Wuzzy (Partial Ratio) 
technique. 

Table VI represents accuracy with the presented techniques 
for many-to-many mappings of [3, 10] French documents and 
different English documents. It is observed from the table that 
the accuracy ranges from 89.46 to 98.65 for Spacy technique, 
ranges from 95.71 to 97.86 for Levenshtein Distance, ranges 
from 90.45 to 100 for Fuzzy-Wuzzy (Ratio) technique and 
ranges from 99.25 to 100 for Fuzzy-Wuzzy (Partial Ratio) 
technique. 

Table VII represents accuracy with the presented techniques 
for many-to-many mappings of [5, 7] French documents and 
different English documents. It is observed from the table that 
the accuracy ranges from 89.56 to 94.76 for Spacy technique, 

ranges from 96.45 to 98.82 for Levenshtein distance, ranges 
from 90.66 to 93.47 for Fuzzy-Wuzzy (Ratio) technique and 
ranges from 99.82 to 100 for Fuzzy-Wuzzy (Partial Ratio) 
technique. 

Table VIII represents the accuracy with the presented 
techniques for many-to-many mappings of [4, 6] French 
documents and different English documents. It is observed 
from the table that the accuracy ranges from 88.94 to 95.05 for 
Spacy technique, ranges from 95.11 to 98.24 for Levenshtein 
distance, ranges from 89.20 to 93.56 for Fuzzy-Wuzzy (Ratio) 
technique and ranges from 99.12 to 100 for Fuzzy-Wuzzy 
(Partial Ratio) technique. 

TABLE VI. COMPARISON OF ACCURACY BETWEEN PRESENTED METHODS 

FOR ENGLISH-FRENCH MANY-TO-MANY DOCUMENTS WITH FRENCH [3 10] 

AND DIFFERENT ENGLISH PAIRS 

French 

pair 

Samples 

English 

pair 

Samples 

Spacy 
Levenshtein 

Distance 

Fuzzy-

Wuzzy 

(Ratio) 

Fuzzy-

Wuzzy 

(Partial 

Ratio) 

[3 10] [1 9] 92.71 97.72 93.16 100 

[3 10] [3 6] 90.45 97.63 91.21 99.81 

[3 10] [2 6] 92.55 96.16 92.95 99.77 

[3 10] [4 7] 89.46 97.45 90.45 99.25 

[3 10] [2 8] 92.47 95.86 92.45 99.67 

[3 10] [2 9] 92.71 95.74 93.68 99.64 

[3 10] [5 10] 93.14 95.71 93.66 100 

[3 10] [2 7] 92.48 95.97 92.31 99.64 

[3 10] [2 10] 98.65 97.86 95.66 100 

TABLE VII. COMPARISON OF ACCURACY BETWEEN PRESENTED METHODS 

FOR ENGLISH-FRENCH MANY-TO-MANY DOCUMENTS WITH FRENCH [5 7] AND 

DIFFERENT ENGLISH PAIRS 

French 

pair 

Samples 

English 

pair 

Samples 

Spacy 
Levenshtein 

Distance 

Fuzzy-

Wuzzy 

(Ratio) 

Fuzzy-

Wuzzy 

(Partial 

Ratio) 

[5 7] [3 9] 92.64 98.60 93.29 99.82 

[5 7] [2 9] 93.11 98.82 93.47 100 

[5 7] [2 8] 92.87 98.66 93.22 100 

[5 7] [1 6] 91.89 97.44 92.59 100 

[5 7] [2 6] 91.94 97.86 92.45 100 

[5 7] [5 7] 90.78 98.45 91.25 100 

[5 7] [5 10] 94.21 96.45 92.78 100 

[5 7] [1 7] 89.56 97.62 90.66 100 

[5 7] [5 9] 94.76 98.55 91.89 99.83 
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TABLE VIII. COMPARISON OF ACCURACY BETWEEN PRESENTED METHODS 

FOR ENGLISH-FRENCH MANY-TO-MANY DOCUMENTS WITH FRENCH [4 6] AND 

DIFFERENT ENGLISH PAIRS 

French 

pair 

Samples 

English 

pair 

Samples 

Spacy 
Levenshtein 

Distance 

Fuzzy-

Wuzzy 

(Ratio) 

Fuzzy-

Wuzzy 

(Partial 

Ratio) 

[4 6] [3 6] 92.89 95.11 93.42 99.24 

[4 6] [3 8] 92.79 96.23 93.29 99.56 

[4 6] [1 7] 93.06 98.12 91.68 100 

[4 6] [4 6] 95.05 97.46 91.02 99.63 

[4 6] [2 8] 92.88 95.54 93.22 99.12 

[4 6] [1 8] 91.64 98.24 91.87 100 

[4 6] [5 10] 90.21 96.77 90.90 99.41 

[4 6] [5 6] 88.94 96.12 89.20 99.39 

[4 6] [2 6] 93.45 96.51 93.56 99.57 

TABLE IX. COMPARISON OF ACCURACY  BETWEEN PRESENTED METHODS 

Technique 
One-One 

Mapping 

One-Many 

Mapping 

Many –Many 

Mapping 

Spacy 

Similarity 
90.19-95.12 90.24-95.11 88.94-98.65 

Levenshtein 

Distance 
94.63-100 92.76-99.13 95.11-98.82 

Fuzzy-Wuzzy 

(Ratio) 
82.35-97.05 80.96-95.79 89.20-95.66 

Fuzzy-Wuzzy 

(Partial-Ratio) 
99.47-100 97.64-100 99.12-100 

Table IX represents the overall accuracy of the presented 
techniques with three kinds of mappings like one-one, one-
many and many-many between French documents and English 
documents. Out of all the presented techniques Fuzzy-Wuzzy 
(Partial Ratio) technique outperformed all the remaining 
techniques with accuracy ranging from 99.12 to 100. 

Table X presents the time taken to find the similarity 
between languages like English and French. The time 
calculation was accomplished on various documents of 
different sizes from 3KB to 50 KB with all the techniques 
discussed in this article. From the table, it is clear that the Spacy 
method identifies the similarity between English and French 
languages in less time than the other techniques in the literature. 

Fig. 2 illustrates the data from Table I with eight samples of 
French and English documents with one-to-one mapping. The 
graph shows that the string similarity measure values of Spacy 
and Fuzzy-Wuzzy (Ratio) techniques are less than the 
Levenshtein Distance and Fuzzy-Wuzzy (Partial Ratio) 
techniques. It also shows that Fuzzy-Wuzzy (Partial Ratio) 
technique outperforms the remaining presented techniques. 

Fig. 3 illustrates the data from Table III which contains one-
to-many mapping of French and English documents. It shows 
that the accuracy of Fuzzy-Wuzzy (Partial Ratio) technique is 
more than the accuracy of remaining presented techniques. 

TABLE X. TIME REQUIRED TO FIND THE SIMILARITY BETWEEN ENGLISH 

AND FRENCH DOCUMENTS 

Sample 

Size 
Spacy 

Levenshtein 

Distance 

Fuzzy-

Wuzzy(Ratio) 

Fuzzy-Wuzzy 

(PartialRatio) 

3 KB 5 8 6 5 

6 KB 8 14 12 9 

9 KB 10 19 14 14 

12 KB 13 23 19 18 

15 KB 16 28 23 22 

18 KB 19 36 27 26 

24 KB 26 47 38 37 

27 KB 30 52 43 43 

30 KB 33 58 47 46 

36 KB 38 70 56 55 

39 KB 41 75 61 61 

42 KB 43 79 67 65 

45 KB 46 84 72 71 

50 KB 50 92 86 84 

 

Fig. 2. Measuring Accuracy with Fuzzy-Wuzzy, Spacy Similarity and 

Levenshtein Distance in between French-English One-one Mapping. 

 

Fig. 3. Measuring Accuracy with Fuzzy-Wuzzy, Spacy Similarity and 

Levenshtein Distance in between French-English one-many Mapping. 

 

Fig. 4. Measuring Accuracy with Fuzzy-Wuzzy, Spacy Similarity and 

Levenshtein Distance in between French-English many-many Mapping. 
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Fig. 4 illustrates the data from Table V to VIII which 
contains many-to-many mappings of [1, 6], [3, 10], [5, 7] and 
[4, 6] French Documents and different English documents. It 
shows that the accuracy of Fuzzy-Wuzzy (Partial Ratio) 
technique is more than the accuracy of remaining presented 
techniques. 

V. CONCLUSION 

In this paper, the cross-language plagiarism detection 
between French and English documents is discussed. Some 
string similarity techniques such as Fuzzy-Wuzzy (Ratio), 
Fuzzy-Wuzzy (Partial Ratio), Spacy similarity, and 
Levenshtein distance are used to retrieve the similarity of 
sentences and words in multilingual content. Accuracy is the 
criterion used in comparing the output of thepresented 
techniques. More methods need to be identified to find a 
similarity between languages with improved precision. The 
Fuzzy-Wuzzy (Partial Ratio) accuracy is more significant than 
Fuzzy-Wuzzy (Ratio), Levenshtein distance, and Spacy 
similarity, but time required to find the similarity is substantial 
with Spacy compared to other techniques. 
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Abstract—This study compares two Deep Learning model 

methods, which include the Long Short-Term Memory (LSTM) 

method and the Convolution Neural Network (CNN) method. The 

aim of the comparison is to discover the performance of two 

different fundamental deep learning approaches which are based 

on convolutional theory (CNN) and deal with the vanishing 

gradient problem (LSTM). The purpose of this study is to compare 

the accuracy of the two methods using a dataset of 4169 obtained 

by crawling social media using the Twitter API. The Tweets data 

we've obtained are based on a specific hashtag keyword, namely 

"covid-19 pandemic”. This study attempts to assess the sentiment 

of all tweets about the Covid-19 viral epidemic to determine 

whether tweets about Covid-19 contain positive or negative 

thoughts. Before classification, the Preprocessing and Word 

Embedding steps are completed, and this study has determined 

that the epoch used is 20 and the hidden layer is 64. Following the 

classification process, this study concludes that the two methods 

are appropriate for classifying public conversation sentences 

against Covid-19. According to this study, the LSTM method is 

superior, with an accuracy of 83.3%, a precision of 85.6%, a recall 

of 90.6%, and an f1-score of 88.5%. While the CNN method 

achieved an accuracy of 81%, precision of 71.7%, recall of 72%, 

and f1-score of 72%. 

Keywords—COVID-19; LSTM; CNN; sentiment analysis 

I. INTRODUCTION 

Social media is an online platform through which the 
community interacts broadly and openly, and it can also be used 
to disseminate information. Twitter is one of the most popular 
social networking platforms [1]. With 18.45 million users, 
Indonesia ranks fifth among countries with the most active 
engagement on Twitter [2]. The information regarding the 
Covid-19 pandemic is what is being discussed now. 

The Covid-19 pandemic has resulted in the implementation 
of all regulations and limitations in numerous nations, including 
Indonesia [3]. As a result, many people express their opinions 
about Covid-19 on social media; therefore, this discussion or 
community response can be classified to determine the 
sentiment of the statement; after determining the classification 
in the sentence, accuracy calculations can be produced; and the 
method is required so that classification is carried out 
structurally. 

For measuring categorization accuracy, there are two 
methods available: Machine Learning [4] and Deep Learning 
[5]. There are multiple algorithms that can be applied to both 
models. Deep Learning is a model based on the human brain's 

artificial neural network; this model is an implementation of the 
modern Machine Learning model [6]. Deep Learning is a 
generic sort of learning that can handle issues in all domains, 
including categorization [7]; it has been defined as such. The 
Long Short-Term Memory (LSTM) technique [8] and the 
Convolution Neural Network (CNN) algorithm [9] can be 
employed for this categorization within this deep learning 
system. In the mode of deep learning with several levels 
(layers), the layers are the input layer, the hidden layer, and the 
output layer [10]. Before executing calculations using the Deep 
learning model of conversational sentence categorization. 
However, the preprocessing procedure must be executed to 
ensure that the input is first processed using natural language 
processing (NLP) [11]. NLP is a computerized technology that 
explains the function of software or hardware that analyzes 
spoken or written language in a computer system [12]. The 
primary objective of NLP is to have a computer system that 
truly understands natural language as closely as possible to 
humans [13]. In this study, two approaches, LSTM and CNN, 
will be utilized to compare the accuracy of findings. 

Schmid Huber and Hoch Reiter introduced LSTM in 1997 
[14]. LSTM is a method derived from the development of the 
Recurrent Neural Network (RNN) architecture. LSTM handles 
vanishing gradients by adding a memory cell that can hold 
information for an extended period [15]. 

CNN is a multilayer neural network type feed-forward 
network with two or more deep layers that has good 
performance in applications involving image data, including 
computer vision categorization data gathering [16] and NLP 
[17] with the results obtained being excellent. CNN is not 
significantly distinct from a typical neural network, which 
consists of neurons with weight, bias, and activation functions. 
CNN eliminates the need to do multiple steps on the neural 
network because it calculates the output using convolution 
operations on the input layer. Each layer has a distinct filter and 
mixes the convolution operation's results [18]. 

In this comparative research of the LSTM and CNN 
methods on the classification of community dialogues 
regarding Covid-19 with case studies on Twitter social media. 
It is intended that the conversations and reactions regarding 
Covid-19 conducted by the community on social media can be 
utilized by the Indonesian government to enhance regulations 
during the pandemic. 

*Corresponding Author. 
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II. RESEARCH METHOD 

This study employed an experimental approach, which 
involved running several tests on the Deep Learning model with 
the LSTM and CNN techniques considering the following 
relevant studies. 

A. Relevant Studies 

In this relevant studies section, it was employed to assemble 
data pertinent to the study at hand, which will then serve as a 
basis for further study, comparison, and information gathering. 
Comparison of relevant studies can be seen in Table I. 
According to Table I, researchers reviewed five related 
publications between 2015 and 2021. In comparison to naïve 
bayes, support vector machines, decision trees, and random 
forests, the LSTM and Gated Recurrent Units (GRU) methods 
achieve the highest level of accuracy with a value of 99.9%. 
LSTM, CNN, and GRU are all neural network examples. 

TABLE I. COMPARISON OF RELEVANT STUDIES 

Title 
Publication 

Year 
Method Findings 

Sentiment Analysis 

Twitter Bahasa 

Indonesia Berbasis 

Word2vec 

Menggunakan Deep 

Convolutional 

Neural Network 

(Sentiment 

Analysis Twitter 

Indonesian Based 

on Word2vec 

Using Deep 

Convolutional 

Neural Network) 

2020 [19] CNN 

In this study, 

999 Indonesian 

tweets were used 

taken from the 

social media 

Twitter. The 

results of 

experiments that 

have been 

carried out with 

the Deep 

Convolutional 

Neural Network 

algorithm 

acquired the 

highest accuracy 

value of 76.40%. 

Penerapan 

Convolutional 

Long Short-Term 

Memory untuk 

Klasifikasi Teks 

BeritaBahasa 

Indonesia 

(Application of 

Convolutional 

Long Short-Term 

Memory for 

Classification of 

Indonesian News 

Texts) 

2021 [20] 
CNN and 

LSTM 

This study aims 

to analyze the 

combination of 

two deep 

learning 

methods: CNN 

and LSTM (C-

LSTM). The 

result of this 

combination 

acquired a better 

performance 

compared to 

CNN and 

LSTM. 

Algoritma LSTM-

CNN untuk 

Sentimen 

Klasifikasi dengan 

2021 [21] LSTM-CNN 

Classification 

using LSTM, 

LSTM-CNN, 

CNN-LSTM 

methods 

Title 
Publication 

Year 
Method Findings 

Word2vec pada 

Media Online 

(LSTM-CNN 

Algorithm for 

Sentiment 

Classification with 

Word2vec on 

Online Media) 

with the dataset 

used was 

Indonesian 

article title data 

taken from the 

Detik Finance 

website resulting 

in testing the 

LSTM, LSTM-

CNN, CNN-

LSTM methods 

obtained 

accuracy results 

of, 62%, 65% 

and 74%. 

Komparasi 

Algoritma Machine 

Learning Dan 

Deep Learning 

Untuk Named 

Entity Recognition: 

Studi Kasus Data 

Kebencanaan 

(Comparison of 

Machine Learning 

and Deep Learning 

Algorithms for 

Named Entity 

Recognition: A 

Case Study of 

Disaster Data) 

2020 [22] 

Naive Bayes, 

Support Vector 

Machines, 

Decision Tree, 

Danrandom 

Forest. LSTM, 

CNN, GRU. 

In this study, the 

highest accuracy 

machine learning 

model was 

obtained in the 

random forest 

method with an 

accuracy value 

of 0.98%, in the 

Deep Learning 

method there 

were LSTM and 

GRU methods 

with an accuracy 

value of 0.99%. 

A C-LSTM Neural 

Network for Text 

Classification  

 

2015 [23] 

LSTM, Bi 

LSTM, C- 

LSTM 

The study stated 

that by using the 

combined 

method of CNN 

and LSTM to 

obtain a high 

accuracy value 

with an accuracy 

value of 94.6% 

B. Experimental Design 

In order to conduct research in a more systematic manner, 
we designed the experiment as depicted in Fig. 1. From Fig. 1 
we compared the LSTM and CNN in general. In the following 
subsections, the specifics of Fig. 1 will be described. 

 Data Crawling 

Data crawling is a dataset that refers to conversation 
sentences originating from Twitter [24] with the hashtag 
"covid-19 pandemic". Data retrieval method utilizes the mining 
address provided by the social media platforms mentioned 
above. The data obtained 9,643 tweets from September 2020 to 
September 2022, tweet data will be used for two years during 
the covid-19 pandemic. 
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Fig. 1. Experimental Design. 

 Data Labelling 

In this study, data was labeled manually by language experts 
who already understand whether a sentence is included in a 
negative or positive sentence. We give a table (Table II), which 
contains two columns: tweet and label. The tweet column 
consists of the tweet status, which is collected from Twitter. 
The second column is an empty label. The expert should write 
a specific category of sentiment: negative and positive. Even 
though the neutral category can improve the overall accuracy, 
in this research we do not neutral label because it tends to be 
ambiguity or uncertainty. Uncertainty leads to confusion which 
may harm the efficiency of the decision [25]. This data labeling 
was done after crawling the data while the data was still intact 
therefore sentiment could be identified in the sentence. An 
example of labeled data can be found in Table II. From Table 
II, we obtain tweets with labels that have been validated by 
specialists. 

TABLE II. DATA LABELLING 

Tweet Label 

Kondisi ekonomi orang tua dan keluarga tengah 

sulit saat pandemi COVID 19, mahasiswa Unsri 
tuntut keringanan UKT. https://t.co/WwQ1pDJTrx 

Negative 

Jumlah kematian Covid-19 pada Juli 2021 

merupakan yang tertinggi selama pandemi. 

https://t.co/Wju16vABcj 
Negative 

Kerjasama ekonomi Indonesia-Australia ditengah 

pandemi COVID-19 https://t.co/Zk3DpyiCYi 
Positive 

Kendati Muhammadiyah telah bekerja luar biasa 

melawan pandemi Covid-19 dan diapresiasi berbagai 

pihak, Sekretaris U… https://t.co/e6QlHtoKL9 
Positive 

Kementerian Kesehatan telah mengeluarkan Surat 

Edaran nomor HK.02.02/III/15242/2021 tentang 
Pelaksanaan Vaksinasi C… 

https://t.co/xc38o9eQgq 

Positive 

 Text Preprocessing 

Text preprocessing is used to improve the model's 
efficiency and accuracy by reducing unmodeled variations [26]. 
The selection of appropriate pre-processing methods or a 
combination of pre-processing methods can affect the 
performance of the analysis, and improper use of pre-
processing techniques can reduce the model's performance 
[27]. The research underwent four stages during preprocessing, 
which are as follows: 

1) Cleaning: Cleaning is a process of removing or 

eliminating unnecessary words, links, characters, emoticons, 

and any punctuation which has no relevance to the tweets. 

Punctuations, for instance (!”#$%&'[]*+,-./:;<=>?@[\]^_`{|}~), 

and character symbols or commonly known as emoticons such 

as (😁😆😅⏰) must be removed. In addition, in this 

research, the links within the tweet such as [28] mention symbol 

(@), hashtag (#), retweet symbol (RT), and unnecessary space 

and enter were removed. 

2) Case folding: Case Folding is a stage in preprocessing 

that functions to convert capital letters into lowercase letters. 

3) Tokenizing: Tokenizing is the process of breaking a 

document into units of words [8]. This process is used to get a 

word that will be processed at the next stage. 

4) Stemming: Stemming is the process of transforming the 

words contained in the dataset into root words. In Indonesian 

text, the process of removing affixes in a word. Both affixes at 

the beginning of words (prefixes), affixes in the middle or 

insertions (infixes), affixes at the end of sentences (suffixes), or 

combination affixes from prefixes and suffixes (confixes) were 

altered. The illustration of stemming preprocessing can be seen 

in Table III. From table III it is known that there are words that 

were changed before stemming and already stemming. 
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TABLE III. STEMMING PREPROCESSING 

Tweet Process 

Kerjasama ekonomi Indonesia-Australia ditengah 
pandemi COVID-19 https://t.co/Zk3DpyiCYi 

Before 
Preprocessing 

“kerjasama” “ekonomi” “indonesia” ”australia” 

“tengah” “pandemi” “covid” 

After 

Preprocessing 

At this stage, it generates a ready-to-use dataset is 2,835 
tweets as depicted by the graph in Fig. 2. From Fig. 2 the dataset 
contains 1,892 tweets of positive sentiment and 943 tweets of 
negative sentiment. 

 

Fig. 2. Dataset Graphic. 

 Data Splitting 

Splitting data is a type of data sharing that occurs after the 
data has been processed. Data will split into two or more 
subsets. Data separation generally divides data into two 
portions, the first of which is used for test data and the second 
for training the model. This research divides the data into 80% 
of the training data and 20% of the testing data. 

 Word Embedding 

Word embedding is a method of creating a modified vector 
of word representation types that allows words with similar 
meanings to have similar representations [29]. In this study, two 
types of word embedding are used: 

1) Term Frequency-Inverse Document Frequency (TF-

IDF): This TF-IDF method is an algorithm for merging two 

methods. Which include the concept of the frequency of 

occurrence of terms in a document and the inverse frequency 

containing the word [30]. Term Frequency (𝑡𝑓) provides the 

frequency of a word in each corpus document as in (1). Inverse 

Data Frequency (𝑖𝑑𝑓): used to calculate the weight of 

uncommon terms over the entire corpus of documents. A high 

idf score is assigned to words that appear seldom in the corpus 

as in (2). Combining these two (𝑡𝑓 and 𝑖𝑑𝑓) yields the TF-IDF 

score (𝑤) for a word in a corpus document. It is the result of the 

subsequent in (3). Where 𝑡𝑓𝑖,𝑗 represents the number of 

occurrences of 𝑖 in 𝑗, 𝑗 represents the number of documents 

containing 𝑖 and 𝑁 represents the total number of documents. 

𝑡𝑓𝑖,𝑗 =  
𝑛𝑖,𝑗

∑ 𝑘 𝑛𝑖,𝑗
              (1) 

𝑖𝑑𝑓 (𝑤) =  𝑙𝑜𝑔
𝑁

𝑑𝑓𝑡
             (2) 

𝑤𝑖,𝑗 = 𝑡𝑓𝑖,𝑗 𝑥 log (
𝑁

𝑑𝑓𝑖
)             (3) 

 

2) Embedding lsyer: The embedding layer requires that data 

first pass through the pre-processing stage, after which the 

sentence is broken down into word units. The word is then 

assigned a vector value or weight that is seeded with a small 

random number [31]. The Embedding Layer is a word 

embedding method used in the CNN algorithm, the results of 

which are then processed using the CNN model. 

 Classification 

1) LSTM: By entering input values derived from word 

weighting or TF-IDF, the LSTM method can classify draft 

sentences. The LSTM network structure is presented in Fig. 3 

[32]. As depicted in Fig. 3, the LSTM algorithm is composed of 

a neural network and multiple distinct memory blocks called 

cells. The data gathered by the LSTM method is then stored by 

the cell, and memory modification is performed by a component 

known as a gate. In the LSTM algorithm, there are three types 

of gates: forgate gate, input gate, and output gate. 

The initial process of the LSTM in finding the forgate gate 
was by multiplying the weight with the input value and adding 
the bias after which the sigmoid activation was carried out with 
(4). 

𝑓1= 𝜎 (𝑊𝑓 𝑥1 + 𝑈𝑓ℎ𝑡−1 +  𝑏𝑓)            (4) 

The next step was to store the value of the forgate gate and 
calculate the input gate and candidate cell state. The input gate 
and candidate cell state equations are as follows (5) and (6). 

𝑖1 = 𝜎(𝑊𝑖  𝑥1 + 𝑈𝑖ℎ𝑡−1 +  𝑏𝑖)            (5) 

𝐶′1 = 𝑡𝑎𝑛ℎ(𝑊𝑐  𝑥1 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐)            (6) 

Then after that, it can compute the value of the cell gates, 
which was obtained by combining the values of the forgate gate 
and the input gate. The output gate and hidden layer values 
could then be obtained in (7) to (9). 

𝐶1 = (𝑓1 ∗ 𝐶𝑡−1 +  𝑖1 ∗ 𝐶′1)            (7) 

𝑜1 = 𝜎(𝑊𝑜 𝑥1 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)            (8) 

ℎ1 = 𝑜1 ∗ 𝑡𝑎𝑛ℎ (𝐶1)             (9) 

In this research, the parameter settings of the LSTM that 
was utilized included a variety of various hidden layers, 
specifically 2, 8, 16, 32, and 64, with each layer including a 
total of 50 neuronal connections. Utilizing a sigmoid activation 
function, a loss function of the binary crossentropy type, the 
optimizer adam, a batch size of 32, and an epoch of 20. The 
employment of a variety of different hidden layer number 
scenarios has the purpose of determining the influence that the 
number of hidden layers utilized has on the accuracy as well as 
the loss that occurs as a result of using those hidden layers. 

https://t.co/Zk3DpyiCYi
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Fig. 3. LSTM Structure. 

 

Fig. 4. CNN Model Architecture. 
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2) CNN: The input to a CNN for sentiment analysis tasks is 

a sentence or document represented as a matrix. The architecture 

of the CNN for sentiment analysis is depicted in Fig. 4 [33]. Fig. 

4 describes the architecture of the CNN that will be used. This 

particular CNN will have one convolutional layer, and its size 

will be 2x2, and it will have 100 kernels. After each 

convolutional layer comes a maxpool layer with a size of 2 x 2, 

then a fully connected layer with 50 neurons in each hidden 

layers, and finally, a softmax layer with two neurons to represent 

the sentiment class comes at the end (Positive and Negative). In 

addition, the parameter settings used by CNN consist of the use 

of 20 epochs, the activation function of the Rectified Linear Unit 

(ReLU), the adam type optimizer, the loss function MSE, and 

the batch size 32. And there are scenarios using the number of 

hidden layers consisting of 2, 8, 16, 32, and 64. 

Each row in the matrix in the Convolutional Neural 
Network is a token, usually a word, or it can be a character in 
the form of a vector that is written into a function in (10). 

𝑥1: 𝑛 = 𝑥1  ⨁ 𝑥2 ⨁ … ⨁ n            (10) 

The ⨁ operator is a concatenation operator and is used to 
combine words that have been converted into vectors into a 
matrix form followed by the activation function of the linear 
unit rectifier. The feature function is written in (11). 

𝑐𝑖 = 𝑚𝑎𝑥 (0, 𝑤 . 𝑥𝑖: 𝑖 + ℎ−1)          (11) 

Each filter convolutes the sentence matrix 
{𝑥1: ℎ, 2: ℎ+1, … , 1: 𝑛}and produces feature-maps with  𝜖 ℝn −
ℎ+1 . The feature map function is written in (12). 

c = [𝑐1, 𝑐2, … , 𝑐𝑛 −  ℎ+1]           (12) 

Pooling on the feature map is used to continue the training 
process [34]. MaxPooling is the pooling method used, and it 
takes the maximum value of �̂� = 𝑚𝑎𝑥{c} as a feature based on 
a filter that aims to get the most important features that 
represent other features for each feature map. The features 
derived from the pooling results are employed in the 
classification process at the fully connected layer. 

III. RESULTS AND DISCUSSION 

The implementation was carried out by comparing the Long 
Short-Term Memory (LSTM) and Convolution Neural 
Network (CNN) methods. With the hidden layer values used for 
experiments to determine the highest accuracy value in training 
and the lowest loss value in training, as well as the hidden layer 
value used for training. It has been determined that (2, 8, 16, 32, 
and 64). Both methods use an epoch value of 20 in their 
implementation after determining the hidden layer changes. 
Table IV and Table V compares the results of the accuracy and 
loss values in the training that was performed. Table IV shows 
that the LSTM method generates the highest accuracy value of 
99.84% for the hidden layer value of 64 and a loss value of 
0.034% for the hidden layer value of 64. The results are 
presented in the following Fig. 5. It differs from the CNN 
method, which achieves the highest level of accuracy at the 
hidden layer value of 64, with an accuracy value of 99.24% and 
a loss value of 3.95 %. In this instance, the outcome is depicted 
by the graph in Fig. 6. 

TABLE IV. TRAINING ACCURATION 

A Number of Hidden Layers LSTM CNN 

2 99.68% 96.07% 

8 99.74% 98.79% 

16 99.69% 98.99% 

32 99.71% 98.89% 

64 99.84% 99.24% 

TABLE V. LOSS TRAINING 

A Number of Hidden Layers LSTM CNN 

2 0.096% 13.57% 

8 0.062% 5.23% 

16 0.066% 2.76% 

32 0.054% 5.41% 

64 0.034% 3.95% 

Fig. 5 is an LSTM graph illustrating the increase in training 
accuracy. Which indicates that the greater the epoch used, the 
higher the accuracy value, and if the accuracy value is high, the 
loss value will decrease. However, this is not always the case, 
the accuracy value is not always high when the epoch is high, 
as data and methods also influence the increase in accuracy. 

 
(a) 

 
(b) 

Fig. 5. LSTM Method: (a) Accuracy (b) Loss Graphs. 
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(a) 

 
(b) 

Fig. 6. CNN Method: (a) Accuracy (b) Loss Graphs. 

Fig. 6 depicts a graph of the accuracy and loss of the CNN 
method which demonstrates that as the number of epochs used 
increases, so does the accuracy of the results. However, a large 
number of epochs does not guarantee that the accuracy obtained 
is also large; it is also affected by a number of other factors, 
such as the number of datasets and methods employed. 

The 64th hidden layer will be used in the LSTM and CNN 
methods for this study. After obtaining the highest accuracy 
value during training and the lowest loss value during training, 
the researcher will use a confusion matrix to determine the final 
accuracy value for both methods. The following is an LSTM 
confusion matrix as can be seen in Table VI and CNN confusion 
matrix in Table VII. According to Table VI, the confusion 
matrix LSTM contains 504 true positive (TP) data, 145 true 
negative (TN) data, 78 false positive (FP) data, and 52 false 
negative (FN) data. CNN data from Table VII, TP 203, TN 487, 
FP 80, and FN 81 for confusion matrix. 

TABLE VI. LSTM CONFUSION MATRIX 

 Actually Positive Actually Negative 

Predicted Positvie 504 78 

Predicted Negative 52 145 

TABLE VII. CNN CONFUSION MATRIX 

 Actually Positive Actually Negative 

Predicted Positvie 203 80 

Predicted Negative 81 487 

After obtaining the table confusion matrix with both 
methods, the performance values accuracy, precision, recall, 
and f1-score are reported in Table VIII. It is clear from Table 
VIII that both LSTM and CNN have good evaluation ratings, 
which means that they can be utilized for the classification of 
conversation sentences on Twitter relating to the Covid-19 
Pandemic. The accuracy achieved by LSTM is the highest, 
coming up at 83.30%, whereas CNN only achieves 81.00%. 
Therefore, one can conclude from this research that the 
performance of LSTM is superior to that of CNN when it comes 
to analyzing people's feelings towards the COVID-19 
pandemic. 

TABLE VIII. VALUES ACCURACY, PRECISION, RECALL AND F1-SCORE 

Method 
Accuracy 
(%) 

Precision 
(%) 

Recall (%) 
F1-Score 
(%) 

LSTM 83.30% 86.50% 90.64% 88.50% 

CNN 81.00% 71.73% 71.47% 72.00% 

IV. CONCLUSION 

A comparison of research that has been done using datasets 
from social media as many as 2,835 and distribution of data by 
80% of training data and 20% of testing data states that the 
hidden layer and epoch determine the accuracy value, with a 
hidden layer of 64 and an epoch of 20, the highest training 
accuracy value is 99.84% and the loss value is 0.034% in the 
LSTM met. After calculating the accuracy and loss values in 
training, the LSTM method achieves an accuracy value of 
83.30%, precision of 86.50%, recall of 90.64%, and f1-score of 
88.50% while the CNN method achieved an accuracy of 
81.00%, precision of 71.73%, recall of 71.47%, and f1-score of 
72.00%. This states that the LSTM method outperforms CNN 
in terms of performance measurement, and that both methods 
can be used to classify conversation sentences about the Covid-
19 Pandemic on Twitter. 

Many aspects were left for future investigation due to time 
and computational process. It would be interesting to study the 
following topic: a) determining whether Twitter is a more 
dependable source of information than Facebook, WeChat, and 
Instagram. Nonetheless, it is of the utmost importance to 
investigate other social media platforms in terms of sentiment 
analysis to compare. b) This research application is useful for 
the Coronavirus health issue and can also be adopted as a model 
for identifying sentiment emotion in future cases of a similar 
nature. 
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Abstract—The need for instantaneous processing for Internet 

of Things (IoT) has led to the notion of fog computing where 

computation is performed at the proximity of the data source. 

Though fog computing reduces the latency and bandwidth 

bottlenecks, the scarcity of fog nodes hampers its efficiency. Also, 

due to the heterogeneity and stochastic behavior of IoT, traditional 

resource allocation technique does not suffice the time-

sensitiveness of the applications. Therefore, adopting Artificial 

Intelligence (AI) based Reinforcement Learning approach that 

has the ability to self-learn and adapt to the dynamic environment 

is sought. The purpose of the work is to propose an Auto Centric 

Threshold (ACT) enabled Monte Carlo FogRA system that 

maximizes the utilization of Fog’s limited resources with minimum 

termination time for time-critical IoT requests. FogRA is devised 

as a Reinforcement Learning (RL) problem, that obtains optimal 

solutions through continuous interaction with the uncertain 

environment. Experimental results show that the optimal value 

achieved by the proposed system is increased by 41% more than 

the baseline adaptive RA model. The efficiency of FogRA is 

evaluated under different performance metrics. 

Keywords—Cloud; edge; fog; Internet of Things (IoT); 

Reinforcement Learning (RL) 

I. INTRODUCTION 

The evolution of smart devices has led to the proliferation 
of the Internet of Things (IoT), thus making the world, a better-
connected place for wireless communication and high-speed 
applications. The “Little Data, Big Stream” notion of IoT is 
mostly about time-sensitive applications [1]. The number of 
connected devices per capita is anticipated to be 01 trillion 
devices by 2025. This massive usage of IoT will generate 
mobile data services of 150 zettabytes by 2025 which 
corresponds to 5-7 times of IP traffic today [2]. The immense 
amount of mobile data can be processed instantaneously, only 
if the computing facility is available near the data source. 

Ultra-low latency, energy efficiency, distributed 
processing, and storage are a few of the expectations of IoT 
applications. So far, the cloud was tailored to tackle these 
demands. But, in reality, the remotely located cloud causes 
delay and hinders the QoS requirements of the IoT requests [3]. 
By the time the data from IoT is transmitted to the centralized 
cloud, the inevitability to act on it might be gone, which cost 
lives. Disastrous management, Industrial IoT, and real-time 
aeronautical cum nuclear reactions are some of the time-critical 
IoT applications where the response delay of even nanoseconds 
makes a huge difference [4]. Hence, a fog computing paradigm 
that addresses time-critical applications in its proximity is 
recommended. 

Fog computing is a distributed paradigm where the 
processing nodes are dispersed geographically near the data 
source. The proximal distribution of the processing elements 
promises ultra-low latency for time-critical applications [5]. 
IoT requires a Resource Allocation (RA) mechanism that 
prioritizes time-critical tasks over others. Also, a sufficient 
amount of fog resources may not be available, as and when 
required. Hence, allocation of compute nodes to the incoming 
IoT requests, in a resource-constrained fog environment is 
challenging [6]. The RA mechanism has to adopt an optimal 
strategy to make a sequence of smart decisions [7]. Although 
evolutionary algorithms, dynamic programming, and policy 
gradient are commonly used to derive optimal policy, these 
techniques require prior knowledge of the model [8]. But, the 
proposed work FogRA is a sequential decision-making problem 
in a model-free environment. 

The environment involves IoT devices whose behaviour is 
stochastic and hence the dynamics of the model are not known. 
In such a case, Reinforcement Learning (RL) is sought to solve 
the FogRA problem for two reasons. First, RL is a machine 
learning, trial and error methodology that can self-learn and 
adapt through continuous interaction in an uncertain 
environment. Second, by its origin in Markov Decision Process 
(MDP), RL is a sequential decision theory that generates high-
quality decisions in the long term [9]. 

Monte Carlo (MC), MC-Exploring Starts (MC-ES), and 
On-Policy Monte Carlo Control (OMC) are variants of RL 
algorithms that compute optimal policy. They are the 
straightforward methods that do not bootstrap and eliminate the 
curse of dimensionality problem [8]. They compute the optimal 
value by averaging the samples obtained through various 
iterations and derive the optimal policy from it. 

Studies reveal that the existing RA works focused more on 
the development of frameworks that reduced latency and 
increased the quality of service [10]. The works carried out 
using feed-forward NN, MINLP, and other optimization 
techniques also obtained better outcomes [11]. But these 
techniques were heuristic-based and time-consuming. Q-
learning algorithm of RL was mostly used to devise RA 
strategy. The combination of RL algorithms with queuing 
theory and neural networks too proved more efficient but 
involved cost overhead. 

Moreover, the earlier works addressed intra-dependent and 
parallel tasks, while focus on time-critical applications was 
hardly found. Further, the earlier RL-based RA works were 
mostly proactive, in the sense that they depend on history for 
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prediction and hence mostly model-based [12]. But, the 
proposed work allocates the fog resources on demand. The 
reactive technique does not require any dynamics of the model. 
The availability of the scarce fog resources, and the 
heterogenous latency requirement of IoT describes the 
uncertain behavior of the environment. Allocation of fog’s 
limited resources and prioritizing the time-critical requests are 
highly challenging that need attention. The proposed work is 
about designing an efficient FogRA system that handles the 
challenges of model-free stochastic environment at ease. 

 The proposed work employs ACT enabled MC approach to 
construct the FogRA system for time-critical IoT applications. 
The FogRA system involves a smart agent that finds the optimal 
policy to allocate the fog’s limited resources to the time-critical 
requests. The significance of the work is perceived by its usage 
in the modern network environment and its potential for the fog 
computing paradigm. The main contribution of the intended 
work is summarized as follows: 

• A Reinforcement Learning (RL) based FogRA system is 
developed in which the Fog nodes are used as 
computing resources, to process incoming requests. 

• In the pursuit of maximizing fog utilization, the Fog 
Controller Agent (FCA) undergoes learning to allocate 
its resources to time-critical application requests. 

• The ACT-enabled FogRA system is proposed using 
Monte Carlo (MC), MC-Exploring Starts (MC-ES), and 
On-Policy Monte Carlo Control (OMC). 

• The proposed system is compared with an existing 
Adaptive RA system to evaluate its performance. 

• Result demonstrates that the optimal long-term reward 
achieved by ACT-enabled FogRA is 41% more than the 
existing RA model. 

The rest of the article is structured as follows: Section II 
discusses the background knowledge that substantiates FogRA 
as an RL problem. An overview of the RL approach and the 
formulation of FogRA as an MDP are briefly discussed in this 
section. The system model of the proposed work is elaborated 
in Section III. The experimental results are evaluated and 
analyzed in Section IV, and Section V concludes the paper with 
prospects for the future. 

II. REINFORCEMENT LEARNING BACKGROUND 

A. Resource Allocation as RL Problem 

As mobile apps go more and more 24/7, online solutions 
that deliver instantaneous decisions are highly sought. The 
time-critical IoT requests demand response with almost 
negligible delay [13]. To achieve delay-less response, fog nodes 
that reside near the edge devices are used as computing 
elements. But the distributed nature of fog creates a scarcity of 
its resources. This makes the allocation of fog resources 
tedious, hence is considered an essential problem to be dealt 
with [14]. Due to the limited resources, not all the requests are 
served in the fog layer. It has to be constantly monitored 
whether the incoming request is time-critical or not. Prioritizing 
the time-critical applications to be served in the fog delivers 
prompt service with negligible and tolerable delay [15]. 

The FogRA comprises a Fog Controller Agent (FCA) that 
allocates the available fog resources to the most time-critical 
tasks. Through continuous interaction with the environment, 
the agent derives the optimal policy through which it decides 
whether to allocate the fog resource or not. The problem that 
involves learning and decision-making as a continuous process 
is defined as the RL problem [16]. As the allocation of fog 
resources to IoT requests need constant learning, and decision 
making, FogRA is considered an RL problem. 

RL problem consists of the agent and the environment as 
the two main components as shown in Fig. 1. An agent is a 
learner and decision-maker. The environment is the entity with 
which the agent interacts [17]. Markov Decision Process 
(MDP) is used to articulate the interaction between the agent 
and the environment in terms of states, actions, and rewards, 
MDP is the mathematical framework to define how the 
environment behaves in response to the agent’s action. The 
Markov process is a memoryless random process [8]. It states 
that the future is independent of the past given its present. Any 
environment in which the current state is sufficient to determine 
the next state, irrespective of its previous states (history) is said 
to possess the Markov property. Thus, MDP eliminates the need 
to preserve the value of past states thereby reducing the memory 
cost considerably. 

 

Fig. 1. Agent-Environment Interaction in RL [8]. 

The agent observes the environment's state (𝑠𝑡 ∈ S) and 

performs one of the actions (𝑎𝑡 ∈A(s)) at each time step (t) of 

the interaction. The agent's activity results in a reward 

(𝑟𝑡+1 ∈R) and a transition to the following state (𝑠𝑡+1). Hence 

a sequence of trajectory 

𝑠0, 𝑎0, 𝑟1, 𝑠1, 𝑎1, 𝑟2, 𝑠2, 𝑎2𝑟3 … … … .. is observed [18]. 

The crucial constraint on the agent is that it operates in an 
uncertain environment. 

In most problems, the agent is not guided about the action 
that it has to carry out, instead, by trial and error, it learns the 
right action. The agent likely acts differently in a state for the 
first time, rather than after visiting the same state many times 
[19]. With experience, the agent learns the consequence of its 
action on that state. The consequence of an action influences 
not only the immediate reward but the next state and its 
subsequent rewards. 

RL is a computational approach to designing a goal-directed 
learning agent that interacts with an uncertain environment 
[20]. In the Long-term, the agent seeks to maximize the 
cumulative payoff. At every time step (t), the agent receives a 
reward in the form of a scalar value which is either positive or 
negative. A positive value specifies how good the current action 
is, whereas a negative value indicates the penalty for the wrong 
action. The sum of the rewards starting from time ‘t’ until the 
termination time ‘T’ is defined as returns (𝐺𝑡). Thus, returns is 
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the metric that the agent aims to maximize in the long run. The 
definition of returns varies depending upon whether the task 
taken into consideration is episodic or continuous. 

In Episodic tasks, the interaction between the agent and the 
environment breaks once the terminal state is reached [8]. The 
next episode starts in a state independent of the previous one 
ended. Tasks in episodes of this kind are called episodic tasks. 
Returns (𝐺𝑡) for the episodic tasks starting from time ‘t’ is 
expressed as the sum of undiscounted rewards as shown in 
equation (1). 

𝐺𝑡 =  𝑟𝑡+1 + 𝑟𝑡+2 + 𝑟𝑡+2 + 𝑟𝑡+3 + ⋯ … … … . 𝑟𝑇           (1) 

where 𝑟𝑡+1 is the reward obtained at time-step (t+1) as an 
effect of the action (𝑎𝑡) taken at time-step (t) on the state (𝑠𝑡). 
The Time of termination (T), varies from episode to episode. 
The FogRA problem considered in the work is episodic. Each 
episode ends when all the fog resources are allocated to the 
incoming requests. Then the system is reset with the maximum 
number of fog nodes for the next episode. 

On the other hand, for the tasks with continuous states, the 
interaction between the agent and the environment does not 
break, but rather continues without any terminal state [8]. Such 
tasks that do not have an identifiable terminal state are called 
continuous tasks. The rewards obtained at each time-step of 
continuous task accumulate to a big value that becomes 
uncountable. Also, the immediate reward got is more valuable 
than the one obtained in the future [21]. Hence, the value of the 
future reward is discounted by a factor of gamma (𝛾). 

The value of gamma ranges from 0 to 1. When 𝛾=0, the 
agent is myopic and concerned about maximizing the 
immediate reward, whereas 𝛾=1 specifies that the agent gives 
more importance to the future reward. The literature study 
shows that values between 0.2 and 0.8 were found to be optimal 
in many scenarios [15]. Thus, returns (𝐺𝑡) for the continuous 
tasks starting from time ‘t’ is expressed as the sum of 
discounted rewards as shown in equation (2). 

𝐺𝑡 =  𝑟𝑡+1 + 𝛾1𝑟𝑡+2 + 𝛾2𝑟𝑡+2 + 𝛾3𝑟𝑡+3 +           (2) 

where G is the reward gained at time-step (t+1) as feedback 
of the action (𝑎𝑡) taken at time-step (t) on the state (𝑠𝑡). The 
FogRA problem in the work is evaluated as an episodic task, 
with an initial and terminal state. 

The concepts of Value function and Policy play a major role 
in implementing RL methodology [8]. The value function is the 
sum of all rewards that are expected in the future from every 
subsequent state. While the reward signal defines what is 
beneficial in the immediate sense, the value function signifies 
what is beneficial in the long run. In short, the reward is the 
immediate feedback for the current action, whereas the value 
function is the long-term estimation of rewards [18]. The goal 
of the agent is to maximize the long-term rewards in the form 
of the value function. Also, there is no value function without 
reward. As the iteration proceeds, the actions made by the agent 
are based on the value function. 

The state value function 𝑉(𝑠) given by the equation (3), is 
the expectation of the returns (𝐺𝑡 ) at the time ‘t’ from the state 
𝑠. It is the sum of immediate reward (𝑟𝑡+1) and the discounted 

value of the next state 𝑉(𝑠𝑡+1) estimated iteratively, following 
the sequence of observation, starting from the state. 

𝑉(𝑠) = 𝔼[𝐺𝑡| 𝑠𝑡 = 𝑠]=𝔼[𝑟𝑡+1 + 𝛾𝑉(𝑠𝑡+1)| 𝑠𝑡 = 𝑠]           (3) 

The value of a state is expressed as a function of expectation 
because future states are stochastic. Similarly, the action-value 
function (𝑄(𝑠, 𝑎)) given by equation (4), is the expectation on 
the Returns (𝐺𝑡) for the action ′𝑎′, taken at time t, in the state 
′𝑠′. 

𝑄(𝑠, 𝑎) =  𝔼[𝐺𝑡| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 

 = 𝔼[𝑟𝑡+1 + 𝛾𝑄[𝑠𝑡+1, 𝑎𝑡|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎]           (4) 

The value obtained by these value functions helps the agent 
to decide the best action at a particular instant of time. Hence it 
is essential to know the value of the state and state-action pair. 
Identifying the best action for a state is termed as policy. 
Policies are the rules or the strategy the agent adopts to 
maximize the return in the long run [22]. Policies determine the 
optimal action that the agent has to adopt to achieve its goal. 

The value of a state 𝑉(𝑠) following the policy (𝜋) is written 
as 𝑉𝜋(𝑠). Consequently, the value of taking action ′𝑎′ in state 
′𝑠 ′and following the policy (𝜋) thereafter is denoted as 
𝑄𝜋(𝑠, 𝑎). The agent looks for a policy that delivers maximum 
value for the state rather than the highest immediate reward. 
Unlikely, it is difficult to determine the state value 𝑉(𝑠), 
compared to the reward. Because rewards are the instantaneous 
feedback from the environment while value functions are long-
run values that are estimated iteratively until the value 
converges with an optimal policy [15]. The value of the state 
resulting after convergence is the optimal value through which 
an optimal policy is derived. The agent uses the optimal policy 
to take the best action thereafter. 

The Bellman Optimality equation is one of the methods to 
find the optimal value function [8]. The optimal value function 
𝑉∗(𝑠) is one which yields the highest returns compared to all 
other value functions. 𝑉∗(𝑠) is expressed as a value function 
obtained by taking maximum over the policy (𝜋) as given in 
the equation (5). 

𝑉∗(𝑠) = 𝑚𝑎𝑥𝜋𝑉𝜋(𝑠)              (5) 

where 𝑉∗(𝑠) signifies the maximum quantity of long-term 
returns that is obtained from the system. Optimal policies also 
share optimal state-action value pairs 𝑄∗(𝑠, 𝑎). The Bellman 
Optimality equation for 𝑄∗ is given by equation (6), which 
states that the optimal state action-value function is the one that 
is the maximum of all action functions following the policy 𝜋. 

𝑄∗(𝑠, 𝑎) =  𝑚𝑎𝑥𝜋𝑄𝜋(𝑠, 𝑎)             (6) 

The goal of the RL problem is to find the optimal policy that 
yields the highest returns in the long run. A policy 𝜋 is better 
than another policy 𝜋′  if the value of a state obtained by 
following policy 𝜋 is greater than the value of the state obtained 
by the following policy 𝜋′ ie., 𝑉𝜋(𝑠) ≥ 𝑉𝜋′(𝑠). The optimal 
policy is derived by taking the maximum over the policy ‘𝜋’ 
under the state ‘𝑠’ of the value function as given in equation (7). 

𝜋∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜋𝑉𝜋(𝑠), ∀𝑠              (7) 
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Computation of optimal policy involves iterative estimation 
of the value function. RL is a method for the efficient estimation 
of value functions and optimal policy. As the FogRA problem 
taken into account is model-free, Monte Carlo (MC), MC 
Exploring Starts (MC-ES), and On-Policy Monte Carlo 
Controls methodologies are employed to compute the optimal 
policy. 

B. Monte Carlo Approach 

Monte Carlo (MC) is a model-free RL algorithm that learns 
by averaging the samples drawn from the observation [15]. It 
learns to derive the policy in an environment where transition 
probabilities and reward distribution are not known [8]. Hence, 
the proposed FogRA problem adopts the Monte Carlo method 
to estimate the optimal policy. An episode is generated starting 
from an initial state till the terminal state. The trajectory of an 
episode in the MC algorithm is shown in Fig. 2. 

 

Fig. 2. Back-up Diagram for Monte Carlo Approach [8]. 

At any instant of time ‘𝑡’ the agent observes the state ‘𝑠𝑡’ 
chooses an action ‘𝑎𝑡’, transits to a new state 𝑠𝑡+1, and gains a 
reward ‘𝑟𝑡+1’. Returns 𝐺𝑡 is computed for every episode. Then 
the value of the state 𝑉(𝑠) is estimated by averaging the returns. 
This process is repeated till 𝑉(𝑠) converges for all states and 
thus obtains the optimal value 𝑉∗(𝑠) for every state. Then the 
optimal policy is derived for each state using the equation (7). 

Given some experience (samples), FCA estimates the value 
of states following policy 𝑉𝜋(𝑠), for all the non-terminal states 
𝑠𝑡 that occur in the trajectory. The agent waits until the returns 
𝐺𝑡 following the visit is known, then use the returns as a target 
to update 𝑉𝜋(𝑆𝑡) as given in equation (8). 

𝑉𝜋(𝑆𝑡) ←  𝑉𝜋(𝑆𝑡) + 𝛼[𝐺𝑡 − 𝑉𝜋(𝑆𝑡)]            (8) 

where 𝐺𝑡, is the actual returns following the time ‘𝑡’, and 
′𝛼′ is the step size at which the agent learns. Alpha ′𝛼′ is the 
learning rate hyperparameter. It balances the weight that has 
been observed in the recent past with the weight of the newly 
observed target. Equation (8) is also called Exponential 
Recency Weighted Average (ERWA), which estimates the 
incremental moving average by giving more weight to the 
immediate reward [18]. It very much suits a non-stationary 
environment like FogRA in which the action and the reward 
undergo continuous learning. 

C. Monte Carlo Exploring Starts (MC-ES) 

Monte Carlo (MC) estimates the optimal value function 
𝑉(𝑠) for all states appearing in the episode. It simply looks 
ahead and chooses the action that leads to the best combination 
of reward and the next state, which means it does not consider 
the choice of actions in the state. Another issue is that MC 
works better when the state space is known in advance. Hence, 
finding 𝑄(𝑠, 𝑎) through MC-ES is the best way, as it considers 
the choice of actions across all the states and finds the optimal 
policy by maximizing the action value that produces high 
returns in the long run [23]. 

The difference is that the existing adaptive RA model used 
the MC approach to estimate the value of state ‘𝑉(𝑠)’, while the 
MC-ES uses the state-action value pair ‘𝑄(𝑠, 𝑎)’ to improve the 
policy. The change in the algorithm is that, the returns ‘𝐺𝑡’ is 
computed as 𝐺𝑡(𝑠, 𝑎) rather than 𝐺𝑡(𝑠). Hence, MC-ES 
evaluates 𝑄(𝑠, 𝑎) for all state-action pairs as given in equation 
(9). 

𝑄(𝑠𝑡 , 𝑎𝑡)  ← 𝑄(𝑠𝑡 , 𝑎𝑡) +  𝛼[𝐺𝑡(𝑠, 𝑎)  − 𝑄(𝑠𝑡 , 𝑎𝑡)]           (9) 

Then the optimal policy 𝜋∗(𝑎/𝑠) is derived by choosing the 
action with maximum action value for each state 𝑠𝑡 ∈  S as 
given by the equation (10). 

𝜋∗(𝑎/𝑠) ←  𝑎𝑟𝑔𝑚𝑎𝑥𝑎 𝑄(𝑠, 𝑎)           (10) 

D. On Policy Monte Carlo Control (OMC) 

The estimation of state-action value function 𝑄(𝑠, 𝑎) in 
MC-ES give rise to two issues. First, it increases the state space 
from S to (𝑆𝑥𝐴) leading to memory and time complexity [8]. 
Secondly, the agent might not be able to explore all state-action 
pairs, if it acts too greedy towards the policy from the start. 
Hence, the value of 𝑄(𝑠, 𝑎) and the policy obtained through 
MC-ES, cannot be optimal without a proper balance of 
exploration and exploitation [23]. Instead, the On-policy Monte 
Carlo Controls (OMC) estimates the optimal policy through the 
epsilon (ϵ) greedy approach. The agent picks a random action 
at epsilon (ϵ) times and acts greedy during the period (1- ϵ) 
times thus balancing the explore-exploit instability [24]. The 
Epsilon is a value chosen between zero and one by trial and 
error, and it is problem-dependent. 

III. THE PROPOSED WORK 

A. System Model  

The FogRA system comprises IoT devices and Fog nodes 
as its core components. The fog nodes reside between the IoT 
devices and the cloud. These fog nodes are equipped with 
computing cum network functionality to process incoming 
requests. FogRA is modeled as an RL problem, where a fog 
node act as the Fog Controller Agent (FCA). Monitoring the 
number of fog nodes utilized, observing the time criticality of 
the incoming request, and then deciding to act accordingly is 
the prime process of FCA. The fog nodes and the requests from 
the IoT devices at the edge network make up the environment. 
The agent-environment interaction of the RL-based FogRA 
system is portrayed in Fig. 3. 
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Fig. 3. The FogRA System. 

At any instant of time, the time-criticality of the incoming 
request and the number of utilized fog nodes define the state 
(𝑠𝑡). The FCA’s decision either to accept the request in fog or 
decline it forms the action. As a consequence of the action 
taken, the FCA receives either a positive or negative reward as 
feedback. The heterogeneity of time-criticality from the IoT 
and the fog’s limited resources make the environment 
stochastic. 

The objective of the ACT-enabled FogRA system is to 
allocate the fog’s limited resources to the time-critical 
applications within a short time. In the pursuit of the objective, 
the system maximizes the accepted requests, rewards, and value 
of state-action pairs which is termed Fog Utilization (𝑈𝐹𝑜𝑔). 

Fog’s limited resource forms the constraint of the resource 
allocation problem. The objective of the FogRA system is 
expressed as a multi-objective optimization problem as given 
in the equation (11). 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑈𝐹𝑜𝑔 =  ∑ 𝑁𝑎𝑐𝑐𝑒𝑝𝑡

𝑇

𝑡=0

+ ∑ 𝑟𝑤𝑑𝑎𝑐𝑐𝑒𝑝𝑡

𝑇

𝑡=0

+ 𝑉𝐹𝑜𝑝𝑡 

and 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒 =  ∑  𝟙𝑇𝑖𝑚𝑒 𝑡𝑜 𝑜𝑏𝑡𝑎𝑖𝑛 𝑉𝐹𝑜𝑝𝑡
𝑇
𝑡=0  

𝑠. 𝑡. 𝑐 ∑ 𝑁𝑎𝑐𝑐𝑒𝑝𝑡 = 𝑁𝑚𝑎𝑥
𝑇
𝑡=0            (11) 

where, ′𝑇′ is the terminal time-step of each episode. 𝑁𝑎𝑐𝑐𝑒𝑝𝑡 

refers to the number of requests accepted by the Fog layer, 
𝑟𝑤𝑑𝑎𝑐𝑐𝑒𝑝𝑡 symbolizes the amount of reward received for 

allocating fog node, 𝑉𝐹𝑜𝑝𝑡 represents the optimal value 

achieved and 𝑁𝑚𝑎𝑥 signifies the number of fog nodes present 
in the fog layer. 𝐹𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒 refers to the finish time by which all 

states converge to their optimal value. Hence, the work 
concentrates on maximizing Fog Utilization and minimizing 
the convergence time. 

FogRA is modeled as MDP to define the mathematical 
framework of the RL problem. The fog nodes are defined as a 
set of states in the Markov model, and at each time step, it is in 
one of the states (𝑠0, 𝑠1, 𝑠2, 𝑠3, … … … . . 𝑠𝑛). At any instant of 
time t = 1,2, …T, the state is represented by 𝑠𝑡. To achieve the 
objective, the FCA undergoes learning to choose the best action 
in a current state. 

B. Problem Definition 

The Fog Controller Agent (FCA) perceives the state of the 
environment by constant interaction with it. With the 
continuous stream of application requests, the FCA takes RA 
decisions regularly. As the current action taken by the FCA, 
influences the next state and in turn possibility of future actions 
and rewards, the FogRA problem is formulated as MDP. The 
MDP to allocate fog nodes for the time-critical IoT requests is 
defined as MDP_FogRA = {S, A, P, R, 𝛾} where, 

• S = {(m, 𝑛𝑡, 𝑐𝑡)/m=10, and 0 ≤ n ≤ 𝑁𝑚𝑎𝑥 and 1 ≤ c ≤ 
𝐶 } is the set of possible states of the MDP. At any 
instant of time, the state of the fog node is expressed as 
{𝑠0, 𝑠1, 𝑠2, 𝑠3 … … . . 𝑠𝑡 ∈S} in which, 

 m ∈ ℕ defines the number of applications considered in  

 the work. 

 𝑛𝑡 ∈ ℕ is the number of fog nodes utilized at any instant  

 of time ′𝑡′ bounded by 𝑁𝑚𝑎𝑥. 

 𝑐𝑡 ∈ ℕ is the time criticality of the incoming request at  

 any instant of time ′𝑡′. It is a random number in the 
range. 

 of one and ten with 𝐶 =10 as the highest priority.  

• A = {a∈ (‘accept’, ‘decline’)} is the action set where 
‘accept’ denotes allocation of fog node, and ‘decline’ 
indicates refusal of fog node. 

• P = 𝑆 × 𝐴 ×S → [0,1] is the probability of transition P 
(𝑠′|𝑠, 𝑎) to a new state 𝑠′ from state ‘𝑠’ when action ‘𝑎’ 
is taken. 

• R = 𝑆 × 𝐴 → ℕ denotes the expected reward when the 
environment is in state ‘s’ and action ‘a’ is taken. 

• 𝛾 → 0< 𝛾 <1 is the discount factor that computes the 
present value of the expected future reward. 

Allocation of fog resources to the IoT application requests 
depends on the number of available resources and the time 
criticality of the incoming request. The state of the MDP at any 
instant of time (𝑡) as defined in equation (12), 

 𝑠𝑡 = 𝑚. 𝑛𝑡 + 𝑐𝑡            (12) 

where 𝑛𝑡 ∈ {0,1,2,3………𝑁𝑚𝑎𝑥} is the number of fog 
nodes utilized/allocated. The current state is based on the 
number of utilized fog nodes, and the time-criticality of the 
successive task. The time criticality of the service request 
arriving at time ′𝑡′ is denoted by “𝑐𝑡”. It is obtained based on 
the latency requirement of the incoming request presented in 
Table I. “𝑐𝑡” is calibrated by a ten-point scale ranging between 
1 and 10, with 10 being the highest priority. Starting with ten 
applications (m), the total number of states encountered is 
m(𝑁𝑚𝑎𝑥) + 𝐶. The next state 𝑠𝑡+1 depends on the current state 
and the action taken, thereby reflecting the Markov property. 
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TABLE I. LATENCY TIME-CRITICALITY MAPPING 

 

When the fog node is in one of the possible states 𝑠𝑡 ∈  S =
{1, 2, 3, ….. 𝐶 (𝑁𝑚𝑎𝑥 + 1)}, the agent either accepts the 
incoming task or declines it. Thus, ‘A’ is the set of actions 
{accept, decline} where the action ‘accept’ denotes allocation 
of a fog resource and ‘decline’ indicates forwarding the request 
without allocation of a fog resource. The action chosen is based 
on the sum of the immediate reward and the value of the 
possible next state as given in equation (13). 

   (13) 

where the immediate reward is based on the time criticality 
and intended action as described in the reward system. 
𝑟𝑡𝑎𝑖𝑚𝑚𝑒𝑑𝑖𝑎𝑡𝑒 and 𝑟𝑡𝑑𝑖𝑚𝑚𝑒𝑑𝑖𝑎𝑡𝑒 describes the reward obtained 
on acceptance and declination respectively. The value of a state 
denotes the quantity of goodness for the agent to remain in that 
state. It is determined by its immediate reward and the 
discounted value of the next possible state. The value of the 
terminal states is zero. 

Similarly, the action from the current state in terms of the 
state-action pair 𝑄(𝑠, 𝑎) is given in equation (14). The choice 
of the equation for action selection depends on whether the 
algorithm is MC, MC-ES, or OMC respectively. 

(14) 

An effective reward system influences the learning ability 
of an agent. With the right reward as the feedback, the FCA 
learns better and fast. In FogRA the reward is defined as a 
function of time criticality, priority threshold, and action taken 
as shown in Table II. Every incoming request is associated with 
a time-criticality value (𝑐𝑡) which is appended in an array. Then 
the median of the array value is computed in every episode to 
obtain the Priority threshold (𝑝𝑡ℎ𝑡) at the time ‘t’. Considering 
the chance of uneven distribution of 𝑐𝑡 values, FogRA chooses 
the median as the measure of central tendency. 

TABLE II. REWARD SYSTEM 

Action taken Time-Criticality Reward 

accept 𝑐𝑡 ≥ 𝑝𝑡ℎ𝑡 𝑝𝑡ℎ𝑡 

decline 𝑐𝑡 ≥ 𝑝𝑡ℎ𝑡 -𝑝𝑡ℎ𝑡 

accept 𝑐𝑡 < 𝑝𝑡ℎ𝑡  -𝑝𝑡ℎ𝑡 2⁄  

decline 𝑐𝑡 < 𝑝𝑡ℎ𝑡  𝑝𝑡ℎ𝑡 2⁄  

At any instant of time, if the time-criticality of the arrived 
request (𝑐𝑡) is greater than the priority threshold (𝑝𝑡ℎ𝑡), then 
the request is considered to be of high priority. Accepting such 
a request indicates the right action of the agent. Hence, the agent 
is encouraged with a positive value of the priority threshold as 
a reward. Declining the high priority request indicates a wrong 
action, for which the agent is rewarded with a negative value of 
𝑝𝑡ℎ𝑡. On the other hand, a time-criticality value less than that 
of the priority threshold indicates the less time-sensitiveness of 
the incoming request. Accepting the less time-sensitive task is 
considered a wrong action anyway, hence the agent is rewarded 
with (−𝑝𝑡ℎ𝑡/2). Otherwise, the agent is rewarded with 
(𝑝𝑡ℎ𝑡/2) for declining the less time-sensitive request. Thus, the 
reward obtained at time ‘t’ depends on the priority threshold 
computed at that time step. 

The probability of state transition (P) and reward 
distribution (R) describes the dynamics of the environment. 
When the dynamics of the environment are known, the optimal 
policy is directly obtained through Dynamic Programming 
(DP) [8]. Also, DP is bound to fixed values of P, R, and policy 
𝜋. But, the FogRA environment considered in the work is 
neither stationary nor policy deterministic. With m(𝑁𝑚𝑎𝑥) + 𝐶 
number of states and 2 actions per state, the problem of 
computing the transition probability for all states grows 
exponentially and cumbersome rather than solving the RA 
problem itself. Hence, Monte Carlo (MC) method that learns 
the optimal policy without P and R is sought. Hence, the 
proposed work does not consider the distribution parameters 

and employs MC to derive the optimal policy. 

C. ACT enabled MC for FogRA  

Time criticality (𝑐𝑡) of an incoming request is defined in the 
range of one to ten, with ten designated as the highest priority. 
As Fog resources are limited, only those requests whose time 
criticality value is greater than the priority threshold is given 
importance to get processed in fog nodes. But, fixing a suitable 
priority threshold (𝑝𝑡ℎ𝑡) at every time step is not a trivial task 
in FogRA whose environment is stochastic and non-stationary. 
An increased 𝑝𝑡ℎ𝑡 value leads to poor performance of the FCA, 
in which the number of accepted requests becomes less than the 
decline. A decrease in the 𝑝𝑡ℎ𝑡 results in the allocation of fog 
nodes to non-time-critical applications, which conflicts with the 
objective of the system. Hence the work suggests Auto Centric 
Threshold (ACT) that self-generates the threshold at every time 
step. The incoming time criticality (𝑐𝑡) is appended in an array. 
Then, the priority threshold (𝑝𝑡ℎ𝑡) is computed as the median 
of the time criticality (𝑐𝑡) values stored in the array at every 
time step. 

Initially, the FogRA system allocates the fog resource with 
the priority threshold computed at time t=0. As the episode 
proceeds, the FCA learns the best policy in which only those 
requests with a critical value greater than the recently computed 
priority threshold are allocated the fog resource. The algorithm 
to learn the optimal policy by the ACT-enabled MC for the 
FogRA is given in Algorithm 1. 
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The FogRA system is implemented as an episodic task. 
Once a task arrives, based on its latency requirement, the time-
criticality is obtained from the latency time-criticality mapping 
table. The value of states 𝑉(𝑠) is initialized with Zero for all 
states. Based on equation (13), FCA decides whether to accept 
the request in the fog or decline it. By continuous interaction 
with the environment, the FCA updates the state value of all 
states and derives the optimal policy for every state. 

Given the episode, generated by following the policy 𝜋 (ie., 
action taken based on equation (13), the ACT-enabled MC 
optimal policy algorithm evaluates 𝑉𝜋(𝑆𝑡) for all the non-
terminal states 𝑆𝑡 occurring in that episode. The returns 𝐺𝑡 is 
computed as the sum of undiscounted rewards starting from the 
initial state till the terminal state of the episode. The returns of 
every state are used as the target to update the value of the 
respective state 𝑉𝜋(𝑆𝑡) as given in equation (8). Episodes are 
generated as long as the state values converge for all states. 
Once state value converges, the optimal policy is obtained 
based on equation (7). 

IV. EXPERIMENTAL ANALYSIS AND DISCUSSION 

The MDP for FogRA system adopts the definition of state 
from adaptive resource allocation but differs in certain aspects 
[15]. First, the proposed work obtains the time-criticality value 
(𝑐𝑡) from the Latency Time-criticality mapping Table I, which 
maps the preference level of the IoT request with its criticality 
value. Secondly, as the proposed MDP is episodic, the returns 
are computed with undiscounted rewards. Thirdly, priority 
threshold is computed by a self-generated Auto Centric 
Threshold (ACT) method which suits more for the stochastic 
nature of the IoT environment. Finally, unlike constant value-
based rewards, the novel reward system acts in coherence with 
the priority threshold and provides the best incentive for the 
agent to learn better and faster. 

The experiment is implemented in python Spyder. The 
simulation was conducted for the latency generated at random. 
Then the priority level of the request is obtained from the 

latency-time criticality mapping Table I. The simulation 
parameter and their corresponding values are maintained as 
given in the Table III. 

TABLE III. SIMULATION PARAMETERS 

  

This section analyses the experimental results obtained 
through MC, MC-ES, and OMC to evaluate the performance of 
FCA. The work considers ten IoT applications, hence the value 
of ′𝑚′ is set to 10 in the work. With the number of fog nodes 
𝑁𝑚𝑎𝑥 as 15, and the maximum time criticality value 𝐶 as 10, 
the MDP leads to m(𝑁𝑚𝑎𝑥) + 𝐶 possible states, which are 
given by 𝑠𝑡 ∈  S = {1,2,3, ….. m(𝑁𝑚𝑎𝑥) + 𝐶}. Initially, at the 
time t=0, all fog nodes are available, so the number of occupied 
fog nodes 𝑛𝑡 remains zero in the equation (12) with the possible 
initial state as 𝑠0 ∈ {1,2,3 … . 𝐶}. The MDP terminates at time T 
when all the fog nodes are occupied, ie., 𝑛𝑡 =  𝑁𝑚𝑎𝑥 with the 
possible terminal states as 𝑠𝑇 ∈ {𝐶𝑁𝑚𝑎𝑥 + 1, 𝐶𝑁𝑚𝑎𝑥 +
2, 𝐶𝑁𝑚𝑎𝑥 + 3 … … . . 𝐶(𝑁𝑚𝑎𝑥 + 1)}. Hence, the proposed work 
is experimented with 160 states, with {1, 2, 3, ….10} as one of 
the possible initial states and {151,152,153…………160} as 
one of the terminal states. 

A. Adaptive MC vs ACT MC 

First, the performance of FogRA is evaluated with the 
adaptive MC and the proposed ACT-based MC model. Fig. 4 
reflects the value of a few states estimated by the Adaptive MC 
algorithm in the earlier work [15]. The adaptive model 
converges after 10000 episodes resulting in the optimal state 
value 16. Fig. 5 shows that the ACT-based MC derives an 
optimal state value of 17.5 which is 9.375 % more than the 
Adaptive MC. The metrics observed in the implementation of 
Adaptive and ACT-based MC are tabulated in Table IV. 

 

Fig. 4. Optimal State Value in Adaptive RA. 
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Fig. 5. Optimal State Value with ACT-MC. 

The estimation of 𝑉∗(𝑠) obtained by the MC algorithm fits 
more for the model-based MDP. As FogRA is a model-free 
system, the exploration-oriented ACT MC-ES (Monte Carlo 
Exploring Starts), is implemented to compare its results with 
the Adaptive model. 

B. Adaptive MC-ES vs ACT MC-ES 

The FogRA system is then evaluated in MC-ES for both the 
Adaptive and ACT model. The ACT-based MC-ES algorithm 
estimates 𝑄(𝑠, 𝑎) rather than 𝑉(𝑠). Hence, the state space 
increases from 𝑠 to (𝑠 x 𝑎), and the action selection depends on 
equation (14). Fig. 6 and Fig. 7 show the convergence of 
optimal action-value Q*(state, accept) and Q*(state, decline) in 
Adaptive RA for twelve states chosen at random. 

 

Fig. 6. Q*(s, Accept) for Adaptive MC-ES. 

 

Fig. 7. Q*(s, Decline) for Adaptive MC-ES. 

Unlike the Adaptive approach, the values obtained by ACT-
based MC-ES in Fig. 8 and Fig. 9 show improved optimal 
values comparatively. The estimated 𝑄∗(𝑠, 𝑎) value in the 
Adaptive approach is lesser than the ACT model. The reason 
behind the poor 𝑄∗(𝑠, 𝑎) value is that the Adaptive MC-ES is 
not able to explore widely in an episodic environment with a 
limited number of fog nodes. 

Table IV shows the improved value from 16 in the MC 
model to 18.7025 in ACT-based MC-ES. The increase in the 
percentage of 16.8906% indicates the robustness of the ACT-
enabled FogRA over the Adaptive system even in an 
environment with scarce resources. Still, the improvement is 
not considered favourable as the action selection process of 
MC-ES is greedy without enough exploration. Hence, the ACT-
based FogRA System is tuned towards a balanced mix of 
exploration and exploitation in the OMC approach. 

C. Adaptive OMC vs ACT OMC 

The OMC algorithm estimates the value of state-action pair 
𝑄(𝑠, 𝑎), but the action based on equation (14) is decided only 
after a balanced trial of exploration and exploitation. FCA 
controls the level of exploration and exploitation based on a ϵ-
greedy policy and is hence named as On-Policy Monte Carlo 
Control (OMC). The agent explores such that a random action 
is picked epsilon times and the greedy action based on equation 
(14) is picked for the (1- ϵ) times. In this case, epsilon (ϵ) is 
chosen as a small positive number of 0.2 after trial and error. 
Fig. 10 and Fig. 11 show the convergence of optimal action 
value 𝑄∗(𝑠𝑡𝑎𝑡𝑒, 𝑎𝑐𝑐𝑒𝑝𝑡) and 𝑄∗(𝑠𝑡𝑎𝑡𝑒, 𝑑𝑒𝑐𝑙𝑖𝑛𝑒) for twelve 
states chosen at random using an Adaptive approach. 

 

Fig. 8. Q*(s, Accept) for ACT MC-ES. 

 

Fig. 9. Q*(s, Decline) for ACT MC-ES. 
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Fig. 10. Q*(s, Accept) for Adaptive OMC. 

 

Fig. 11. Q*(s, Decline) for Adaptive OMC. 

Despite its balanced explore-exploit strategy, the adaptive 
OMC terminates fast, resulting in minimal 𝑄∗(𝑠, 𝑎) value. It 
expresses the inability of the adaptive system for exploration. 
Whereas the ACT enabled OMC outperforms its counterpart by 
improved 𝑄∗(𝑠, 𝑎) with minimal termination time in Fig. 12 
and Fig. 13. The numerical results obtained during execution 
are tabulated in Table IV. 

 

Fig. 12. Q*(s, Accept) for ACT OMC. 

 

Fig. 13. Q*(s, Decline) for ACT OMC. 

The optimal state-action value estimated by ACT-based 
OMC is increased by 41% more than the Adaptive MC. Thus, 
the ACT-based OMC surpasses other methods by maximizing 
long-term returns. The high value of the long-term returns with 
minimum termination time denotes that the FCA has learned 
the best policy at a fast rate, thanks to the smart learning ability 
of the ACT-based On Policy Monte Carlo Control. 

TABLE IV. PERFORMANCE EVALUATION 
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V.  CONCLUSION AND FUTURE WORKS 

In this work, an RL-based ACT-enabled FogRA system is 
implemented for time-critical applications of IoT. The proposed 
system instantaneously decides whether to allocate fog 
resources or not, based on the time-criticality of the incoming 
request and the availability of fog resources. In the pursuit to 
derive the optimal policy, the algorithm trains the FCA to learn 
better decision-making. The RA problem is executed for the 
incoming requests both on the Adaptive and ACT-enabled 
FogRA systems. Results show that the ACT-enabled FogRA 
system prioritizes time-critical applications to allocate fog 
nodes. Also, utilization of fog resources is maximized in terms 
of the percentage of requests accepted by fog, rewards obtained 
and optimal value achieved. The performance assessment of the 
ACT-enabled FogRA system exhibits an improved optimal 
state-action value by 41% more than the Adaptive model. In 
future work, the FogRA system is planned for continuous tasks 
with the auto-scaling feature of fog resources. Also, it is 
planned to extend the work as RL enabled Energy Efficient 
FogRA system that minimizes the energy cost with maximized 
performance. 
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Abstract—As the result of Open Edge Computing (OEC) 

project, cloudlet embodies the middle layer of edge computing 

architecture. Due to the close deployment to the user side, 

responding to user requests through cloudlet can reduce delay, 

improve security, and reduce bandwidth occupancy. In order to 

improve the quality of user experience, more and more cloudlets 

need to be deployed, which makes the deployment and 

management costs of Clouldlet service Providers (CLP) 

significantly increased. Therefore, the cloudlet federation appears 

as a new paradigm that can reduce the cost of cloudlet deployment 

and management by sharing cloudlet resources among CLPs. 

Facing the cloudlet federation scenario, more attention still needs 

to be paid to the heterogeneity of resource prices, the balance of 

benefits among CLPs, and the more complex delay computation 

when exploring task migration strategies. For delay-sensitive and 

delay-tolerance tasks, a delay-aware and profit-maximizing task 

migration strategy is proposed considering the relationship 

between the delay and the quotation of different tasks, as well as 

the dynamic pricing mechanism when resources are shared among 

CLPs. Experimental results show that the proposed algorithm 

outperforms the baseline algorithm in terms of revenue and 

response delay. 

Keywords—Cloudlet federation; task migration; delay-aware; 

dynamic pricing; profit-maximizing; edge computing 

I. INTRODUCTION 

With the development of intelligent Mobile Devices (MD), 
a large number of computation-intensive and delay-sensitive 
mobile applications keep emerging [1]. To address the resource 
constraints of mobile devices, tasks are offloaded to remote 
cloud centers in traditional cloud computing [2][3], but it is 
followed by the problem of high response delay [4]. This makes 
it difficult for requirements of delay-sensitive task to be 
satisfied [5]. 

To overcome these problems, Mobile Edge Computing 
(MEC) [6] is proposed and regarded as a promising technology 
by developing servers at the edge of networks. The proximity 
of the MEC to the user allows the user to access and use 
resources with lower response latency. Cloudlets are small 
cloud at the edge of network and typically deployed in a 
distributed manner to provide storage and computing resource 
to MD. 

Compared to existing cloud computing, MEC still suffers 
from constrained resources. A Cloudlet service Provider (CLP) 
has to deploy more and more proprietary edge devices to meet 
the needs of its users, resulting in increasing costs to deploy and 
manage edge devices. Therefore, [7] proposes the edge 

federation architecture, which improves the flexibility of 
resource utilization and reduces the deployment and 
management costs by seamlessly integrating the edge resources 
of each CLP. When cloudlets act as edge devices, a cloudlet 
federation architecture is formed. 

Since MD is not uniformly distributed in edge computing 
systems, some clouds are heavily loaded while others are lightly 
loaded. Task migration is the principal method used to resolve 
load imbalance between cloudlets [8-11]. Although many 
studies have been conducted on cloudlet-based load migration 
strategies, they have one or more shortcomings: they do not 
take into account the heterogeneity of resource prices, 
authentication delays between cloudlet resources of different 
CLPs, or the impact of service delays on task quotes. 

This paper focuses on the task migration problem in the 
cloudlet federation scenario. Two types of user requests are 
considered: delay-sensitive and delay-tolerant, and their 
quotation delay curves are designed respectively. Considering 
the heterogeneity of resource prices among CLPs, a delay-
aware and profit-maximizing task migration strategy is 
proposed. Our main contributions are as follows: 

• For delay-sensitive and delay-tolerant tasks, a delay 
model and a price model are constructed by taking into 
account the differences in resource prices of different 
CLPs. 

• A distributed Delay-aware and Profit-maximizing Task 
Migration (DPTM) algorithm is designed to schedule 
tasks, which tries to minimize latency and maximize 
profit. 

• A series of experiments are conducted to verify the 
necessity of considering the cloudlet federation and the 
advantages of our method in terms of revenue and 
response delay. 

The rest of this article is organized as follows. Section II 
demonstrates the related work on the task migration in different 
scenarios. Section III introduces the system model. In Section 
IV, a task scheduling algorithm considering both profit and 
delay is proposed. In Section V, we conduct the extensive 
experiments to evaluate the proposed method and gives the 
discussion. Finally, Section VI concludes this paper and gives 
the future works. 

*Corresponding Author. 
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II. RELATED WORK 

We review the related works about task migration and 
schedule in the multi-cloudlet scenario and the edge federation 
scenario respectively. 

A. Task Migration in Multi-cloudlets Scenario 

The existing works about task migration in the multi-
cloudlets scenarios focus on minimizing delay and energy 
consumption. The authors in [12] propose an application-aware 
cloudlet adaption and VM selection framework has been 
devised for balancing the load in a multi-cloudlet environment. 
The authors in [13] propose a novel Multi-layer Latency Aware 
Workload Assignment Strategy (MLAWAS) to allocate the 
workload of E-Transport applications into optimal computing 
nodes. In [14] user mobility and task deadline are taken into 
account when task migration is optimized. Three variants of this 
problem are analyzed, and a group migration algorithm with 
known user trajectories is designed. In [15], a heuristic Task 
Migration Computing Offloading (TMCO) scheme is proposed 
for the challenges brought by complex network environment 
and end-user mobility, which can dynamically select the 
appropriate location to offload tasks for mobile users within the 
deadline. In [16], for collaborative vehicle edge computing 
group environment, a computational task migration problem is 
defined to balance the load and minimize the migration cost, 
and reinforcement learning algorithm is adopted to solve this 
problem. 

The above researches are based on multi-cloudlet scenarios 
to optimize the delay and energy consumption of task 
migrating. However, the traditional multi-cloudlet scenario has 
the problem of limited resources, and a smaller number of 
resources are available for task migration. Different from the 
multi-cloudlet scenario, in the cloudlet federation, the cloudlet 
resource prices of different CLPs may be different, there are 
more options for task migration, and the delay computation is 
more complex. 

B. Task Migration in Edge Federation Scenario 

Some studies have explored task migration strategies in the 
context of edge federation or cloudlet federation. The authors 
in [17] design a task migration strategy for multiple edge 
servers in mobile networks to minimize the overall service time 
and develop an intelligent task migration scheme using deep 
reinforcement learning and Q-learning technology. In [18], the 
authors propose a latency minimization model to provide higher 
efficient service provisioning in horizontal edge federation and 
propose a two-phase iterative approach, which alternately 
determines optimal task dispatching and computation resource 
allocation. In order to simultaneously meet the SLA 
requirements of IoT (Internet of Thing) devices and edge 
service providers, the authors in [19] design an intelligent 
request service provisioning system based on reinforcement 
learning as part of a smart edge orchestrator in the edge 
federation. Considering the delay and capacity constraints, [20] 
proposes an optimization model to minimize the total energy 
cost and the energy efficient offloading ratio of edge nodes. 

The above studies either ignore the role of the remote cloud, 
or do not consider the heterogeneity of resource prices, or do 
not consider the impact of task delay on user quotation. In our 

work, tasks can be migrated to the CLP's own cloudlet, the 
cloudlet of federate CLP, or the remote cloud. We consider two 
different types of tasks, time-sensitive and time-tolerance, and 
consider that their delays have different effects on user 
quotation. We attempt to optimize the profit and delay of the 
whole federation. 

III. SYSTEM MODEL 

In this section, we keep our focus on the cloudlet federation 
framework, communication and computation models. 

A. Cloudlet Federation Framework 

 Compared with the cloudlet, the cloud usually has 
sufficient resources and is quite far away from the user. For 
simplicity, the cloud platform owned by each CLP is not 
distinguished. Therefore, as shown in Fig. 1, we consider that a 
cloudlet federation contains a cloud and several CLPs. Each 
CLP has its own cloudlet servers, and each has a set of users 
that need to be served. The resource of a cloudlet server is 
provided in the form of a virtual machine (VM) instance. Let's 
assume that a VM instance performs only one task at a time. 

We assume each CLP has a server as the Federated Cloudlet 
Manager (FCLM) to provide service and resource interactions. 
The status of the cloudlet servers is collected by the FCLM, 
such as available capacity, resource utilization, and cost. 
Meanwhile, CLPs can communicate with each other through 
FCLMs and exchange their collected information. When a CLP 
receives a task from a terminal user, it decides where to offload 
the task. This could be its own cloudlet, one of the federated 
cloudlets, or the cloud. 

B. Task Requests from Terminal Users 

Similar to works in mobile cloud computing [21] and 
mobile edge computing [22], the quasi-static scenario is 
considered, where the mobile users remain unchanged during 
migration. To simplify, we use task or request instead of task 
request without causing confusion. 

Two types of task requests are considered: delay tolerance 
(DT) and delay sensitive (DS). For a DS task, CLP should 
minimize its delay while a certain amount of revenue is 
guaranteed. For a DT task, the priority is profit maximization. 

 

Cloudlet Federation

Remote Cloud

CLP1

FCLM1

CLP2

FCLM2
CLP3

FCLM3

...

...

...

Users

Users

Users

Tasks
...

tasks offloaded 
to cloud 

tasks offloaded 
to local cloudlet

tasks offloaded to  
federated loudlet

cloudlet server

 

Fig. 1. Cloudlet Federation Architecture. 
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Regardless of the type of task, we believe that the response 
delay will affect the user's willingness to pay. In general, the 
shorter the delay, the higher the user is willing to pay. 

A seven-tuple A = <d, reqins, 𝛼, tept, tmax, Pmax, Plow> is used 
to describe a task where, d denotes the size of input data, reqins 
denotes the Million Instructions (MIs) required. 𝛼 is a 0-1 
variable that describes the type of tasks. When 𝛼 is 0, the type 
of the task is DT, and when 𝛼 is 1, the type of the task is DS. 
We assume a task has an expected delay tept and a tolerable 
maximum latency tmax. Plow and Pmax represent the minimum and 
maximum price a user is willing to pay for a task, respectively. 

For a DT task, if it can be completed within the expected 
time, marked as tept, the user will be satisfied and willing to pay 
in full, marked as Pmax. If tept is exceeded, but the deadline, 
marked as tmax, is not exceeded, the willing fee of the user will 
gradually decrease, and eventually reach a balance value, 
marked as Plow, between the CLP and the user. Thus, for a DT 
task, the relationship between the delay t and the user's 
quotation Q(t) can be shown in (1). 

𝑄(𝑡) = {

𝑃𝑚𝑎𝑥,                                                 𝑡 < 𝑇𝑒𝑝𝑡

𝑘𝑑𝑡 ∙ (𝑇𝑚𝑎𝑥 − 𝑡) + 𝑃𝑙𝑜𝑤, 𝑇𝑒𝑝𝑡 ≤ 𝑡 ≤ 𝑇𝑚𝑎𝑥

𝑃𝑙𝑜𝑤 ,                                                   𝑡 > 𝑇𝑚𝑎𝑥

          (1) 

Where, 𝑘𝑑𝑡 is determined by (2). 

𝑘𝑑𝑡 =
𝑃𝑚𝑎𝑥−𝑃𝑚𝑖𝑛

𝑇𝑚𝑎𝑥−𝑇𝑒𝑝𝑡               (2) 

For DS tasks, users will be willing to pay in full if they can 
be completed within the expected time. If the delay exceeds the 
user's expectation, the user's willingness to pay will decrease 
sharply. If the delay exceeds the deadline, the user will be 
unwilling to pay, or only willing to pay at a very low price. We 
chose the latter, meaning that when the deadline is exceeded, 
the user will be willing to offer only a very low price, which is 
usually close to or even lower than the CLP cost. We design (3) 
to describe the relationship between the delay t of a DS task and 
the user's quotation Q(t). 

𝑄(𝑡) = {

𝑃𝑚𝑎𝑥,                                                      𝑡 < 𝑇𝑒𝑝𝑡

𝑃𝑚𝑎𝑥((1 − 𝛼(𝑡 − 𝑇𝑒𝑝𝑡))𝛽 , 𝑇𝑒𝑝𝑡 ≤ 𝑡 ≤ 𝑇𝑚𝑎𝑥

𝑃𝑙𝑜𝑤 ,                                                      𝑡 > 𝑇𝑚𝑎𝑥

       (3) 

Where, 𝛼 and β are adjustable parameters, and their values 
should ensure that the curve described by (3) is continuous on 
the interval [𝑇𝑒𝑝𝑡 , 𝑇𝑚𝑎𝑥]. 𝛼 indicates the delay sensitivity of the 
user. The larger the 𝛼, the higher is the sensitivity. 𝛽 reflects 
the descent gradient of user willingness. The larger the 𝛽, the 
larger is the gradient. 

Fig. 2(a) and Fig. 2(b) depict the curves of delay versus 
quotation for DT and DS tasks, respectively. 

C. Delay Model 

When the FCLM of a CLP receives a task, the FCLM may 
schedule it to the local cloudlet, or to the federated cloudlet, or 
to the cloud. In general, the amount of data output after the task 
execution is much smaller than the amount of data input before 
the task execution. Similar to [23] and [24], the transmission 
time required for the output information of a task to be returned 
to the user is not considered. Meanwhile, the queuing delay is 

negligible when the federated resources are sufficient to handle 
user tasks. 

1) Local cloudlet: When a task is scheduled to the local 

cloudlet, its delay can be divided into two parts. The first part 

includes transmission delay and propagation delay, denoted as 

𝑡𝑐𝑙
1 , which can be determined by (4). 

𝑡𝑐𝑙
1 =

𝑑

𝑅
+

𝐷𝑐𝑙

𝑆𝑝               (4) 

Where d is the amount of data to be transmitted, R is the 
data transmission rate, 𝐷𝑐𝑙 is the distance of the selected local 
cloudlet from the user, and 𝑆𝑃 is the propagation rate. Assume 
that the value of 𝑆𝑃 is the same for all channels and the value 
of R is the same for all devices. 

The second part is the time required for the task execution 
on the selected cloudlet, denoted as 𝑡𝑐𝑙

2 , which is determined by 
(5). 

𝑡𝑐𝑙
2 =

𝑟𝑒𝑞𝑖𝑛𝑠

𝐶𝑃𝑈𝑝𝑟𝑜𝑐∙𝑁𝑐𝑝𝑢
              (5) 

Where 𝑟𝑒𝑞𝑖𝑛𝑠is the MIs required to execute the task, 
𝐶𝑃𝑈𝑝𝑟𝑜𝑐 is the Million Instructions per Second (MIPs) for the 

CPU provided by the selected cloudlet, and 𝑁𝑐𝑝𝑢 is the number 

of CPUs configured by the selected cloudlet. 

Thus, the total delay, denoted as 𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙, for a task scheduled 

to a local cloudlet can be calculated by (6). 

              (6) 

2) Remote cloud. When a task is scheduled to the remote 

cloud, its delay calculation is very similar to that when it is 

scheduled to a local cloudlet. However, since the user is usually 

far away from the cloud, the delay of the task will be huge. 

The total delay, denoted as 𝑡𝑐
𝑡𝑜𝑡𝑎𝑙, for a task scheduled to the 

remote cloud can be calculated by (6). 

𝑡𝑐
𝑡𝑜𝑡𝑎𝑙 = 𝑡𝑐

1 + 𝑡𝑐
2 =

𝑑

𝑅
+

𝐷𝑐

𝑆𝑝 +
𝑟𝑒𝑞𝑖𝑛𝑠

𝐶𝑃𝑈𝑝𝑟𝑜𝑐∙𝑁𝑐𝑝𝑢
           (7) 

Where, 𝐷𝑐 is the distance of the cloud from the user, 
𝐶𝑃𝑈𝑝𝑟𝑜𝑐 is the MIPs for the CPU provided by the cloud, and 

𝑁𝑐𝑝𝑢 is the number of CPUs configured by the cloud. 

3) Federated cloudlet. If a task is assigned to the federated 

cloudlet, its delay includes the following parts: authentication 

delay between alliances, task offloading delay from user to 

FCLM, task offloading delay from FCLM to the selected 

cloudlet, and task execution delay. 
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When a task is transferred from the FCLM receiving it to 
the FCLM of a federation, some authentication information 
often needs to be exchanged between FCLMs, so as to 

introduce authentication delay, marked as 𝑡𝑓𝑒𝑑
1 , which is 

considered to be a constant. 

To avoid CLP user information being detected by the 
federated CLP, tasks are delivered first to the FCLM that 
receives them and then to the selected Cloudlet. The delay of 

offloading the task from the user to the FCLM, denoted as 𝑡𝑓𝑒𝑑
2 , 

can be calculated by (8). 

𝑡𝑓𝑒𝑑
2 =

𝑑

𝑅
+

𝐷1

𝑆𝑝              (8) 

Where 𝐷1 represents the distance between the user and the 
FCLM associated with it. 

The delay of offloading tasks from FCLM to the selected 

cloudlet is denoted as 𝑡𝑓𝑒𝑑
3 , which can be calculated by (9). 

𝑡𝑓𝑒𝑑
3 =

𝑑

𝑅
+

𝐷2

𝑆𝑝              (9) 

Here, 𝐷2 represents the distance between the FCLM 
associated with the user and the selected cloudlet. 

The execution delay of the task, denoted as 𝑡𝑓𝑒𝑑
4 , can be 

determined by (10). 

𝑡𝑓𝑒𝑑
4 =

𝑟𝑒𝑞𝑖𝑛𝑠

𝐶𝑃𝑈𝑝𝑟𝑜𝑐∙𝑁𝑐𝑝𝑢𝑡
           (10) 

Where，𝐶𝑃𝑈𝑝𝑟𝑜𝑐 is the MIPs for the CPU provided by the 

selected cloudlet, and 𝑁𝑐𝑝𝑢 is the number of CPUs configured 

by the selected cloudlet. 𝐶𝑃𝑈𝑝𝑟𝑜𝑐 and 𝑁𝑐𝑝𝑢  in (5), (7) and (10) 

are not symbolically distinguished. In fact, they correspond to 
different computing resources and take different values. 

Thus, the total delay, denoted as 𝑡𝑓𝑒𝑑
𝑡𝑜𝑡𝑎𝑙, can be calculated by 

(11). 

𝑡𝑓𝑒𝑑
𝑡𝑜𝑡𝑎𝑙 = 𝑡𝑓𝑒𝑑

1 + 𝑡𝑓𝑒𝑑
2 + 𝑡𝑓𝑒𝑑

3 + 𝑡𝑓𝑒𝑑
4           (11) 

D. CLP Resource Pricing Model 

When a CLP needs to rent the cloudlet resources of another 
CLP, the leasing price of the resources needs to be determined. 
The consistent pricing strategy is adopted, and the leasing price 
of resources is considered to be related to the user's quotation, 
resource cost and resource utilization of CLP. 

Assuming that the user quotation of task A is QuoteA, the 
cost of resources needed to execute A is CostA, and the total 
cloudlet resources and residual resources owned by some CLP 
are TotalCLP and ResCLP respectively, then the cost of CLP 
renting the resources required by task A, denoted as 𝑅𝑒𝑛𝑡𝐴

𝐶𝐿𝑃, 
can be determined by (12). 

𝑅𝑒𝑛𝑡𝐴
𝐶𝐿𝑃 = 𝐶𝑜𝑠𝑡𝐴 +

𝑇𝑜𝑡𝑎𝑙𝐶𝐿𝑃−𝑅𝑒𝑠𝐶𝐿𝑃

𝑇𝑜𝑡𝑎𝑙𝐶𝐿𝑃
(𝑄𝑢𝑜𝑡𝑒𝐴 − 𝐶𝑜𝑠𝑡𝐴)    (12) 

The intuition of (12) is as follows: the rental price of 
resources should be higher than that of the cost. The net profit 
between rental price and cost should be positively correlated 
with the profit of the lease and the resource utilization of the 
lessor accordingly. The willingness of renting resource is 

growth with the user’s quoted price, and as the increasing of the 
resource utilization, the tenant willingness of renting is 
decreasing. 

When a task is executed on the cloud, its profit is the 
difference between the user's quote and the cost of the cloud 
resource. When executed on the local cloudlet, its profit is the 
difference between the user's quote and the local cloudlet 
resource cost. When executed on the federated cloudlet, its 
profit is the difference between the user's quote and the rental 
resource price. 

IV. PROPOSED ALGORITHM 

Based on the distributed processing idea and greedy 
strategy, for each CLP, when its FCLM receives a task, we 
design a Delay-aware and Profit-maximizing Task Migration 
(DPTM) algorithm to schedule the task. DPTM tries to 
maximize the profit of CLP while guaranteeing the user delay 
according to the task type. It first determines the type of tasks. 
For DS tasks, a scheduling algorithm called Task Migration for 
DS (TMDS) is proposed. For the DT task, an algorithm called 
Task Migration for DT (TMDT) is proposed. 

A. TMDS Algorithm 

For DS task, the goal is to minimize delay on the basis of 
ensuring profit. For this purpose, locally arrived DS tasks are 
divided into High Delay Sensitive (HDS) and Low Delay 
Sensitive (LDS) tasks according to their delay requirements. 
For a HDS task, local scheduling is preferred. If it cannot be 
scheduled locally, it is processed as an LDS task. For a LDS 
task, if the cloud has the highest profit and can guarantee the 
delay, the cloud is regarded as the best scheduling. Otherwise, 
on the premise of ensuring profit, the cloudlet with the 
minimum delay should be sought. 

The TMDS algorithm for scheduling DS tasks is shown in 
Algorithm 1. In Algorithm 1, Avgk records the average 𝑡𝑒𝑝𝑡 of 
the last k DS tasks, 𝑡𝑒𝑝𝑡(𝐴) and 𝑡𝑚𝑎𝑥(𝐴) represent the 𝑡𝑒𝑝𝑡 and 

𝑡𝑚𝑎𝑥 of task A respectively, 𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙 (VM) represents the delay of 

A when executed on the VM of a cloudlet,  𝑝𝑐𝑙 (VM) represents 
the profit when A is executed on the VM of a cloudlet, and pc 
(A) represents the profit when A is executed on the cloud. A task 
is identified as HDS when its 𝑡𝑒𝑝𝑡 is less than Avgk. In this case, 
firstly, the VM that can execute A and delay less than 𝑡𝑚𝑎𝑥(𝐴) 
are searched on the local cloudlet. Otherwise, find all VMs that 
can execute A with latency less than 𝑡𝑚𝑎𝑥(𝐴) and schedule A to 
the one with the least latency. If no suitable VM is found after 
the above two steps, A will be treated as an LDS type. 

For a task A identified as a LDS, the latency and profit of A 
when executed on the cloud are calculated, denoted as 𝑡𝑐

𝑡𝑜𝑡𝑎𝑙(𝐴) 

and pc (A), respectively. If 𝑡𝑐
𝑡𝑜𝑡𝑎𝑙(𝐴) is less than 𝑡𝑚𝑎𝑥(𝐴)  and 

pc (A) is greater than 0, the VM with executable A, delay less 
than 𝑡𝑚𝑎𝑥(𝐴), and profit greater than pc (A) is sought on the 
cloudlets of all CLPs. If one or more VMs can be found, the 
VM with the minimum latency is selected for A. Otherwise, A 
is scheduled to the cloud. 

If 𝑡𝑐
𝑡𝑜𝑡𝑎𝑙(𝐴) is not less than 𝑡𝑚𝑎𝑥(𝐴)  or pc (A) is not greater 

than 0, the VM that can execute A and the profit is greater than 
0 is searched on the cloudlets of all CLPs, and the one with 
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minimum delay is the best for A. Otherwise, A will be 
abandoned. 

In Algorithm 1, a maximum of three scheduling attempts is 
required on each VM for a task. If n is used to represent the 
number of VMs, the time complexity of algorithm 1 is O(n), 
that is, algorithm 1 has linear time complexity. 

Algorithm 1  TMDS 

Input：task A with type of DS 

Output：VM is arranged for A 

Calculate Avgk; 

Set VM_T<VM, Time> = ∅; 

If (𝑡𝑒𝑝𝑡(𝐴) < Avgk ){ 

For each VM in local cloudlet { 

 Calculate 𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙 (VM) using (6); 

 If (𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙 (VM) < 𝑡𝑚𝑎𝑥(𝐴))  

add <VM, 𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙 (VM)> to VM_T; 

        } 

        if (VM_T is not null) 

 return VM with minimum delay in VM_T; 

} 

Calculate 𝑡𝑐
𝑡𝑜𝑡𝑎𝑙(𝐴) using (7) and pc (A); 

If (𝑡𝑐
𝑡𝑜𝑡𝑎𝑙(𝐴) < 𝑡𝑚𝑎𝑥(𝐴)&& pc (A) > 0){ 

For each VM in all cloudlets { 

Calculate 𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙 (VM) using (6) or (12); 

 If (𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙 (VM) < 𝑡𝑚𝑎𝑥(𝐴) && 𝑝𝑐𝑙 (VM) > pc (A))  

add <VM, 𝑝𝑐𝑙 (VM)> to VM_T; 

      } 

If (VM_T is not null)  

            return VM with minimum delay in VM_T; 

      else 

            return VM in cloud; 

} 

For each VM in all cloudlets { 

Calculate 𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙 (VM) using (6) or (12); 

If (𝑝𝑐𝑙 (VM) > 0)  

add <VM, 𝑡𝑐𝑙
𝑡𝑜𝑡𝑎𝑙 (VM)> to VM_T; 

} 

If (VM_T is not null)  

      return VM with minimum delay in VM_T; 

else 

      return null; 

B. TMDT Algorithm 

For the DT task, the goal is to minimize the delay while 
pursuing the maximum profit. Considering that the delay of a 
task executed on the local cloudlet is usually less than that on 
the federated cloudlet or the cloud, in order to save the local 
cloudlet as much as possible for scheduling DS tasks, DT tasks 
can only be scheduled to the federated cloudlets with the lower 
quotation or the cloud. The criterion is profit maximization. 

The TMDT algorithm is used to schedule tasks of type DT, 
as shown in Algorithm 2. For a task A, the profit executed on 
the cloud, denoted as pc (A), is firstly calculated. If pc (A) is 
greater than 0, the VM that can execute A and have higher profit 
than pc (A) is found on all the federated cloudlets, and A is 
scheduled to the one with the maximum profit. If no such VM 
can be found, A is scheduled to the cloud. If pc (A) is not greater 
than 0, the VM that can execute A and have higher profit than 0 
is found on all the federated cloudlets. If such VMs exist, the 

one that can make the maximum profit is the best choice. 
Otherwise, scheduling A is abandoned. 

Algorithm 2 traverses all VMs at most two times, so its 

time complexity is O(n). 

Algorithm 2  TMDT 

Input：task A with type of DT 

Output：VM is arranged for A 

Set VM_P<VM, Profit> = ∅; 

Calculate pc (A); 

If (pc (A) > 0){ 

     For each VM in federated cloudlets  

          If (𝑝𝑐𝑙 (VM) > pc (A)) 

               add <VM, 𝑝𝑐𝑙 (VM)> to VM_P; 

      If (VM_P is not null) 

            Return VM with maximum profit in VM_P; 

      Else 

            Return VM in cloud; 

} 

Else { 

      For each VM in federated cloudlets  

          If (𝑝𝑐𝑙 (VM) > 0) 

               add <VM, 𝑝𝑐𝑙 (VM)> to VM_P; 

       If (VM_P is not null) 

            Return VM with maximum profit in VM_P; 

       Else  

            Return null; 

} 

V. RESULTS AND DISCUSSION 

A. Simulation Parameters Setting 

We considered the cloudlet federation scenario composed 
by three individual CLPs and a remote cloud. Each CLP 
deploys four servers within its managed area as its cloudlet. 
Each cloudlet server has 20-30 VMs, while the cloud has 2000 
VMs. Referring to Amazon, two types of VMs are supported. 
One with four Virtual CPUs (vCPU) and 16GB of memory, 
priced at $0.424, serves DT tasks; the other has two vCPUs and 
8GB of memory, priced at $0.212, serves DS tasks. The 
processing speed of a vCPU is 20000MIPS. The task type is 
randomly selected. The influence of distance between servers 
in a cloudlet is not considered. Other parameters are set as 
shown in Table I. 

B. Comparison with the Baseline Algorithm 

In order to verify the effect of the proposed method in terms 
of time delay and profit, the proposed method is compared and 
analyzed with DATM and CATM proposed in literature [25]. 
DATM is a delay-aware task migration algorithm that migrates 
tasks to the cloudlet that minimizes the latency of task 
execution. And CATM is a cost-aware task migration algorithm 
that migrates tasks to the cloudlet that minimizes the cost of 
task execution. Considering the obvious difference in delay 
expectation between DS and DT tasks, statistics are carried out 
for DS and DT tasks respectively when comparing the delay. 

Fig. 3 and Fig. 4 compare the average delay of DPTM, 
DATM and CATM with the number of tasks. Here, Fig. 3 
counts all DS tasks, while Fig. 4 counts all DT tasks. 
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TABLE I. PARAMETER SETTINGS 

Parameter Definition Value 

𝐷𝑐𝑙 Distance of user to local cloudlet 10-50m 

𝐷𝑐 Distance of user to the cloud 1-10km 

𝐷𝑓𝑐𝑙𝑚 Distance between FCLMs 200-500m 

𝑆𝑝 Propagation speed 3× 108m/s 

R Data transmission rate 3Mbps 

tept 
Expected delay of DS task 50-100ms 

Expected delay of DT task 200-400ms 

reqins 
DS task size 1000-2000MI 

DT task size 500-1000MI] 

Plow  
Minimum quotation for DS task $2 

Minimum quotation for DT task $1 

Pmax 
Maximum quotation for DS task $3 

Maximum quotation for DT task $2 

d Size of input data for task 0 .1-2MB 

𝑘𝑑𝑡 The parameter in (1) 0 .6 

𝛽 The parameters in (3) 3 

Fig. 3 shows that for DS tasks, DPTM achieves better 
average delay than DATM, while DATM outperforms CATM. 
Although DATM is optimized for delay, it does not distinguish 
between DS and DT tasks. DPTM tries to reserve local cloudlet 
resources for DS tasks. Therefore, for DS tasks, DPTM obtains 
a better average delay than DATM. 

For the DT task, the results in Fig. 4 show that DPTM 
achieves better average latency than CATM, but not as good as 
DATM. DPTM gives priority to DS tasks in terms of latency, 
thus, for DT tasks, it is not surprising that its average latency is 
lower than DATM. For CATP, it aims at minimizing task 
migration cost and does not focus on delay. Although DPTM 
mainly optimizes the profit for DT tasks, the profit is negatively 
correlated with the delay, so it optimizes the delay to a certain 
extent. 

Fig. 5 compares the profit with the number of tasks. From 
Fig. 5, it can be observed that DPTM achieves the best profit, 
followed by CATM and DATM. The quotation of the task is 
related to the time delay, while the lease price is related to the 
resource utilization and the quotation. Therefore, the profit of 
the task is related to both the time delay and the resource 
utilization. For CATM, although it aims to minimize the 
migration cost, the profit decreases due to the high average 
delay. For DATM, the latency is relatively small, which can 
increase profits. However, in order to pursue low latency, tasks 
are preferentially scheduled to the local cloudlet, resulting in 
high resource utilization of the cloudlet, which pushes up the 
task quotation and reduces the profit. 

In general, DPTM achieves better profit because it treats DT 
and DS tasks differently and differentiates the relationship 
between the quotation and the delay of these two types of tasks. 
For DS tasks, DPTM also achieves better average delay. 

 

Fig. 3. Average Delay of DS Tasks. 

 

Fig. 4. Average Delay of DT Tasks. 

 

Fig. 5. Average Profit of Tasks. 

C. The Necessity of the Federation 

To verify the necessity of considering federation, the 
federation scenario is compared with the non-federation 
scenario where cloudlet resources cannot be shared between 
different CLPs. 

Fig. 6 compares the average latency of the two scenarios. 
Where, Fed-DPTM-DS and Fed-DPTM-DT represent the 
average delay of all DS and DT tasks in the federated scenario, 
respectively. NonFed-DPTM-DS and NonFed-DPTM-DT 
indicate the average latency of all DS and DT tasks in the non-
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federated scenario, respectively. From Fig. 6, it can be found 
that the average delay of DS and DT tasks are both significantly 
reduced when considering federation. This is because in the 
federation scenario, different CLPs share cloudlet resources, 
which can reduce the impact of the difference in the number of 
tasks and the uneven distribution of cloudlet resources among 
CLPs. For DT tasks, the decrease effect of average delay is 
more obvious, because DPTM preferentially migrates DT tasks 
to the federated cloudlet. However, without considering 
federation, tasks tend to be migrated only to the cloud, resulting 
in higher latency. 

As can be seen from Fig. 7, considering federation can 
improve profits, and the more tasks there are, the more obvious 
the improvement effect will be. On the one hand, DPTH is 
specifically designed for the federation scenario. On the other 
hand, CLP federation supports cloudlet resources sharing, 
which reduces the average delay and reduces the probability of 
tasks being scheduled to the cloud or rejected. 

Fig. 8 compares the ratio of the number of rejected tasks to 
the total number of tasks in the two scenarios. As can be seen 
from Fig. 8, no matter which scenario, with the increase of the 
number of tasks, the situation that the task is rejected for 
scheduling occurs, and the proportion of rejected increases with 
the increase of the number of tasks. However, compared with 
the non-federation scenario, the proportion of tasks rejected for 
scheduling is much lower in the federation scenario. 

 

Fig. 6. Profits for the Two Scenarios. 

 

Fig. 7. Average Profit of Tasks. 

 

Fig. 8. Refuse Probability of Tasks. 

In general, considering the federation scenario, the average 
delay can be reduced, profits can be increased, and the 
probability of task rejection can be reduced. 

D. Impact of Authentication Delay 

During resource sharing, some authentication information 
may need to be exchanged between CLPs, which may lead to 
authentication delay. Fig. 9 and Fig. 10 analyze the influence of 
authentication delay on the average delay of DS and DT tasks, 
respectively. For DS tasks, the results in Fig. 9 show that when 
the number of tasks is small (no more than 100), the 
authentication delay has almost no effect on the average delay, 
because almost all DS tasks are scheduled to the local cloudlet. 
However, when the number of tasks is large, the average delay 
of DS tasks increases with the increase of authentication delay, 
because more and more tasks have to be scheduled to the 
federated cloudlet. 

As shown in Fig. 10, the average delay of DT tasks increases 
with the increase of authentication delay, even if the number of 
tasks is small, because DT tasks are preferentially deployed on 
the federated cloudlet. Different from DS tasks, authentication 
delay is not sensitive to the number of DT tasks. 

 

Fig. 9. Impact of Authentication Delay to DS Tasks’ Delay. 
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Fig. 10. Impact of Authentication Delay to DT Tasks’ Delay. 

Fig. 11 analyzes the impact of authentication delay on 
profit. Fig. 11 shows that the profit decreases as the 
authentication delay increases. And the longer the delay, the 
faster the profit decreases. This is because for a DT task, when 
the delay exceeds the threshold, the quotation is linearly 
reduced. And for DS tasks, the quotation is exponentially 
reduced when the delay exceeds the threshold. 

In a word, the authentication delay can affect the task delay 
and profit, so the authentication delay should be minimized. 

 

Fig. 11. Impact of Authentication Delay to Profit. 

E. Discussion 

CLP can share resources with each other in the form of 
alliances, to solve the problem of resource limitation and the 
high cost of resource expansion and benefit from the 
heterogeneity of resource prices provided by different CLPS in 
alliances. CLP has more options for task migration, resulting in 
higher benefits. As far as we know, most of the existing studies 
consider horizontal edge federation or cloud federation, and 
there are few researches on task migration for the cloudlet 
federation. Meanwhile, few types of research on task migration 
for the cloudlet federation combine the powerful computing 
power of cloud center. For this reason, because of the 
shortcomings of existing research, this paper considers a 
cloudlet federation scenario integrating CLP and cloud center 
computing resources. At the same time, the cost of CLP and 
task processing delay are considered in the process of task 
migration, and the authentication delay is considered in the 
delay calculation. 

As shown in Fig. 5 and Fig. 6, the DPTM algorithm 
proposed in this study balances the needs of users and CLP. The 
algorithm outperforms the baseline approach in terms of latency 
and profits of CLP and helps to satisfy more requests. Initially, 
DPTM divides tasks according to their delay sensitivity. Next, 
DPTM takes the delay minimization as the optimization goal in 
the DS task migration and ensures the task delay requirement 
in the DT task migration. However, the specific calculation 
process of authentication delay between different CLP 
resources during task migration and the factors that may affect 
the authentication delay need to be explored next. At the same 
time, some users may move during task migration, which is 
another factor to be considered. 

VI. CONCLUSIONS AND FUTURE WORK 

Cloudlet federation can effectively reduce the deployment 
and management cost of cloudlet by sharing resources among 
CLPs. However, the differences in the number of users and 
resources among CLPs bring new challenges to task migration. 
When studying the task migration strategy for the cloudlet 
federation, two types of tasks, DS and DT, are considered, and 
the relationship functions between user quotation and delay of 
these two types of tasks are designed. A task migration 
algorithm, called DPTM, which takes into account both delay 
and profit, is proposed. The DPTM algorithm consists of two 
sub-algorithms: TMDS and TMDT. The former is used to 
schedule DS tasks with delay as the main optimization 
objective. The latter is used to schedule DT tasks with profit as 
the primary optimization objective. Simulation results 
demonstrate the effectiveness of the proposed method. 

In the future, we plan to design a centralized task migration 
strategy. In addition, the secure access problem when resources 
are shared between different CLPs is further discussed. 
Meanwhile, we intend to design a more intelligent task 
scheduling algorithm based on Artificial Intelligence (AI). 
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Abstract—Ontologies are domain rich conceptualizations, 

which can be utilized for effective knowledge dissemination 

strategies. Knowledge dissemination plays a vital role in any 

industry. In this research, novel framework is designed and 

experimented for the collaborative ontology construction. With 

the iterative and incremental involvement of the domain 

specialists and ontologists rational process has been discussed and 

planned for the collaborative ontology construction. Additionally, 

existing shortcomings associated with the current ontology 

construction methodologies and frameworks also have been 

rigorously reviewed to identify the shortcomings. Henceforth the 

responses received from the domain specialists and ontologists, 

along with the gaps located from the literatures have been utilized 

as the backbone in designing this novel framework. Designed 

ontology increments have the potential of effective knowledge 

distribution once it`s coupled with technologies like chatbots. In 

this research, proposed framework has been deployed in three 

different domains and three different ontology increments have 

been created for each domain. Consequently, their efficacy have 

been tested with the involvement of domain specific stakeholders. 

Overall results have yielded an 82% of acceptance from the 

stakeholders. 

Keywords—Collaborative; domain-specialists; framework; 

methodology; ontologies 

I. INTRODUCTION 

Knowledge is the fuel which drives current economies. 
Therefore, effective mechanisms on knowledge diffusion are 
very critical. This research discusses about construction of 
knowledge enriched ontologies for effective knowledge 
dissemination. Ontologies are human understandable and 
machine-readable cognitive conceptualizations associated with 
a specific domain [1]. Once an ontology is constructed with 
accurate domain associated conceptualizations, it could be 
utilized as a centralized resource for effective knowledge 
dissemination [2]. For an instance, if an ontology is constructed 
on the domain of COVID-19 pandemic, a chatbot can be 
coupled with it to ensure engaging knowledge distribution to 
educate varied populations. Nevertheless, capturing the expert 
human insights and construction of the ontology can be 
identified as a challenging yet very critical necessity to be 
accomplished precisely [3]. Because there are no fully 
automated mechanisms that exist so far for the ontology 
construction, hence it`s a complex philosophical task, which 
can only be handled effectively by humans [4]. 

This research emphasizes on a specialized framework for 
precise ontology construction amidst collaborative 
involvements. Because, deriving expert knowledge from 
humans with multivariate specialties and concisely evolving it 
to a level of cognitively enriched ontology is not an easy task 
[3-4]. However, the use case of knowledge distribution via a 
chatbot becomes operational only if the ontology creation is 
successful and accurate.  Therefore, a systematic approach to 
efficiently gather knowledge from heterogeneous human 
experts for the purpose of collaborative ontology development 
can be characterized as a research gap that needs to be filled. 

This research proposes “Collaborativity” framework to 
fulfill the aforementioned requirement. This novel framework 
comprises of separately defined dedicated modules to foresee 
numerous critical aspects associated with collaborative 
ontology construction. Governing module, operational module, 
traceability module and opinion aggregation module are such 
modules residing inside this framework. Those modules 
collaboratively communicate to streamline the opinion 
acquisition, process enforcement and decision logging for the 
enhanced traceability. 

Opinion aggregation module utilizes a voting strategy to 
adequately represent the collaborative participation of all the 
involved stakeholders. All these strategies will eliminate the 
black boxes associated with the entire procedure and improve 
the clarity and the transparency of the entire workflow. 
Collaborative ontology engineering is the latest trend 
associated with the ontology construction. Though there are 
several collaborative ontology construction methodologies 
available, almost all of them have severe shortcomings. Those 
aspects will be discussed in detailed during the literature review 
section. In such setting, this novel framework can be identified 
as a significant contribution to the domain of collaborative 
ontology engineering. 

II. LITERATURE REVIEW 

Ontology construction is a complex process. It`s impossible 
to create an effective ontology from a one shot [5]. This makes, 
ontology construction procedures iterative and incremental [6].  
Another important aspect to consider is the role separation of 
ontologists and domain specialists. Ontologists are the semantic 
tech specialists, who create and evolve the ontology as per the 
specifications and knowledge provided by the domain 
specialists [7]. Majority of the existing methodologies and 
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frameworks have not properly distinguished between the roles 
of ontologists and domain specialists. This leads to operational 
confusions amidst the ontology construction process. Below 
Tables 1 to 3 contain a comprehensive review on the 
deficiencies associated with second, third generation 
methodologies and frameworks respectively. 

As reviewed above, though there are numerous 
methodologies and frameworks for the ontology construction, 
almost all of them have multiple weaknesses such as:- 

1) Ambiguous workflows – This leads to operational 

glitches of the involved stakeholders. 

2) Explicit instructions are not provided – Allows 

excessive freedom to the stakeholders to act as they wish. This 

tarnishes the process consistency. 

3) Role duality issues – Roles of the ontologists and 

domain specialists are not clearly defined. This leads to lots of 

operational confusions, during the working of the methodology/ 

framework. 

4) Poor logging of the operational decisions. This hinders 

lateral audits. 

5) Absence of a mechanism to handle the collaborative 

communication flows occur between domain specialists and 

ontologists. 

6) Irrespective of ontology construction being a 

cognitively enriched mental task; only engineering aspects are 

considered, ignoring the associated cognitive gravity. 

TABLE I. SECOND GENERATION METHODOLOGY REVIEW 

Significant second-generation 

Methodologies 
Key deficiencies located on collaborative accomplishments 

Methontology [8] 

Lack of a clearly defined workflow causes many uncertainties such as; poorly organized activities, and issues with post-

audit inspections. Additionally, there is no enough documentation of collaborative decisions made. The responsibilities of 

the domain experts and ontologists are not regulated. 

TOVE [9] 
The obligations of the domain specialists and ontologists are not specified. This casts doubt on the parties' ability to 

maintain interoperability and consensus causing operational glitches 

IDEF5 [10]  

The procedures for verifying ontology increments are not well-structured. In a group setting, how do you decide whether to 

move on to the next increment or repeat the same increment again? How does ideology collaboration between domain 

specialists and ontologists take place? Similarly, there are several process ambiguities.  

Enterprise Model [11]   Very abstract and high-level. It is impossible to assess operational success due to a lack of standardized operating procedures 

(SOPs).  

OTKM [12]  Roles of the ontologists and domain specialists are not clearly defined.  

TABLE II. THIRD GENERATION METHODOLOGY REVIEW 

Significant third-generation 

methodologies  
Key deficiencies located on collaborative accomplishments   

Diligent [13]  Users are given an overabundance of control. As a result, the controlled operational flows have been jeopardized.  

SMOD [14]  
Explicit work procedures are not defined. This allows excessive freedom for the stakeholders, jeopardizing process 

consistency.   

Neon [15]  

Many uncertainties, such as poorly coordinated operations and problems with post-audit inspections, are brought on by a 

lack of a clearly defined workflow. Decisions are not sufficiently documented, as well. There are no rules governing the 

duties of domain experts and ontologists.  

Upon-Lite [16]  Explicit work procedures are not defined. This allows excessive freedom for the stakeholders.  

AMOD [17]  The transition process of ontology increments is absent.  Several hidden black boxes trigger; great deal of ambiguity.   

CO4 [18]  Poor processors. The roles of ontologists and domain specialists are not well defined.  

(KA)2  [19]  Poor processors. The roles of ontologists and domain specialists are not well defined.  

TABLE III. FRAMEWORK REVIEW 

Framework  Key deficiencies located on collaborative accomplishments  

Semiotic [20]  Excessive ambiguity. No structured workflow for transparency and traceability.  

RapidOWL [21]  Too lenient, which could jeopardizes the process consistency  

Generic Ontology Development Framework [22]  Poor processors. The roles of ontologists and domain specialists are not well defined.  

Platform Independent Ontology Development Framework [23]  
Explicit work procedures are not defined. This allows excessive freedom for the 

stakeholders, jeopardizing process consistency.   

Industry Relevant Ontology Development Framework [24]  Poor processors. The roles of ontologists and domain specialists are not well defined.  

Systemology [25]  Poor processors. The roles of ontologists and domain specialists are not well defined.  
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The literature review conducted above clearly reveals the 
shortcomings associated with the existing methodologies and 
frameworks available for the ontology construction. Therefore, 
it can be justified as a research gap which requires to be 
addressed. 

III. METHODOLOGY 

As the outcome of this research, it suggests a novel 
framework capable of addressing aforementioned deficiencies. 
The overall research methodology followed for the construction 
and evaluation of this framework can be depicted in form of a 
process diagram as depicted in Fig. 1. 

This framework is named as “Collaborativity”, hence its 
main goal is to collaborate all viewpoints of the stakeholders in 
a methodical manner and trigger the ontology increment 
construction. The flow of this framework was developed 
through several trial-and-error tests with domain specialists, as 
well as  it equips with remedies to the inadequacies found in 
existing approaches and frameworks discussed in the literature 
review section. 

“Collaborativity” framework comprises of mainly four 
modules with designated responsibilities. Operational module 
comprises of a stepwise orchestration on the ontology 
increment construction. Each important insights generated 
during the operational module’s steps are logged within the 
respective tracker sheets structures, belonging into the 
traceability module. This ensures transparency and assists in 
latter auditing requirements of the collaborative opinions of the 
involved stakeholders. 

Governing module is mainly responsible for handling the 
cognitive perspectives and the workflow of the involved 
stakeholders. As a result of the fact that ontology development 
is a complicated cognitive process that involves several 
stakeholders from various domains, a methodical pipeline is 
required to efficiently handle the collaborative interactions and 
workflows that occur in the group environment. 

The pipeline introduced inside the governing module is 
defined with the name “Synchronized Action Plan Meet.” This 
is a time-boxed workflow, governing numerous cognitive and 
process specific tasks associated with the respective operational 
module`s phase. This process enforcement has been identified 
as very vital. Unless it could lead to biases and numerous 
opinion conflicts among the involved stakeholders. Therefore, 
governing module plays a vital role in addressing process 
consistency perspectives. The entire operation inside this 
framework is governed via pool of ontologists, who are 
designated with multiple roles as convener, timekeeper and 
documenter. 

Opinion aggregation module is responsible in governing the 
phase-specific transitions inside the operational module. Fig. 2 
depicts the operational workflow of the opinion aggregation 
module. 

Governing module`s “Synchronized Action Plan Meet” 
process will be applied across all phases of the operational 
module. Henceforth, all stakeholder`s vote is inquired on the 
completed phase. If the vote percentage exceed more than 80% 
of the involved participants, a collaborative decision is taken 

for the transition to the next phase of the ontology increment 
construction. If the majority vote of the stakeholder`s do not 
exceed 80%, same phases is examined for shortcomings and 
reiterated with the suggested modifications.  This way it 
ensures, transparency and collaborative participation of the 
stakeholders for the decisions reached in the forward movement 
of the ontology increment construction. This idea is enforced 
by the Power of 80% rule, which is strongly enforced in clinical 
trials associated with humanoid subjects. 

 

Fig. 1. Research Methodology Flow. 

 

Fig. 2. Opinion Aggregation Module`s Workflow. 

Fig. 3 denotes the roles of the governing module, 
operational module and opinion aggregation modules in 
conjunction. 

Fig. 4 denotes the fixation of all four modules inside the 
Collaborativity Framework.  Fig 4, denotes synchronized action 
plan meet workflows belonging inside the governing module, 
mapping between the operational and traceability module as 
well as the process enforcement of the opinion aggregation 
module. 

It`s significant to emphasize, that each operational module`s 
step is executed as per the workflow enforced by the governing 
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module (i.e. synchronized action plat meet phase I and II). 
Subsequently, transition from one operational module step to 
the next is controlled by the process enforced via the opinion 
aggregation module. All collaborative decisions emerged 
during the stakeholder interactions are logged inside the 
traceability module`s tracker worksheets. 

Once the framework`s structure is finalized, subsequently, 
it`s decided to apply the framework for three case studies to 
assess its operational efficacy in order to fulfil this requirement. 

COVID-19, Criminal Law and Aquaculture domains were 
selected. Henceforth, “Collaborativity” framework was 
applied, and three different ontology increments were created. 
Henceforth, those were coupled with chatbots and with the 
involvement of the respective domain specialists’ responses 
derived via the chatbots were reviewed as well as the structures 
of the constructed ontology increments. 

Evaluation pipeline depicted in Fig. 1 was utilized for the 
assessment of the “Collaborativity Framework.” CCP 
framework [26] and operationalization [27] procedures were 
utilized in combination to compile applicable sets of 
questionnaires.  Once the basic versions of the questionnaires 
were complied, those were validated and verified for their 
reliability and accuracy. 

Henceforth, controlled interview sessions with the 
respective domain specialists of the three fields were conducted 
using the compiled questionnaires and responses were 
recorded. 

Consequently, the logged qualitative responses of the 
stakeholders were reviewed and analyzed using thematic 
analysis. Outcome of the thematic analysis was utilized to 

determine the most significant topics associated with the 
insights derived from the stakeholder`s interviews.  Eventually, 
targeting the significant topics emerged from the qualitative   
interview responses, series of close ended questions were 
created again using the CCP and the operationalization 
procedures [26-27]. 

Combinations of the quantitative and qualitative 
questionnaires utilized for the experiment is as depicted in Fig. 
5. 

 

Fig. 3. Combinatory Roles of the Modules. 

 

Fig. 4. Collaborativity Framework. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

433 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 5. Questionnaire Sets. 

Reponses for the qualitative questions were retrieved via 
controlled interview sessions conducted. A special response 
grid depicted in Fig. 6 was used to record the responses for the 
quantitative questions. 

 

Fig. 6. Quantitative Response Grid. 

IV. RESULTS AND DISCUSSION  

Significant themes emerged out from the thematic analysis 
of the interview responses have been logged in Table IV. 

Consequently, quantitative close-ended questions were 
formulated covering the themes emerged from the thematic 
analysis. Responses of qualitative feedback has been logged in 
Table V. 

Henceforth, Cronbach analysis was performed to assess the 
reliability of the responses provided and the outcomes for the 
domains have been logged in the Table VI. 

According to Cronbach reliability tests of the user 
responses, a Cronbach Alpha value ranging in between 0.65 – 
0.95 is accepted as a reliable distribution [28]. Therefore, 
Cronbach reliability test confirms the reliability of the 
stakeholders` responses yielded, covering all three domains and 
the ontologists. Table VI denotes the reliability test distribution 
results. 

Additionally, an ANOVA test also has been conducted to 
reveal the significance of the user responses and to confirm 
there are no significant statistical anomalies [29].  Table VII 
denotes the outcomes of the ANOVA test conducted. 

As depicted in Table VII, P-value (i.e., 0.23) for the test 
conducted in greater than the standard alpha value of 0.05 [29]. 
Hence, it confirms, that the population has responded to the 
questionnaire without any outliers causing no statistically 
significant anomalies. 

TABLE IV. THEMES REVEALED FROM THE THEMATIC ANALYSIS OF 

INTERVIEW RESPONSES 

Qualitative themes emerged from 
the controlled interview session 
conducted on  

Collaborative Framework  

Collaborative Goals   

Transparency of Operations   

Process Enforcement  

User Friendliness  

TABLE V. RESPONSE SCORES OF THE CLOSE-ENDED QUESTIONNAIRE 

Question Cluster Domain Averaged Response Scores 

Collaborativity 

Framework 

Law 88% 

COVID-19 85% 

Aquaculture 82% 

TABLE VI. CRONBACH ALPHA RELIABILITY TEST SCORES 

Domain/Segment Cronbach Alpha Value 

Criminal Law 0.736 

COVID-19 0.713 

Aquaculture 0.728 

Ontologists 0.702 

 

TABLE VII. ANOVA SIGNIFICANCE TEST 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 

167.458333  55.8194444 1.5690379 0.22806 3.09839 

3 3 4 3 8 1 

 2     

Within Groups 711.5 0 35.575    

 878.958333 2     

Total 3 3     
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Subsequently, a benchmark test has been conducted to 
assess the uniqueness associated with the Collaborativity 
framework. Eight existing and latest methodologies and 
frameworks have been utilized for this comparative assessment.  
Results associated with the benchmark test has been logged in 
the Fig. 7. 

Finally, Iterative framework [30] has been utilized to 
triangulate and amalgamate all the experimental tests 
conducted against the research`s expectation. Iterative 
Framework is an established research framework utilized to 
consolidate multiple test experiments against the research`s 
expectations [30]. Table VIII denotes the application of the 
Iterative Framework for this research study. 

 

Fig. 7. Benchmark Results. 

TABLE VIII. APPLICATION OF THE ITERATIVE FRAMEWORK 

Iterative  

Framework`s 

questions  

 Mapping Evidence  

1.  What are the 

data telling me?  
•  

Four important themes have been 
yielded from the thematic analysis  

conducted  

 •  
Averaged quantitative response score 

for all three domains: -85%  

 •  
Averaged  Cronbach  Alpha  

Reliability Score: - 0.72  

 •  ANOVA Significance Score: -0.23  

2. What do you want 

to know?  
•  

Overall effectiveness of the newly 

designed  Collaborativity framework 

 for  ontology 

constructions  in 

 collaborative atmospheres.  

3.  Is  there  a  

dialectical 

relationship 

between 1 & 2  

•  

Yes.  Mapping  Evidences  of  

Question 1, reflects the Question 2 , 

perspectives have been satisfied in a 

consolidated fashion.  

V. CONCLUSION 

This research paper discusses about the application of a 
newly designed framework for effective ontology increment 
construction on the collaborative group atmospheres. Efficacy 
of this framework has been tested using case study mechanism. 
Three independent case studies have been conducted on three 
different domains.  Three separate ontology increments have 
been compiled and they were tested by the structure and 
practical applications. For the practical utilization test, the 

created ontology increments have been linked with chatbots and 
validity of the responses provided were assessed by the subject 
specialists. 

COVID-19, ontology increment was tested by general 
physicians, based on the validity of the responses provided.  
Criminal Law increment and Aquaculture increment was tested 
by the respective experts in the fields.  Once, these prototypes 
got evolved to the level of products, they can be effectively 
utilized to educate and disseminate knowledge on medical 
students, law students and zoology students. This practical 
application could immensely reduce the workloads of the 
university lectures, without penalizing the user experience of 
the students as well.  Currently, the prototype version has 
yielded up to 82% of user acceptance. 

This research contributes a novel ontology construction 
framework, addressing the deficiencies of the existing 
methodologies and frameworks. Additionally, its use cases are 
very valuable to all the fields where knowledge dissemination 
plays a vital aspect. In future, it`s expected to boost the power 
of this framework via integration computerized tool support as 
well. 
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Abstract—Sentiment analysis has become more and more 

requested by companies to improve their services. However, the 

main contribution of this paper is to present the results of the 

study which consists in proposing a combined model of sentiment 

analysis that is able to find the binary polarity of the analyzed 

text.The proposed model is based on a Bidirectional-Long Short-

Term Memory recurrent neural network and the TextBolb 

model which computes both the polarity and the subjectivity of 

the input text. These two models are combined in a classification 

model that implements each of the Logistic Regression, k-Nearest 

Neighbors, Random Forest, Support Vector Machine, K-means 

and Naive Bayes algorithms. The training and test data come 

from the Twitter Airlines Sentiment data set. Experimental 

results show that the proposed system gives better performance 

metrics (accuracy and F1 score) than those found with the 

BiLSTM and TextBlob models used separately. The obtained 

results well serve organizations, companies and brands to get 

useful information that helps them to understand a customer's 

opinion of a particular product or service. 

Keywords—Sentiment analysis; textbolb; long short term 

memory; logistic regression; k-nearest neighbors; random forest; 

support vector machine; k-means; naive bayes 

I. INTRODUCTION 

Sentiment analysis is a technique that focuses on the 
evaluation of emotions, attitudes and opinions. Today, 
organizations, companies and brands use this technique to 
obtain useful information that helps them to understand a 
customer's opinion of a particular product or service. For this 
purpose, several models of sentiment analysis, which is a field 
of artificial intelligence, in particular natural language 
processing, have emerged. In this sense, given the importance 
of texts coming from Twitter, several studies have been 
focused on this topic,among these studies, we can cite the 
analysis of subjectivity [1], the detection of events [2], the 
evaluation of online reputation [3], the identification of trends 
on social networks [4].Sentiments are essentially labeled 
according to the polarity of the text, i.e., whether the message 
has a positive, negative or neutral connotation. The 
determination of polarity can be done at different levels, 
namely the document [5], the sentence [6], the word [7] or the 
attribute [8].In a previous study, Chiny et al. [9] proposed a 
hybrid sentiment analysis model based on three input models; 
the LSTM model, the TF-IDF word weighting model and the 
pre-trained model based on the VADER lexicon. These three 
models are combined using a classifier that returns the binary 

sentiment experienced in the input text. The proposed 
architecture is characterized by the small amount of data 
required for training. In addition, the model is characterized 
by its ability to transfer the knowledge already acquired to 
process a different dataset than the one that provided the 
training data. However, in a text, the semantics of a given 
word does not only depend on the words preceding it, but also 
on the following words. For this reason, we thought of 
implementing the BiLSTM model which evolves in both 
directions rather than the LSTM model which considers the 
current word and the previous words only as a temporal 
sequence. Therefore, the aim of this research paper is to 
propose a hybrid sentiment analysis system by combining two 
input modules. The first model is based on the use of BiLSTM 
networks. In the second model,a Textblob sentiment analyser 
is used to evaluate the subjectivity and polarity of texts. 
Subjectivity and polarity are features of a linear regression 
model that returns a single sentiment score. Both models were 
trained on the US Airlines Sentiments twitter dataset. Each 
model returns scores of positivity or negativity from the text to 
be analyzed. Then, these two (input) models are combined 
into a binary classification model in which the Logistic 
Regression, k-Nearest Neighbors, Random Forest, Support 
Vector Machine, K-means and Naive Bayesmodels are 
implemented. 

After implementing the proposed architecture, we wish to 
have performance metrics (i.e., accuracy and F1 score) 
superior to the metrics calculated for the two modules 
(BiLSTM and TextBlob) separately. The main contribution of 
this paper is to have a more advantageous performance than 
the model proposed in the study byChiny et al. [9].This 
improvement will allow organizations, companies and brands 
to have more relevant and meaningful information that will 
help them to understand and analyze customer opinions about 
a product or service provided. 

II. RELATEDWORK 

A. Bidirectional Long Short Term Memory 

Processing sequential data and natural language (NLP) 
leads to several major problems related to the nature of the 
data. To solve these problems, the authors of [10] used 
recurrent neural networks (RNN), which are artificial neural 
networks that use hidden states to model the behavior of 
dynamic systems. 
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According to [11], a BiLSTM (Bidirectional Long Short-
Term Memory) network is a recurrent neural network that 
processes data in two different ways. The use of this network 
is particularly requested in the field of natural language 
processing. Indeed, the meaning of a word in a sentence may 
depend on the preceding and following words. Therefore, in 
this kind of cases, it is desirable to go through the sentence in 
both directions to get the right meaning. The BiLSTM offers 
this particularity which makes it different from LSTM 
networks. 

The bi-directional nature of BiLSTM has given it great 
potential to be at the heart of many works related to natural 
language processing. For example, Zhou et al. [12] applied a 
two-way LSTM with 2D max pooling to the Stanford 
Sentiment Treebank (STS) database; each vector is 
represented by a 2D matrix. In addition, to find optimal 
performance, Shen et al. [13] proposed a new design 
combining the CNN and BiLSTM models. They found that 
this combination achieved an accuracy of 89.7%. This result is 
better than that of each of the models individually. In another 
study, Yoon et al. [14] proposed a CNN-BiLSTM architecture 
for document-level emotion prediction using multi-channel 
integration with CNN. The model worked on different datasets 
and achieved average performance from 51.97% to 70.08%. 

Wu Xing et al. [15] used long-term memory (LSTM) to 
automatically generate poems based on the author's style. In 
[16], Felix et al. studied bidirectional long-term memory 
networks (BLSTMs) and i-vectors to model the author's 
speech. They also used i-vectors to model the longer term 
acoustic context. Also, in [17], Nowak et al. (2017) compared 
the LSTM model and the BLSTM model in the emotion 
classification of Amazon's book review dataset. The results 
obtained by the authors show that the BLSTM model is more 
accurate than the LSTM model in this task. 

Seneewong Na Ayutthaya and Pasupa (2018)attempted to 
merge the BLSTM and CNN deep learning models to examine 
word sequences and discover local text characteristics [18]. 
The results showed that the combination of deep learning 
models improved the accuracy of sentiment analysis. 
Furthermore, deep bi-directional LSTMs (DBLSTMs) have 
recently been shown to provide performance for solving many 
problems, such as text analysis. These problems include 
sentiment classification [19], speech recognition [20], 
semantic labelling [21] and large-scale acoustic modeling 
[22]. BLSTM networks have proven useful in discovering 
character input patterns for processing a wide variety of 
natural languages. 

In the literature, different deep learning algorithms have 
been applied to process different types of data. The 
researchers used complex neural networks (CNNs) to process 
computer vision subjects and analyze text to infer a local 
structure, while using long-term memory (LSTM) and 
bidirectional LSTM (BLSTM) for sequential data processing 
and different language models [23,24,25]. 

To analyze the sentiment trend of Chinese texts. Gan et al. 
[26] used a joint multi-channel dilated evolutionary 
architecture of a convolutional neural network and a 

bidirectional long-term memory model (CNN-BiLSTM) with 
an attention mechanism. 

In [27], Wang et al. used a bidirectional short-term 
memory network enhanced by emotion semantics (BiLSTM) 
with the multi-headed attention mechanism model (EBIL). 

The work of Batbaatar et al. [28] aimed to propose a new 
neural network architecture, called SENN (Semantic-Emotion 
Neural Network), which can use both semantic/syntactic and 
emotional information by adopting pre-trained word 
representations. 

B. Subjectivity and Polarity 

Sentiment analysis, also known as opinion research, is 
aimed at understanding how a reader could interpret a person's 
subjectivity and translate it into an algorithm capable of 
performing this task automatically. According to the authors' 
studies [29, 30], the polarity of a sentiment is a quantified 
measure on the scale of values corresponding to a positive or 
negative assessment of emotional significance. From this 
quantification, we can test the polarity of the subjective text 
by the classification of sentiment. Indeed, if we have a review 
about a product, the sentiment analysis system must determine 
whether the emotion expressed in that review has a positive or 
negative connotation. In general, the polarity of the text can be 
positive, negative and sometimes neutral to identify a lack of 
feeling in a text. 

According to [31], studies on polarity analysis are 
subdivided into two approaches: a lexical approach (also 
known as a knowledge-based approach) and a machine 
learning-based approach. The first approach uses dictionaries, 
such as LIWC (Language Inquiry and Word Count) [32] and 
Senti Word Net [33]. Generally, a dictionary consists of words 
and the corresponding classification value. Indeed, in a 
dictionary, we can find the word "pleasure" with a value +1 
which signifies that this word has a positive polarity or, 
conversely, it can contain the word "hate" with the value -1 
representing a negative polarity. According to the authors [32] 
and [33], adding the values of all the words in the text gives 
the resulting polarity. The result of the summation (positive or 
negative) determines the global polarity of the text. On the 
other hand, the second approach, is based on the use of 
classification algorithms, such as Naïve Bayes (NB), 
Maximum entropy (ME) and Support Vector Machines 
(SVM). These algorithms have been tested by the authors [34, 
35, 36, 37] to perform text classification; the obtained results 
are promising. Polarity determination can be measured at the 
levels: document [48], sentence [39], word [40] or attribute 
[41]. The document level treats the whole document as the 
basic unit. The sentence level draws and determines the 
sentiment of each sentence in the text. At the word level, each 
word in the text is analyzed and classified. The attribute level 
identifies and extracts the attributes of an entity (e.g., product, 
person, company) in the text and determines the sentiment for 
each attribute [42]. 

Subjectivity aims at determining whether a text is 
subjective (opinion, emotions, evaluations, beliefs or 
speculations) or simply a fact, while the classification of 
feelings aims at determining the proper value of this 
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subjectivity [43]. Subjectivity detection prevents sentiment 
ranking from considering only texts that are relevant or 
potentially misleading. In addition, it reduces the size of the 
set of labels that can be assigned to a text, i.e., it must first be 
checked whether the text is objective or subjective, and those 
that are considered as such are subjected to a new 
classification process that will determine the polarity. In 
addition, sentiment analysis may involve identifying the target 
entity, i.e., the subject of the text to which the sentiment is 
addressed, and identifying the person or organization 
expressing the opinion [44]. There are texts in which the 
polarity is not as noticeable, as in mixed experiences, i.e. 
when there are both positive and negative remarks, which is 
different from a neutral text that is purely factual. 

Among the most commonly used feedback mechanisms in 
Twitter data analysis is sentiment analysis, which provides 
insight into the sentiment expressed in messages [45]. This 
feeling is essentially labelled according to the polarity of the 
text, i.e. whether the message has a positive, negative or 
neutral connotation. For companies, this measure provides 
insight into the public's and market's opinion of themselves. 

In [46], the authors found that machine learning techniques 
applied to sentiment analysis perform better than those 
obtained by random selection (50%) or by human 
classification (between 58% and 64%). To generate a 
classification model, this approach needs a dataset for training. 

Pak et al. [47] discuss ways to collect tweets to exploit 
them in sentiment analysis. They employ a specific lexicon of 
emotions to reduce the manual tagging of tweets for the 
classification of feelings. Emotions are classified into two 
types, happy representing a positive sample and sad for a 
negative sample. 

Among the works that used learning techniques for the 
classification of feelings, Pang et al. [48] employed Naïve 
Bayes algorithms, logistic regression and the support vector 
machine. In this work, the authors used film reviews to 
classify the polarity of sentiments. But, opinions are 
considered neutral when there is no opinion in the text or the 
opinion falls between the two polarities. 

III.  PROPOSED SENTIMENT ANALYSIS ARCHITECTURE 

MODEL 

The purpose of this research is to propose and test the 
validity of a new model of sentiment analysis (Fig. 1) 
composed of two input models. In the first model we used the 
BiLSTM algorithm, the validation of this model is tested on a 
corpus of US Airlines twitter sentiments. In the second model, 
we have exploited the TextBlob sentiment analyzer in the goal 
to evaluate the subjectivity and polarity of natural language 
texts. The subjectivity analysis attempts to estimate how 
subjective or objective the text is, while the polarity analysis 
determines whether the feeling in the text is positive or 
negative. The two outputs of the TextBlob model that 
represent the subjectivity and polarity scores are coupled with 
a multiple regression model to estimate the weights associated 
with each of these two features in the category of texts in our 

study (short microblogging texts such as those from 
Twitter).After, the binary sentiment of the input text will be 
provided by a classifier that uses the scores already calculated 
by the BiLSTM and TextBlob models. 

 

Fig. 1. Proposed BiLSTM and TextBlob based Combined Sentiment 

Analysis Model. 

A. LSTM Bidirectional 

The bidirectional LSTM algorithm (BiLSTM) is a 
recurrent neural network. This algorithm finds its major 
application in natural language processing. It has the 
advantage that the input flows in both directions: forward and 
reverse direction. BiLSTM is a very efficient algorithm for 
modeling sequential dependencies between words and 
sentences in both directions of the sequence. 

To use the BiLSTM algorithm in the text to be analyzed, 
we need to do cleaning and filtering, followed by tokenization 
and then word embedding. 

B. TextBlob 

The TextBlob sentiment analyzer is a Python library for 
processing text data. It makes it possible to recognize the 
subjectivity and polarity expressed in natural language texts. 
Polarity analysis determines whether a subjective text is 
positive or negative in a range between [-1, 1], -1 indicating 
negative feelings and +1 positive feelings. 

C. Cleaning and Filtering 

To analyze the tweets reliably and correctly by our 
proposed system, we performed preprocessing on the dataset. 
The purpose of this preprocessing is to ensure that the tweets 
will be prepared in a formal language format that will be 
interpreted by the machine. Subsequently, we chose a dataset 
of 14,427 unique texts for the training and testing of our 
model. 
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D. Tokenisation 

Tokenization is a technique used to transform text into 
single words (unigram) (individual tokens) or combinations of 
successive words (n-gram).In our model, we have divided the 
texts into a series of individual tokens in order to use the 
Glove model. We have defined the sequence length that is 
equal to the number of time steps for the BiLSTM layer. 

E. Word Embedding 

Word embedding is a technique based on the linguistic 
theory founded by Zelling Harris. It is in great demand in the 
classification of documents [49] because it uses machine 
learning algorithms to represent textual data (words or 
sentences of a text) by vectors of real numbers. In our 
research, this representation facilitates and improves the 
performance of automatic language processing methods (or 
Natural Language Processing) and more particularly it 
simplifies the processing of Sentiment Analysis. 

To describe the words of our text by a numerical vector, 
there are several algorithms including Word2Vec and GloVe. 
We used the algorithm GloVe (Global Vectors for Word 
Representation) [50]. This choice is dictated by the nature of 
our proposed system. We used the calculated 100-dimensional 
GloVe integrations of 400,000 words. 

F. BiLSTMLayer 

When defining the BiLSTM layer, we tested several 
parameters and kept the ones that gave good results. The 
number of hidden units is set at 256 and the rmsprop optimizer 
is used, which compares favorably with other adaptive 
learning algorithms.The Table I summarizes all the hyper 
parameters of the chosen model. 

G. Training and Evaluation of the Model 

{BiLSTMetTextBlob} 

To train and evaluate our proposed system, we chose to 
use the US Airlines Twitter dataset [51]. This database is 
exemplary on the binary classification of text. It contains 
14449 unique texts. We have selected 7000 reviews in the 
train and 2000 in the test series of our BiLSTM and TextBlob 
models. 

The TextBlob model allows the calculation of polarity and 
subjectivity scores separately. We therefore used these two 
scores as features of a linear regression model to calculate an 
overall sentiment score. The two input models 
(BiLSTM,TaxtBlob) are then combined into a binary 
classification model. 

H. Model de Classification 

To improve and increase the performance of predictions on 
the sentiment conveyed by the input text, we propose a hybrid 
system consisting of two sentiment analysis models with a 
classification model. For this, we chose the BiLSTM model in 
the first place. This model is characterized by its ability to 
adapt to sequential data processing. In the second step, and to 
recognize the subjectivity and polarity expressed in the texts, 
we worked with the TextBlob sentiment analyzer. 

TABLE I. HYPER-PARAMETERS OF THE BILSTM MODEL 

Hyper-parameter value 

Bath_size 128 

Epochs 2 

Outout embedding dimension 100 

BiLstm layer internalunits 256 

Optimizer Rmsprop 

Loss Categorical_crossentropy 

With this proposal, we aim to have a good accuracy and a 
good F1 score that will be provided by our system compared 
to the BiLSM and TextBlob models applied separately on the 
same data. 

To have a general binary prediction (positive or negative) 
of the sentiment of the input text, the two inputs of our 
classifier (Fig. 1) are linked directly to the outputs of the 
BiLSTM and TextBlob models. It should be mentioned that 
the values of the entries of the classifier are continuous in an 
interval of [0,1]. 

We randomly chose 7000 reviews from our dataset. These 
data are different from the training set and test set data used 
for the BiLSTM and TextBlob models. To have the 
predictions calculated by the BiLSTM and TextBlob models, 
we provided this data as input to our global system. 
Subsequently, the output of the results are divided into two 
datasets, 75% for the train set and 25% for the test setof our 
binary classification model. In this work, we used six 
classifier algorithms namely: Logistic Regression (LR), k 
Nearest Neighbors (k-NN), Random Forest (RF), Support 
Vector Machine (SVM), K-Means and Naive Bayes (NB). 

Table II summarizes the chosen hyper parameters that were 
subsequently applied to our classification models. These hyper 
parameters are experimentally retained;we have taken those 
that have given the best possible evaluations for our dataset. 

TABLE II. HYPERMETERS APPLIED TO ALGORITHMS IMPLEMENTED IN 

CLASSIFICATION MODELS 

Algorithme hyperparameter Value 

Logistic 

Regression 

Inverse of 

regularization 
1 

K Nearest 

Neighbors 

strength 

Number of 

neighbors 

13 

Random Forest 

-Number of 

in the forest 

-Maximum 

depth of the 

tree 

18 

 

2 

Support vector 

Machine 
Kernel type rbf 

Naïve Bayes Function Gaussin 

K-Means n_clusters 3 
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IV. RESULTS 

A. Evaluation of our Proposed Model 

To demonstrate the performance improvement brought by 
the proposed architecture, we trained the whole model with 
the same set of tests that allowed us to evaluate separately the 
BiLSTM and TextBlob.Fig. 2 shows the implementation of six 
different algorithms in the Classifier model. 

TABLE III. PERFORMANCE METRICS DISPLAYED BY THE TWO INPUT 

MODELS ON THE TWITTER US AIRLINES SENTIMENTS 

Model  Recal  F1  Accuracy 

Bilstm  0.37  0.49  0.85 

TextBlob  0.36  0.37  0.87 

Table III shows that after training the BiLSTM model, its 
evaluation on the test data gave an accuracy score of 0.85 and 
an F1 score of 0.49 and with TextBlob we obtained an 
accuracy score of 0.87 and an F1 score of 0.34. 

Table IV summarizes the performance obtained. These 
results are obtained after training and evaluating our model 
which consists of six classification algorithms. 

TABLE IV. THE PERFORMANCE MEASURES OF OUR MODULE OBTAINED 

BY THE IMPLEMENTATION OF THE SIX CLASSIFICATION ALGORITHMS 

Algorithme  Recal F1  Accuracy 

Logistic Regression 
 

 

0.75 

 
0.72  0.89 

K Nearest Neighbors 
 

 
0.80 0.68  0.87 

K-Means 

 

 

 

0.84 
 

0.73 

 

 
0.89 

      

Random Forest  0.71 0.71 
 

 

0.89 

 

Naïve Bayes  0.88 0.64  
0.82 

 

      

Support vector Machine 
 

 

0.72 

 

 

0.71 

 

 

 
0.89 

 

 

Fig. 2. Accuracy of our Proposed Model. 

 

Fig. 3. Evaluation Metrics Results. 

Fig. 3 shows the evaluation scores obtained with our 
model. We obtained six scores which depend on the 
classification algorithm used. The experimental results 
showed that the scores of our system are better than those 
obtained with the two models BiLSTM and TexTBlob used 
separately. We note that the accuracy obtained with the 
BiLSTM (0.85) and TextBlob (0.87) models perform slightly 
better than the naive base algorithm (0.82). 

Remarkably, it can be seen that the other classifiers 
Support Vector Mchine, Logistic Regression, Random Forest 
and K-Means gave a significantly higher accuracy (0.89) 
compared to the accuracy obtained with the two BiLSTM and 
TextBlob models. It can also be seen that the logistic 
regression model also provides a better F1 score (0.72) which 
is 23% higher than the BiLSTM F1 score (0.49) and 38% 
higher than the TextBlob F1 score (0.34). 

With the exception of the results obtained by the Naive 
Bayes algorithm, it can be stated that our proposal improves 
the accuracy and F1 score results provided by the BiLSTM 
and TextBlob models used individually. 

V. DISCUSSION 

The experimental results obtained validate the usefulness 
of our proposed system. They also show the new 
performances in terms of accuracy and F1 score. Our proposed 
system, allowed us to have a 4% higher accuracy score and a 
24% higher F1 score using the k-Means algorithm. It can be 
said that the use of BiLSTM and TextBlob input models will 
be effective in studies interested in sentiment analysis 
provided that they are hybridized with regression algorithms. 

Moreover, most of the proposed models obtained better 
performances in terms of accuracy and F1 score (K-means, 
Logistic Regression, svm, Random Forest, K-nn respectively), 
except for the Naive-Baise model which obtained a slightly 
lower score in terms of accuracy (0.82) compared to the 
BiLSTM and Text Blob input models which have an accuracy 
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score of 0.85 and 0.87 respectively. The main reason could be 
that the Naive Bayes Classifier algorithm assumes the 
independence of the variables: This is a strong assumption and 
is violated in most real cases. Harry Zhang's publication [52] 
provides an explanation for this counter intuitive performance. 

VI. CONCLUSION 

Sentiment analysis of tweets remains an important 
technique to take advantage of the opinions and trends of the 
public around several events, in order to classify them 
according to polarity. However, categorizing the polarity of 
Twitter messages remains a difficult task for a number of 
reasons, including the speed at which messages are generated, 
the large number of messages generated on a particular topic, 
the short duration of those messages, and the familiarity of 
messages. To overcome these problems, this paper introduced 
a hybrid sentiment analysis model based on a BiTSM network 
and TextBolb. The TextBlob model allows the polarity and 
subjectivity scores to be calculated separately. We therefore 
used these two scores as features of a linear regression model 
to calculate an overall sentiment score. The two input models 
(BiLstm,TaxtBlob) are then combined into a binary 
classification model. For the attainment of this, we have 
implemented the following algorithms: Logistic Regression, 
k-Nearest Neighbors, Random Forest, Support Vector 
Machine, K-means and Naive Bayes. Then, both models were 
trained on a limited amount of data from the twitter US 
airlines data set. 

 The results of our experiments showed that the proposed 
hybrid system shows better performance in terms of accuracy 
and F1 score, compared to the input models considered in this 
study (BiLstm and TextBlob). This is mainly due to the 
different mechanisms implemented in each model. The 
mutualization of these mechanisms via our hybrid architecture 
was able to increase the performance demonstrated by the 
calculated metrics. 

It should be noted that due to its bidirectional nature, the 
implementation of BiLSTM neural networks generates an 
overhead in terms of computational power and consequently, 
on the processing time, in this case with respect to long texts. 
For this reason, we recommend the use of the model proposed 
in this study to capture feelings in short texts such as tweets. 
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Abstract—This paper evaluates timber defect classification 

performance across four various Local Binary Patterns (LBP). 

The light and heavy timber used in the study are Rubberwood, 

KSK, Merbau, and Meranti, and eight natural timber defects 

involved; bark pocket, blue stain, borer holes, brown stain, knot, 

rot, split, and wane. A series of LBP feature sets were created by 

employing the Basic LBP, Rotation Invariant LBP, Uniform LBP, 

and Rotation Invariant Uniform LBP in a phase of feature 

extraction procedures. Several common classifiers were used to 

further separate the timber defect classes, which are Artificial 

Neural Network (ANN), J48 Decision Tree (J48), and K-Nearest 

Neighbor (KNN). Uniform LBP with ANN classifier provides the 

best performance at 63.4%, superior to all other LBP types. 

Features from Merbau provide the greatest F-measure when 

comparing the performance of the ANN classifier with Uniform 

LBP across timber fault classes and clean wood, surpassing other 

feature sets. 

Keywords—Automated visual inspection; local binary pattern; 

timber defect classification; texture feature; feature extraction 

I. INTRODUCTION 

Malaysia is known for its biological diversity concerning 
forests and marine environments, making it a megadiverse 
country. Since 2017, the timber sector has substantially 
influenced the gross domestic product (GDP). It contributed 
around RM 759 million to the total foreign investment. It is 
expected to expand by 65 per cent (RM 491.7 million), 
augmented by the domestic investment of around RM 267.3 
million (35 per cent) annually by 2020 [1]. The amount and 
distribution of naturally occurring timber flaws have worried 
timber experts; hence, an appropriate detection method is a 
crucial examination procedure in the timber industry of 
Malaysia [2-3]. 

However, due to its susceptibility and the possibility of 
human mistakes, manual visual defect evaluation is not only 
acknowledged as being inaccurate in the timber industry but is 
also physically demanding. Acute headaches and eye fatigue 
are connected to strenuous labour [3–5]. The results of the 
detecting procedure have a significant impact on the quality of 
timber products [6]. Overlooked or defective products could 
negatively influence the industry, jeopardizing safety and 
causing revenue loss due to the inability to address failure or 
liability claims. As a result, product quality control is critical to 
prevent manufacturing mistakes and defects before products 
reach the shipping stage. 

The Automated Visual Inspection (AVI) method includes 
automated image capture, enhancement, segmentation, feature 
extraction, and categorization. AVI is a completely automated 
extraction and categorization procedure that would enhance the 
inspection process and lower labour expenditures [7–9]. 

This research aims to classify timber faults using a pattern 
recognition technique contributing to AVI, emphasizing the 
feature extraction stage. Several studies have used Local Binary 
Pattern (LBP) to detect timber flaws [10]. LBP can accurately 
recognize and detect timber defects [11–14]. The technique was 
considered superior for feature extraction to other techniques 
based on the research [15]. 

LBP is still an area of active research in different domains. 
More recently, extended the methods using LBP to extract 
features from new finger vein images to improve the 
recognition performance system [16], spatiotemporal data 
fusion for producing time-series satellite images for real-world 
applications [17], and new blood cell classification using a 
hybrid learning model based on blood cell image identification 
[18]. 

Similar work has also been pursued, which utilizes the 
multiple feature fusion method for video emotion recognition 
[19]. Each keyframe belonging to real-world video sequences 
is processed to extract features using Uniform LBP and the 
scale-invariant feature identification. Conceptually similar 
work was performed that used LBP for extracting seven types 
of wheat texture features in East Azerbaijan Province to 
accelerate the seed supply for cultivation in seed supply centres 
[20]. 

The recent literature proposes several techniques related to 
LBP. Recent work used pseudo-visual search and the histogram 
of oriented gradients (HOG)–LBP feature fusion for intelligent 
vehicle detection in severe weather [21]. In addition, to 
completing local quartet patterns, a new version of LBP plays a 
crucial role in fabric textile quality-control systems [22]. 
Moreover, edge-aware filtering and improved LBP (EF-ALBP) 
is a robust edge extraction method for medical images having 
redundant noise, blurred details, and low contrast [23]. 

This study aims to recognize the general challenges 
concerning the automated visual inspection of timber. The 
focus was on the feature extraction approach and evaluating the 
timber defect classification performance across LBP variants. 
Firstly, we focused on constructing rotation-invariant uniform 
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feature representation of timber defects based on statistical 
texture features using a variation of LBP (Rotation Invariant 
Uniform LBP, Rotation Invariant LBP, Uniform LBP, and 
Basic LBP). The timber defect images dataset, labelled and 
validated by industry experts [3], was used here. The dataset 
represented several species of Malaysian hardwood, namely 
Rubberwood, KSK, Meranti and Merbau. Sixteen feature sets 
were produced and tested in the next phase. Subsequently, we 
evaluated timber defect class discrimination based on sixteen 
proposed texture feature sets using classification accuracy 
measures. The performance of the suggested feature set was 
confirmed by evaluating classification accuracy metrics with 
the help of common classifiers (ANN, KNN, and J48). 

Finally, we compared the performance of the proposed 
feature sets across timber defects. Due to the superior 
performance of the ANN classifier in earlier studies compared 
to other classifiers, we chose to use it. We also used Uniform 
LBP because of its high classification accuracy than other LBP 
types. Extensive analysis revealed that all timber species 
displayed respectable classification accuracy, demonstrating 
the value of the suggested criteria in class distinction. The 
discriminating performance of the suggested feature sets across 
all classes highlighted the possibility of defect detection 
applications for future research, even though the study focused 
on identifying defects over clean wood. 

II. MATERIALS AND METHODS 

A. Approach Overview 

This study used the timber defect dataset from the UTeM 
database [3]. Nine different types of timber defects, including 
clear wood as shown in Table I, were extracted from 3600 
timber defect images (900 samples for each timber species, 100 
samples for each timber defect) on several timber species. The 
dataset for timber defects includes 630 training pictures of clean 
wood and eight types of natural timber defects. Specimens of 
light timber, such as Rubberwood, while Meranti, KSK, and 
Merbau from heavy timbers are from several secondary timber 
product industries in Melaka, Malaysia, were used to augment 
the timber defect dataset. Sample collection was limited by the 
availability of the timber species based on end-products 
manufactured by the factories commonly used by different 
timber industries in Malaysia [3]. 

Ungraded, dressed, dried, and dirt-free sawn timbers used 
in rough milling were considered for this study. The collected 
timber samples had a 45-70 mm width, 100-150 mm length, and 
18-22 mm thickness. The eight natural timber defects are wane, 
split, rot, knot, brown stain, borer holes, blue stain and bark 
pocket. Table II depicts the details of the timber defect image 
settings used for this research. 

Fig. 1 illustrates extracting the statistical texture features 
based on LBP variants. First, timber defect images were 
converted to greyscale (tone-independent). Then, (1) is used for 
parameter setting: radius and the sampling point. All steps are 
to derive the rotation-invariant uniform formulation based on 
LBP variations. The LBP was performed by applying pixel 
labelling using an LBP thresholding formulation. The 
formulation uses a single parameter setting; sampling point, 
sp=8 and radius, R=1. Then, extracting statistical texture 

features from an LBP variation for the four timber species. In 
phase one, sixteen feature sets have been produced and 
calculated using (1) to (9). 

B. Feature Extraction 

1) Basic local binary pattern: basic lbp produces 256 

values. The LBP code for each basic LBP pixel must be 

determined. The pixel is labelled using decimal numbers by 

encoding the local structure around each pixel. For example, by 

deducting the value of the centre pixel, each pixel in a 3 × 3 

neighbourhood is compared to its eight neighbours; if the result 

is positive, value 1 is used. In contrast, negative results generate 

0. The process outputs 8-bit integers by arranging each bit 

clockwise, starting from the top-left to obtain eight different 

binary patterns. The mathematical expression of the LBP is 

specified in (1). 

𝐿𝐵𝑃𝑃,𝑅(𝑥𝑐 , 𝑦𝑐) = ∑ 𝑠(𝑔𝑖 − 𝑔𝑐)2𝑖𝑃−1
𝑖=0             (1) 

TABLE I. TIMBER DEFECT CLASSES [3] 

 

 
 

 

 

Knot Split 

 

 
 

 

 

Blue Stain Brown Stain 

 

 
 

 

 

Bark Pocket Borer holes 

 

 
 

 

 

Rot Wane 

TABLE II. TIMBER DEFECT IMAGE SETTINGS [3] 

Sensor used Optical sensor 

Optical imaging device Area scan cameras 

Image setting 

1024 by 768 pixels (300dpi) 

24-bit depth and 256 intensity levels for the 

red, green and blue channel 

Sub-image setting 60 x 60 pixels 
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Fig. 1. Process of Extracting Statistical Texture Features based on LBP 

Variants. 

The notation (P, R) designates P sampling points on a circle 
of radius R; (𝑥𝑐 , 𝑦𝑐) designates the centre of a pixel, 𝑔𝑐 
represents the grey value of the centre pixel; and 𝑔𝑖 (i=0,1,…,P-
1) designates the grey value of the P sampling points next to it. 
Signed differences 𝑔𝑖 − 𝑔𝑐 are interpreted as P-bit binary 

numbers, producing 2𝑖 distinct values. The thresholding 
function s(x) is defined in (2): 

𝑠(𝑥) = {
1 𝑖𝑓 𝑥 ≥ 0
0 𝑖𝑓 𝑥 < 0

              (2) 

2) Rotation invariant local binary pattern: Rotation 

invariant LBP is used to analyze and compute the value of the 

rotated picture [24]. The 𝑔𝑖 grey values along the perimeter of 

the circle around 𝑔𝑐 vary when the image is rotated. The binary 

pattern rotates in a clockwise direction, resulting in various 

LBP values. As a result, the lowest value of the binary pattern 

generated from the direction of maximal rotation is chosen for 

computation. Similarly, for cluster-like patterns, the rotation 

invariant LBP with the lowest value of the circular bitwise 

clockwise direction of the x bit sequence by 𝑖 steps or the 

𝑅𝑂𝑅(𝑥, 𝑖) can thus be recognize as: 

𝐿𝐵𝑃𝑃,𝑅
𝑟𝑖 = min{𝑅𝑂𝑅(𝐿𝐵𝑃𝑃,𝑅 , 𝑖) | 𝑖 = 0,1, … , 𝑃 − 1}           (3) 

Rotation invariant LBP can generate 36 different patterns. 

3) Uniform local binary pattern: Since circular rotation bit 

patterns with 0-1 or 1-0 transitions are used to determine the 

LBP uniformity [25], uniformity can be identified from the two 

transitions comprising a single binary pattern. On the other 

hand, if the transitions exceed this count, i.e., if the binary 

pattern comprises more than two transitions, it does not belong 

to the uniform LBP category. Uniform LBP can be seen in 

patterns 000000002 (0 transition) and 000010002 (2 

transitions) and each uniform pattern has a separate output 

label. Transition count calculation can be obtained using (4): 

𝑈(𝐿𝐵𝑃𝑃,𝑅) = | 𝑠(𝑔𝑃−1 − 𝑔𝑐) − 𝑠(𝑔0 − 𝑔𝑐) | + ∑ | 𝑠(𝑔𝑖 −𝑃−1
𝑖=1

𝑔𝑐) − 𝑠(𝑔𝑖−1 − 𝑔𝑐) |              (4) 

There are 𝑃(𝑃 − 1) + 3 different P-bit output labels; eight 
sampling points produce 59 labels, where 58 are uniform and 1 
is non-uniform. 

4) Rotation invariant uniform local binary pattern: The 

superscript 𝑟𝑖𝑢2, which donates the maximum uniform value of 

two, is used by the rotation-invariant uniform patterns, as stated 

in (5). By definition, 𝑃 + 1 occurs in a circular symmetric 

neighbour set of P pixels in uniform binary patterns. The above 

equation determined 27 non-uniform patterns and 9 uniform 

patterns. The mapping of 8-bit binary numbers from 𝐿𝐵𝑃8 to 

𝐿𝐵𝑃8
𝑟𝑖𝑢2

 comprises 10 unique outputs than a 256-element 

lookup table: 

𝐿𝐵𝑃𝑃,𝑅
𝑟𝑖𝑢2

= {
∑ 𝑠(𝑔𝑖 − 𝑔𝑐)𝑃−1

𝑖=0   𝑖𝑓 𝑈(𝐿𝐵𝑃𝑃,𝑅) ≤ 2

𝑃 + 1     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
          (5) 

C. Evaluation of Detection Performance 

1) Precision, recall, f-measure, and classification 

accuracy: Precision and recall are conventional and appropriate 

assessment metrics to evaluate the performance of content-

based image retrieval. Precision and recall are calculated using 

positive and negative system replies for every query. [26]. In 

this study, clear wood images accounted for a significant part 

of the dataset than timber defect samples. It is typical in the 

secondary timber industry. 

Equation (6) shows precision is the ratio of actual timber 
defects to the total number of detected ones. Precision, 
sometimes referred to as positive predictive value, results from 
the retrieval system's true positive and false positive images. A 
recall is the ratio of the total number of real defects in the timber 
to the total number of actual defects in timber, as defined in (7). 
The recall is a function of the true-positive and false-negative 
images in the retrieval system [27]. The F-Measure in each 
class is a composite measure of precision and recall, as shown 
in (8). 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑃 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑑𝑒𝑓𝑒𝑐𝑡𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑓𝑒𝑐𝑡𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑
 

=
𝑡𝑟𝑢𝑒 𝑑𝑒𝑓𝑒𝑐𝑡𝑠

𝑡𝑟𝑢𝑒 𝑑𝑒𝑓𝑒𝑐𝑡𝑠+𝑓𝑎𝑙𝑠𝑒 𝑑𝑒𝑓𝑒𝑐𝑡𝑠
              (6) 

𝑟𝑒𝑐𝑎𝑙𝑙, 𝑅 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑑𝑒𝑓𝑒𝑐𝑡𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑐𝑡𝑢𝑎𝑙 𝑑𝑒𝑓𝑒𝑐𝑡𝑠
 

=
𝑡𝑟𝑢𝑒 𝑑𝑒𝑓𝑒𝑐𝑡𝑠

𝑡𝑟𝑢𝑒 𝑑𝑒𝑓𝑒𝑐𝑡𝑠+𝑓𝑎𝑙𝑠𝑒 𝑐𝑙𝑒𝑎𝑟 𝑤𝑜𝑜𝑑
             (7) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒, 𝐹 = 2 
𝑃𝑅

𝑃+𝑅
              (8) 

The experiment aims to improve experiment accuracy, 
typically measured using classification accuracy [28]. 
Classification algorithms are assessed using classification 
accuracy [29], as defined in (9). 

Convert images

• Convert 3600 wood defect images to greyscale
images

Parameter Setting

• radius, R=1

• sampling point, sp=8

Extract Statistical Features

• 16 statistical feature sets

• Basic LBP - 256 features

• Rotation Invariant LBP - 36 features

• Uniform LBP - 59 features

• Rotation Invariant Uniform LBP - 10 features
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𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
. 100%            (9) 

III. RESULTS AND DISCUSSION 

A. Classification Performance across LBP Variants 

For a more in-depth understanding of the applicability of 
various characteristics across each LBP variation, the best 
classification performance is compared to other classifiers for 
that version. Table III shows the F-measure for each feature set. 
By integrating precision and recall values, the F-measure 
benchmark evaluates picture segmentation and classification 
accuracy. Comparing the ANN classifier to the KNN and J48 
classifiers produces good results. 

Fig. 2 shows the mean or average percentage classification 
accuracy of the standard classifier across all LBP variants. 
Basic LBP has a 48.42% classification accuracy, while Rotation 
Invariant LBP is 48.7% accurate. Moreover, Uniform LBP has 
56.8% accuracy values, while Rotation Invariant Uniform LBP 
has 52% accuracy values. 

B. Classification Performance across Timber Defects 

The ANN classifier delivered the best classification 
performance, as we previously concluded. Performance 
assessment continues by evaluating the ANN classifier and 
Uniform LBP across timber defect classes and clear wood. 
Since Basic, Rotation Invariant, and Rotation Invariant 
Uniform LBP datasets previously showed low classification 
performance, we will now look at the classification details of a 
well-performed Uniform LBP dataset only. 

Fig. 3 illustrates the F-measure calculation for timber defect 
classes. Bark pocket, split, and borer hole classes show the 
lowest F-measure across all classes, achieving less than 0.63 F-
value. Meanwhile, the top three F-measures across timber 
defect classes are wane, clear wood, and rot. The attributes of 
the Rubberwood dataset are the most effective in classifying 

rot, wane, and brown stain. In contrast, the split was best ranked 
for the KSK dataset. 

TABLE III. CLASSIFIERS COMPARISON WITH F-MEASURE OF LBP 

VARIANTS 

Class F-measure Classifier 

Basic LBP 

0.553 ANN 

0.487 KNN 

0.413 J48 

Rotation Invariant LBP 

0.515 ANN 

0.502 KNN 

0.444 J48 

Uniform LBP 

0.634 ANN 

0.629 KNN 

0.441 J48 

Rotation Invariant Uniform LBP 

0.527 ANN 

0.536 KNN 

0.497 J48 

 

Fig. 2. The Mean or Average Percentage Classification Accuracy of the 

Standard Classifier Across all LBP Variants (RI LBP = Rotation Invariant 
LBP, U LBP = Uniform LBP, RIU LBP = Rotation Invariant Uniform LBP). 

 
(BS-Blue Stain, BR-Brown Stain, CL-Clear Wood, HL-Borer Holes, KN-Knot, PC-Bark Pocket, RT-Rot, SP-Split, WN-Wane) 

Fig. 3. F-measure for Each Timber Defect Class, Including Clear Wood, Calculated using ANN Classifier and Uniform LBP. 
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Similarly, the characteristics of Merbau were the best in 
classifying blue stain, clear wood, borer holes, knot, and bark 
pocket. Merbau features provide the best F-measure when 
considering generalised differences among timber defect 
classes, beating other feature sets. 

IV. CONCLUSION 

The paper presented the evaluation of timber defect 
classification performance across LBP variants. The 
experiment highlights the average percentage classification 
accuracy for all LBP variants. Comparing all LBP types, 
uniform LBP with ANN classifier offers the greatest 
performance at 63.4%. By analyzing the performance of the 
ANN classifier with Uniform LBP across timber defect classes 
and clear wood, features from Merbau species give the best F-
measure, outperforming other feature sets from other timber 
species. In line with the findings of this paper, it demonstrates 
that Merbau-derived traits were most effective for classifying 
blue stains, clear wood, borer holes, knots, and bark pockets. 
Moreover, brown stain, split, wane and rot show the lowest F-
measure. In this research, statistical texture based on variations 
of LBP to represent wood surface characteristics was 
employed. Other texture feature extraction techniques could be 
explored to further improve the feature representation and for 
better discrimination capabilities between wood defects and 
clear wood. Other researchers working on certain timber defect 
classes focusing on applications will find this discovery useful. 
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Abstract—The modern internet era has several advantages 

and disadvantages, including the advent of immoral Internet 

conduct in addition to better, quicker, and increased working 

capacity in less time. Even though the area of study on unethical 

Internet activity has advanced, systematic literature reviews 

from a comprehensive perspective on unethical Internet 

behaviour among university students are still lacking. As a result, 

this systematic literature will provide theoretical foundation that 

address the following research questions: RQ1-How are 

unethical Internet behaviours among university students 

classified; RQ2-What are the various theoretical lenses that are 

used in unethical Internet behaviour research; RQ3-What 

demographic and risk factors are involved in unethical Internet 

behaviour research; and RQ4-What are the challenges and 

research opportunities for unethical Internet behaviour research 

within university settings? To respond to a formulated set of 

research questions, a total of 64 publications that were published 

between 2010 and 2020 underwent a systematic review. The 

study illustrates how university students’ unethical Internet 

activity is categorised. This study offers a comprehensive grasp of 

the factors that affect unethical Internet behaviour and an 

overview of the theories that have been utilised to explain and 

forecast unethical Internet behaviours in this sector. This study 

discusses literature gaps for future research to contribute to 

human ethical behavioural studies. 

Keywords—Systematic literature review; unethical Internet 

behavior; university student; Internet; ethics 

I. INTRODUCTION 

The academic environment has made extensive use of the 
Internet as a component of the processes and instruments of 
learning in both internal and external classroom contexts. 
However, according to Baum in [1], its usage was motivated 
by a lack of ethical awareness and education and a lack of 
regulations governing its use for teaching, learning, and 
research. Irresponsible exploitation of this essential resource 
poses a significant threat to the technological community and 
society. Following the definition set by Jones (1991), ethical 
behaviours can be defined as legal behaviours that are morally 
acceptable in the society in which they occur, and unethical 
behaviours is defined as unlawful actions that are not morally 
acceptable [2]. Based on definition set by Adenisa in [3], 
unethical behavior deviates from what is regarded ethically 

correct or appropriate for a person, a profession, or an 
industry. On the other side, ethical action entails doing the 
right thing, and unethical behavior entails doing the opposite. 
Ethics in the context of the Internet refers to how people 
interact with technology and the potential outcomes of those 
interactions [4]. The Internet can give rise to a plethora of new 
types of abnormal conduct, some of which are radically new, 
and others are technologically updated versions of 
longstanding ethical implications. The Internet Activities 
Board (IAB) code of ethics is outlined in an RFC document. 
RFC 1087, Ethics and the Internet, was issued in 1987 to offer 
a policy for Internet-related ethical behaviour [5]. Based on 
the IAB, the following actions would constitute unethical 
behaviour if they were committed intentionally [5]: 

1) Attempts to access Internet resources without 

authorization. 

2) Disrupts the Internet’s intended usage. 

3) Wasting resources (people, capacity, and computers). 

4) Destroys the integrity of computer-based information 

by such acts. 

5) Interferes with consumers’ privacy. 

Ming et al. (2015) conducted a systematic literature review 
(SLR) on computer ethical issues. The article presents the 
review methodology employed, the subject under 
consideration, and the key findings [6]. The SLR extracted 
forty studies that focused mainly on software piracy, computer 
piracy, the PAPA (Privacy, Accuracy, Property, and 
Accessibility) framework, and other general concerns. The 
main difference of this SLR is that the SLR conducted by [6] 
focuses on categories of computer ethics among students and 
professionals, whereas our SLR concentrate on the 
categorisation of unethical Internet behaviours in high 
education settings as well as the demographic and risk factors 
related to each of the categories. 

In 2017, Vossen et al. conducted an SLR to identify 
descriptors for unprofessional behaviours among medical 
students. The SLR is intended to investigate, analyse, organize 
and report the findings of research on the unprofessional 
behaviour of medical students as observed by stakeholders or 
acknowledged by students themselves [7]. The literature 
review focuses on qualitative research to develop themes and 
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summary descriptors for unprofessional behaviours. On 
contrary, our SLR focus on unethical behaviour in the cyber 
environment. 

Finally, Costa et al. (2021) did an SLR which focused on 
the methodology for the scientific production of netiquette 
research, such as country, date, objectives, methodological 
design, key factors, sample information, and measurement 
methods [8]. Their meta-analysis reveals the need to change 
the theoretical framework and evaluate empirical hypotheses 
whose samples are supported by participants such as students 
and others. However, our SLR is centralised on the outcome 
of unethical Internet behaviour research. 

To our best knowledge, not many systematic literature 
reviews have been conducted on unethical Internet behaviour. 
This paper presents the results of a systematic literature 
review (SLR) by categorising the data into a taxonomy that 
can be used to comprehend the current state of the art of 
unethical Internet behaviour in higher education. Therefore, 
the contributions of this SLR are as follows: 

1) The classification of unethical Internet behaviours. 

Additionally, based on the literature on unethical Internet 

behaviours, this review provides an appropriate definition for 

each category. 

2) The presentation of theories that have been utilised in 

previous research on unethical Internet behaviours. 

3) The identification of demographic and risk factors that 

are associated with unethical Internet behaviours 

4) The investigation on the challenges and research 

opportunities for unethical Internet behaviour in high 

education settings. 

II. REVIEW METHOD 

A. Introduction 

This section describes the approach for conducting a 
systematic review of Internet behaviour among Malaysian 
university students. Literature reviews are a kind of secondary 
research that helps form primary research results [9], [10] 
explicit methodology. The Cochrane Collaboration stated that 
a systematic review attempts to assemble all evidence that 
meets pre-specified eligibility criteria to address a specific 
research question [11]. It employs specific, systematic 
processes that are carefully chosen to avoid bias, resulting in 
accurate data from which conclusions and judgments may be 
taken. Kitchenham and Charters (2007) defined a systematic 
review as a process of discovering, analysing, and interpreting 
all available studies that are relevant to a specific research 
question [10]. 

The review methodology in this paper is based on the 
standards set by Kitchenham and Charters (2007). According 
to Kitchenham and Charters (2007), a systematic review of the 
literature is divided into three phases: planning, conducting, 
and reporting. The preparation phase of systematic reviews 
begins with establishing a protocol that will govern the 
review’s conduct. A review protocol details the procedures 
that will be followed to conduct a systematic review. 

A pre-defined protocol is essential to eliminate the risk of 
researcher bias [3]. The review protocol is based on Khan et 
al. (2003) five-step process for performing a systematic 
review, as shown in Fig. 1. 

B. Framing Research Questions for the Review 

The PICO (population, intervention, control, and outcome) 
format is a well-known technique for structuring a research 
question. Petticrew and Roberts (2008); and Kitchenham and 
Charters (2007) suggest using the PICO format with an 
additional element: Context. This element refers to the setting 
in which the intervention is administered or to the participants 
in the study [10], [12]. 

Table I shows the research questions’ Population, 
Intervention, Comparison, Outcomes, and Context (PICOC) 
structure. This systematic literature review included all 
empirical studies investigating unethical Internet behavior 
within a higher education setting, regardless of whether the 
setting has formal or non-formal cyberethics awareness 
activities. Therefore, this review did not include any specific 
comparison in the PICOC structure. 

In general, the primary purpose of this systematic literature 
review is to obtain knowledge on the evidence of Internet 
ethics issues and awareness among university students. 
Therefore, in order to have this knowledge in the current 
investigation, the defined the following research questions 
(RQ): 

RQ1 What are the categorizations of unethical Internet 
behaviour among university students? 

RQ2 What are the different theoretical lenses that are used 
in unethical Internet behaviour research? 

RQ3 Which demographic and risk factors are involved in 
unethical Internet behaviour research? 

RQ4 What are the challenges and research opportunities 
for the unethical Internet behavior research within university 
setting? 

C. Identifying Relevant Works 

After identifying the research questions, the subsequent 
step is to specify the search strategy and search string. The 
search process’s main objective is to discover relevant articles 
that discuss unethical Internet behaviour in higher education 
settings. The search strategy included an automated search of 
digital libraries via a search string constructed from the 
PICOC structure in Table I. 

TABLE I. SUMMARY OF PICOC FOR THIS STUDY 

Population Undergraduate students 

Intervention Awareness in cyberethics 

Comparison None 

Outcome Unethical Internet behaviour 

Context 
Any empirical studies on unethical Internet behavior 

within a higher education setting 
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Fig. 1. Systematic Literature Review Methodology for this Study. 

1) Identify search string: Various keywords have been 

established with the intent of specifying database search 

strings and inclusion and exclusion criteria. The search strings 

were defined by considering the question items’ synonyms 

and other spellings and connecting them with "and" and "or." 

Following the PICOC structure, the most relevant and 

applicable terms were selected for the study area. As a result, 

the following search terms were chosen: “undergraduate”, 

“awareness”, “unethical Internet”. To examine the inclusion of 

the review’s findings, the outcomes of the initial examination 

were used as a pilot and passed several phases before 

specifying the query. Since some of the investigations in the 

review were not obtained by the first query, the query string 

was modified and included some more keywords. The 

keywords that were added to the search string are as follows: 

“university student”, “university”, “Internet ethics”, “cyber”, 

“computer”, “ethics”, “problematic Internet”. The whole 

search phrase used to do the literature search was as follows: 

(Undergraduate OR "university student" OR university) 
AND {[awareness AND (ethic* OR “internet ethics”)] OR 
("unethical internet" OR "problematic internet" OR “internet 
ethics”)}. 

2) Identifying the sources and selection of studies: The 

title and abstract of each publication were examined for 

keywords to get as many relevant articles as feasible. A total 

of ten digital databases were used in the primary search 

process: ACM Digital Library, Dimensions, EBSCOhost, 

Emerald, IEEEXplore, ISI Web of Science, Sage Full Text 

Collections, Science-Direct, Scopus and SpringerLink. 

A systematic literature search was conducted on chosen 
databases using the search phrase provided above; yielding 
4651 studies as a result of the initial search (refer to Table II). 
In the next step, all remaining articles’ inclusion and exclusion 
criteria were applied before any duplicate papers were 
removed. 

Inclusion criteria: 

• Articles from year 2010 - 2020 

• Articles must be published in a journal or a conference 
proceeding 

• Articles published must be in university setting 

• Articles must be within the area/domain of computer 
science, engineering, social engineering, social 
sciences, education, and information science. 

Exclusion criteria: 

• Articles related to law, policy, and regulations 

• Articles related to psychological domain 

• Articles related to internet ethics subject and training. 

TABLE II. THE RESULTS OF THE SELECTION PROCESS 

Online Databases Initial Results Selected Studies 

ACM Digital Library 452 - 

Dimensions.ai 50 20 

EBSCOhost 1789 - 

Emerald 20 - 

IEEEXplore 238 4 

ISI Web of Science 42 1 

Sage Full Text 

Collections 
22 - 

Science-Direct 804 10 

Scopus 739 5 

SpringerLink 495 24 

TOTAL 4651 64 
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The complete texts and abstracts of the selected articles 
were evaluated to guarantee that only publications that had 
been thoroughly investigated were included in the study at the 
same time. For each selected article, a set of criteria is used to 
evaluate its quality and determine the relevance of the results 
and interpretations from the main study. As shown in Fig. 1, 
the filtered result yielded 128 articles after the initial results 
were filtered according to inclusion and exclusion criteria, and 
duplicate articles were removed. 

3) Quality Assessment: In accordance with the 

methodology [10], [13] suggested, this paragraph describes 

the quality assessment procedure used to determine the quality 

of each item chosen. The quality of each article included in 

this research is critical to ensure that high-quality SLR studies 

on unethical Internet behaviour are made accessible and to 

avoid bias in terms of the quality of previously published 

studies. A set of quality checklists is used for each selected 

article to evaluate its quality. The checklists also determine the 

relevance of the results and interpretations from the main 

study. When developing the quality checklist for the review, 

some of the questions presented in the literature were reused 

[10], [12], [14]. 

TABLE III. QUALITY ASSESSMENT CHECKLIST 

ASSESSMENT DETAILS 

Was the article 

refereed? 
- 

Were the aim of the 

study clearly stated? 
- 

Were data collections 

carried out very well? 

Quantitative: 

The paper explain the questionnaire design 

procedure (mention the source of existing scale or 

explaining design procedure for new questionnaire). 

Qualitative: 

The paper explain the design of data collection 

tool (structured/unstructured question for interview 

or focus group, observation, diary, journal). 

Sampling: The paper mention the number of 

respondents/participant. 

Duration (Longitudal study/ Qualitative study): 

The paper mention the recruitment or data collection 

time frame. For example: 3 weeks, from January to 

March 

Were the approach to 

and formulation of 

the analysis well 

conveyed? 

Quantitative: Minimum of descriptive statistics 

(mean or median)  

Qualitative: Include participant’s quotation or 

excerpt from data collection tools. 

Were the findings 

credible? 
The paper must be methodologically explained. 

 

The paper must provide assessment validity 

Quantitative: 

If the questionnaire is newly developed (not from 

existing scale), the paper must include validity test 

(content validity or expert review/construct validity), 

EFA(Exploratory Factor Analysis), CFA 

(confirmatory factor analysis) 

Qualitative: 

Provide triangulation/expert validation 

From the filtered results (refer to Fig. 1, each of these 
studies was screened according to the quality assessment 
checklist (refer to Table III). Full articles were utilised when 
titles and abstracts were insufficient to determine a paper’s 
relevance. The scoring method for the quality assessment was 
either good, fair, bad, or unknown (i.e. no information was 
supplied). Anawar oversaw the quality assessment process. 
Each of the researchers assessed articles from at least two 
databases. Eventually, 64 articles were chosen as the final 
study for the systematic survey (refer to Table II). 

III. RESULTS AND DISCUSSION 

A. Introduction 

The search results are generated using the search strings 
supplied in Section II. The present SLR synthesised a total of 
64 main studies (refer to Appendix A: List of the Included 
Studies). This number was determined following a thorough 
assessment of the publications included in the current 
investigation. Notably, the writers focused on research that 
matched the criteria for inclusion outlined in Section II. The 
distribution of selected studies according to the digital 
libraries is shown in Fig. 2. Fig. 3 shows the distribution of all 
studies from 2010 to 2020. 

B. RQ1 - Categorization of Unethical Internet Behavior 

For the first research question, the context of the studies 
specifically focus on certain behaviors was identified in 
Table IV. 

The SLR identified 11 papers studied in cyberbullying, 
seven articles on cyberslacking, and only one evidence was 
found in online trolling, catfish, risky online posting and cyber 
dating abuse. 

Cyber slacking is defined as using the Internet and digital 
technology during scheduled class time for non-class related 
purposes [15]. Cyber slacking can be divided into in-class 
(slacking during class) and out-of-class (outside of class) [S1], 
[16]. From Table IV, seven papers discussed cyberslacking; 
five studies focus on in-class cyberslacking [S1], [S3], [S5]–
[S7] and three studies on out-of-class cyberslacking [S2], [S4], 
[S7]. 

 

Fig. 2. Number of Publications based on Databases. 
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Fig. 3. Distribution of Studies based on Year of Publication. 

TABLE IV. TYPE OF UNETHICAL INTERNET BEHAVIOUR STUDIES 

CONDUCTED FOR STUDENTS IN HIGHER EDUCATION SETTINGS 

Unethical Internet 

Behaviour 
Sources 

Total 

Studies 

Cyberslacking [S1], [S2], [S3], [S4], [S5], [S6], [S7] 7 

Cyberbullying 
[S8], [S9], [S10], [S11], [S12], [S13], 

[S14], [S15], [S16], [S17], [S18] 
11 

Risky Online Posting [S19] 1 

Cyber Dating Abuse [S20] 1 

Online Trolling [S21] 1 

Catfish [S22] 1 

Digital Piracy 
[S23], [S24], [S25], [S26], [S27], [S28], 

[S29], [S30], [S31], [S32] 
9 

Plagiarism 

[S27], [S30], [S33], [S34], [S35], [S36], 

[S37], [S38], [S39], [S40], [S41], [S31], 

[S32], [S42], [S43], [S44], [S45], [S46], 

[S47], [S48], [S49], [S50], [S51], [S52], 

[S53], [S54], [S55] 

24 

Fabrication 
[S37], [S40], [S31], [S42], [S44], [S46], 

[S56], [S55] 
8 

Cheating 

[S34], [S35], [S37], [S39], [S40], [S31], 

[S32], [S42], [S57], [S43], [S44], [S46], 

[S58], [S49], [S51], [S56], [S52], [S59], 

[S55] 

18 

Collusion 
[S34], [S35], [S39], [S40], [S31], [S42], 

[S44], [S46], [S49], [S56], [S55] 
11 

Online Sexual 

Activity (OSA) 
[S60], [S61], [S62], [S63] 4 

Online Gambling [S64] 1 

Cyberbullying refers to the use of electronic forms by a 
group or individuals to act aggressively, repeatedly and over 
time against a victim(s) who cannot easily defend him or 
herself or themselves [17] [S10]. Whereas, Charmaraman et 
al. (2018) defined it as “the use of information and 
communications technology to intimidate, harass, victimize, 
or bully an individual or a group of individuals” [18] [S18]. 

Online trolling is defined as “an action of using Internet by 
a user using a deceptive identity of sincerely wishing to be 
part of the group in question, including professing, or 
conveying pseudo-sincere intentions, but whose real 

intention(s) conflict for the purposes of their own amusement” 
[19] [S21]. 

Catfish is a malevolent form of online dating deception 
which involves the creation of a false internet identity to scam, 
blackmail, or con those they meet in online communities or 
chat rooms without the intention of meeting in person [S22]. 

Risky online posting is an activity in which a user 
discloses inappropriate, personal and unfavourable 
information by posting personal photos or media clips or 
sharing personal comments on social media [S19]. 

Cyber dating abuse is a form of dating violence through 
technology either by sharing private information on the social 
media platforms and insulting or threatening using these 
platforms, but also includes behaviours that intrude on the 
victim’s privacy or the act of monitoring the victims (e.g. 
having access to social media or using their partner’s 
password without permission) [S20]. 

Trolling, cyberbullying and cyberstalking are similar in the 
way that the Internet is used to cause harm and distress [S21]. 
Cyberdating abuse is similar to cyberbullying in that the 
activities conducted are aggressive and harmful to the victim. 
Whereas catfish and risky online posting are similar to cyber 
dating abuse as it involves online relationships. Thus the 
category cyber abuse is coined from this type of unethical 
Internet behaviour. 

The widespread nature of corruption and financial scandals 
has directed attention to the ethical decision-making process 
and the influence of higher education in developing the 
leaders of tomorrow. Although the university is a place for 
educators and students to pursue knowledge ethically, 
academic dishonesty has been widespread in higher education 
[20]. Kibler (1993) defined academic dishonesty as “forms of 
cheating and plagiarism that involve students giving or 
receiving unauthorised assistance in an academic exercise or 
receiving credit for work that is not their own” [21]. Pavela 
(1978) identifies four primary types of academic dishonesty 
behaviour as (i) Cheating: “intentionally using or attempting 
to use unauthorised materials, information, or study aids in 
any academic exercise. The term academic exercise includes 
all forms of work submitted for credit or hours”; (ii) 
Fabrication: “intentional and unauthorised falsification or 
invention of any information or citation in an academic 
exercise”; (iii) Facilitating Academic Dishonesty: 
“intentionally or knowingly helping or attempting to help 
another to violate a provision of the institutional code of 
academic integrity”; and lastly, (iv) Plagiarism: “deliberate 
adoption or reproduction of ideas or words or statements of 
another person as one’s own without acknowledgement” [22]. 
Molnar and Kletke (2012) broadly define cheating as any 
violation of that definition that goes against a university’s 
academic integrity policy that includes cheating with or 
without the use of the Internet, plagiarism and digital piracy 
[S31]. However, Cho and Hwang (2019) and Molnar (2015) 
used academic ethics violations and academic dishonesty to 
refer to plagiarism, cheating and copyright [S32], [S37]. 
Technology development has facilitated pirating or paying for 
digital products, making plagiarism interrelated to intellectual 
property, copyright and authorship [23]. In the context of the 
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digital era in university, cheating, plagiarism, and digital 
piracy have been reported as academic dishonesty [24]. Thus, 
we used academic dishonesty to group these types of unethical 
behaviours. In this paper, digital piracy is defined as “an 
unauthorised reproduction, use, or diffusion of a copyrighted 
digital product” [25]. From the evidence in Table IV, 30 
papers have discussed plagiarism which is 24 studies, 18 
studies on cheating, eight studies on fabrication, 11 on 
collusion and nine studies on digital piracy. 

Online Sexual Activity (OSA) is defined as “the use of the 
Internet (via text, audio, video, and graphic files) for any 
activity that involves human sexuality” [26]. At the same time, 
Online Gambling refers to “all forms of gambling (including 
wagering) via the phones and wireless devices” [27]. OSA and 
online gambling are categorised under Unethical Internet 
Access as these activities are considered immoral [28] and 
harmful [29]. The evidence found in the SLR shows four 
studies in OSA and one study in online gambling (refer to 
Table IV). 

Although cybercrime is part of unethical internet 
behaviour, no evidence was found in higher education setting. 
The unethical Internet behaviours presented in Table IV can 
be categorised into four main categories: cyber abuse, 
academic dishonesty, unethical website access and 
cyberslacking, as shown Table V. 

Fig. 4 and Fig. 5 present the distribution of the sources for 
each of unethical Internet behaviours categories. Referring to 
Fig. 4 and Fig. 5, among the categories, source of evidence 
from academic dishonesty forms the predominant number of 
papers accounting for 58 per cent of all 64 papers, followed by 
cyber abuse produced 23 per cent. Cyberslacking contributed 
11 per cent of sources, while the source of evidence from 
unethical website access constituted 8 per cent. 

C. RQ2 - Different Theoretical Lenses that are used in 

Unethical Internet Behaviour Research 

A variety of theories were used to analyse unethical 
internet behaviour. Researchers have employed integrated 
theories in certain studies, but in others, they have used a 
single theory and added new constructs from other models. 
Table VI shows theories used in unethical internet behaviour 
research. Different theories were used for each category of 
unethical internet behaviour research. 

Academic dishonesty research is largely influenced by the 
Theory of Reasoned Action (TRA) and the Theory of Planned 
Behavior (TPB). TRA and TPB are the most widely accepted 
academic dishonesty research hypotheses. TRA and TPB have 
served as a foundation for study in several domains, including 
the prediction of human behaviour. Specifically, TPB is an 
expansion of the TRA, which is often used to identify 
solutions for behavioural change. These hypotheses assert that 
behavioural purpose is frequently unobservable and the best 
indication of behaviour as a surrogate for probable behaviour 
[30], [31]. According to the TPB, academic dishonesty is 
caused by the opportunity and purpose to engage in dishonest 
behaviour. Therefore, attempts to prevent academic dishonesty 
should consider environmental and behavioural factors. 

TABLE V. CATEGORISATION OF UNETHICAL INTERNET BEHAVIOURS 

Categories Unethical Internet Behaviours 

Cyberslaking (CS) - 7 papers 
In-class Cyberslacking 

Out-of-class Cyberslacking 

Cyber Abuse (CA) - 15 papers 

Cyberbullying 

Risky Online Posting 

Cyber Dating Abuse 

Online Trolling 

Catfish 

Academic Dishonesty (AD) - 

37 papers 

Digital Piracy 

Plagiarism 

Cheating 

Fabrication 

Collusion 

Unethical Internet Access 

(UIA) - 5 papers 

Online Sexual Activity 

Online Gambling 

 

Fig. 4. Distribution of Articles based on Unethical Internet Behaviours 

Categorization. 

 

Fig. 5. Distribution Percentage for Unethical Internet Behaviours 

Categories. 
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TABLE VI. THEORIES USED IN UNETHICAL INTERNET BEHAVIOUR RESEARCH 

No. Theory Total Studies Sources 

1. 

Theory of 

Reason Action 

/Theory of 

Planned 

Behaviour 

CS (1 paper)  

AD (19 papers) 

[S5] 

[S23], [S25], [S26], [S27], [S28], [S29], [S33], [S34], 

[S37], [S38], [S39], [S40], 

[S32], [S57], [S43], [S46], [S48], [S54], [S55] 

2 User and Gravitation CS (2 papers) [S2], [S4] 

3. 
Zimbardo Time 

Perspective 
CS (1 paper) [S1] 

4. Theories of Meta- Attention CS (1 paper) [S7] 

5. Sensation Seeking Theory UIA (1 paper) [S61] 

6. 
Big Five 

Personality 

AD (2 papers)  

CA (5 papers) 

[S41], [S57] 

[S8], [S11], [S13], [S15], [S21] 

7. 
Ethical Decision 

Making 
AD (1 paper) [S25] 

8. 
Cognitive Moral 

Development 
AD (3 papers) [S25], [S29], [S38] 

9. 
Self-Perception 

Theory 
AD (8 papers) [S26], [S28], [S30], [S38], [S39], [S40], [S51], [S56] 

10. ICT Literacy Self-efficacy AD (2 papers) [S36], [S38] 

11. 
General Aggression 

Model 
CA (10 papers) 

[S8], [S9], [S11], [S12], [S13], [S14], [S15], [S20], [S17], 

[S21] 

12. 
Lifestyle Exposure 

Theory 
CA (1 papers) [S13] 

13. 
Social Media Engagement 

Theory 
CA (1 papers) [S21] 

14. Attachment Theory CA (1 papers) [S22] 

Most cyber abuse researchers employed the General 
Aggregation Model (GAM) in their studies. GAM is a 
comprehensive and integrated paradigm for studying 
aggression that considers the role of social, cognitive, 
psychological, developmental, and biological factors in the 
emergence of violent behaviour [32]. GAM has been utilised 
in several abusive behaviour scenarios, including media 
violence impacts, interpersonal violence, intergroup violence, 
and pain effects [33]. The dominance of GAM in cyber abuse 
research on unethical online behaviour is largely because these 
theories define characteristics associated with cyberbullying, 
cyber trolling, cyber dating abuse, cyber harassment, and 
cyber victimisation, all of which are abusive and aggressive 
behaviours. 

User and Gratification Theory (UGT) is frequently 
discussed in relation to cyberslacking. Blumler and Katz 
initially presented UGT in order to comprehend why 
individuals utilise particular sorts of media, what demands 
they have when utilising them, and what satisfactions they 
derive from doing so [34]. Individuals employ a particular 
technology or medium to satisfy their desires or requirements, 
as determined by UGT. Doty et al. (2020) and Grieve (2017) 
utilized UGT in their research and discovered that certain 
factors, such as social connectivity, technological engagement, 
social interaction, and incentives, led to cyberslacking among 
students [35], [36]. 

The Sensation Seeking Theory (SST) was then applied to 
the category of unethical Internet access. SST is "a 
characteristic characterised by the pursuit of varied, unique, 
complicated, and intense feelings and experiences, as well as 

the readiness to assume physical, social, legal, and financial 
risks for such experiences" [37]. Sensation seeking has arisen 
as an explanation for several behaviours, including sex, 
computer and video game activity, gambling, and others [38]. 
Several sensation-seeking variables, including sensitivity to 
boredom and disinhibition, were discovered to be precursors 
to online sexual behaviour when this theory was applied to 
unethical Internet use [39]. 

According to these findings, several theories dominate the 
categories of unethical online behaviour. Each category’s 
dominant theory suggests that it is an area that is still in flux. 
Exploring alternative ideas may yield fresh insights for a 
deeper comprehension of unethical online behavior research. 

D. RQ3 - Demographic and Risk Factors Involved in 

Unethical Internet behaviour Research 

The aim of this section is to present and discuss the 
demographic and risk factors extracted from the papers listed 
in Table IV. Demographic factors are used to determine the 
characteristics of an individual or a population [40]. Among 
the most often employed demographic characteristics are race, 
age, income, marital status, and educational attainment [40]. 
Table VII lists the demographic factors that were investigated 
in the 64 papers of this literature survey. A risk factor can be 
defined as a characteristic, condition, or behaviour that makes 
a person more vulnerable to an event or occurrence [41]. In 
the context of this survey, risk factor is factors believed to 
influence the student engagement of unethical internet 
behaviour in higher education settings. Altogether, 39 factors 
were identified by a total of 64 studies which investigated how 
these factors correlated with student engagement of unethical 
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internet behaviour. Table VIII lists the predictive factors, 
studies that analyse the factor which gave significant, no 
significant or mixed effect. 

1) Demographic factors: According to Table VII, gender 

and academic performance factors have a profound influence 

on unethical behaviour in the category of academic 

dishonesty. From Table VII, 22 studies found that students 

with high academic achievement exhibit more ethical 

behaviour than those with low academic performance. Table 

VII also shows that ten studies reported that gender factor 

significantly affects AD behaviour. 

Among papers that reported gender factor has a significant 
effect on academic dishonesty in higher education context, 
[S31], [S40], [S42], reported that male students were more 
likely than female students to participate in academic 
dishonesty behaviour. Whereas study in [S58] showed that 
more female students witnessed cheating in examinations than 
the male students, and in [S49], more male students admitted 
to engaging in AD behaviour than female students. A study in 
[S36] reported that gender does not have a significant effect 
on AD behaviour; however, students in higher income groups 
have more tendencies to be involved in AD behaviours. 

Among all the demographic factors indicated in Table VII, 
only the gender factor has a noticeable effect on cyber abuse 
behaviours. Nine studies [S8], [S9], [S13]-[S16], [S20]-[S22], 
reported that male students were substantially more likely to 
engage in cyberbullying than their female counterparts. A 
study done by [S15] showed that gender was a significant 
predictor of cyberbullying behaviour, where male students 
perpetrated cyberbullying more frequently than female 
students. In the same study, females had higher scores on 
empathy and more substantial nonverbal skill proficiency. 
Research in [S16] revealed that males are much more prone to 
group bullying than females. Research in [S21] and [S22] 
showed that males were over two times as likely to engage in 
trolling and catfishing, respectively, than females. 

Studies by [S8] and [S9] showed that cyberbullying was 
more prevalent among those who used the Internet weekly 
than those who used it less often or moderately. In [S12], the 
authors studied students’ experiences with traditional bullying 
and cyber-teasing and the role that sociodemographic factors 
may have in preventing or contributing to these forms of 
violence. The study also discovered that the majority of cyber-
teasing victims also reported being victims of traditional 
bullying (and vice versa). Traditional bullying victimisation 
was more prevalent among males than females, and 
cyberbullying was more prevalent among female students than 
male students. Students who experienced traditional bullying 
were more likely to have financial difficulties, family 
conflicts, and a history of cannabis use. 

2) Risk factors: Table VIII shows that attitude, intention 

and controllability were the three most commonly investigated 

factors in unethical internet behaviour studies. In terms of 

attitude, 15 articles on academic dishonesty (AD) and one 

study on cyberslacking (CS) reported that the students’ 

attitudes would influence the student engagement in unethical 

Internet behaviour [S5], [S25], [S26], [S28], [S29], [S34], 

[S38], [S32], [S57], [S43], [S44], [S46], [S48], [S51], [S54], 

[S55]. At the same time, AD studies by [S27], [S33], [S37], 

[S39], [S40], reported that attitude has no significant effect. 

Nine AD studies regarded intention will influence the student 

engagement in unethical Internet behaviour [S23], [S25], 

[S27], [S28], [S38], [S48], [S50], [S54], [S55], while two AD 

studies reported that intention [S40], [S44] has no significant 

effect on the student engagement. Controllability factors are a 

group of factors such as Perceived Behavior Control (PBC), 

self-efficacy, self-control, self-regulation, and self-monitoring. 

Reportedly, eight AD, one CS, one Cyber abuse (CA) and one 

unethical internet access (UIA) found that these factors 

influence the student engagement in unethical Internet 

behaviour [S5], [S19], [S29], [S39], [S57], [S48], [S50], 

[S59], [S54], [S55], while Uzun et al. [S38] claimed that self-

efficacy has no significant effect. 

Concerning self-perception and self-concept factors, six 
out of 11 studies found that self-perception is an AD factor. 
Self-perception has significantly influenced student 
involvement in unethical Internet behaviour [S26], [S28], 
[S30], [S38], [S39], [S51], and one study by CA found that 
negative self-concept factor also has a significant influence on 
student engagement [S14]. However, four AD studies by 
[S27], [S40], [S48], [S56] claim that self-perception does not 
have a significant effect. 

Behaviour frequency is a group of cyber-bullying, dating 
abuse, trolling, cyber-victimisation, dating victimisation, or 
trolling victimisation frequency. Seven out of nine studies in 
cyber-abuse ascertained that unethical behaviour frequency is 
a significant factor [S8], [S9], [S11], [S13], [S15], [S20], 
[S17]. However, two CA studies claim that behaviour 
frequency is considered as insignificant [S14] [S21]. 

The nine studies that investigated the effect of 
characteristics of subject-course produced contradictory 
findings [S30], [S36], [S31], [S43], [S44], [S47], [S49], [S56], 
[S52]: six studies reported that the characteristics of subject-
course plays essential roles in influencing the student 
engagement in unethical Internet behaviour. [S36] and [S44] 
claimed that the characteristics of the subject-course did not 
influence student involvement. The study by [S56] suggests 
that different characteristics of subject-course have a different 
effect on student engagement. 

Five AD studies and one CS study out of eight studies 
analysed that perceived prosecution risk able to influence the 
student engagement in unethical Internet behaviour [S27], 
[S40], [S48], [S56], [S52], contrary to the AD studies by [S25] 
and [S33]. Five AD studies [S29], [S39], [S48], [S54], [S55] 
and one CS study [S5] out of eight studies reported that norms 
are a significant factor in student engagement in unethical 
Internet behaviour. In contrast, the study by [S38] and [S20] 
of AD and CA respectively claimed that norms are 
insignificant. 

Two studies that investigated the effect of Big Five 
Personalities on student involvement in unethical Internet 
behaviours show mixed findings [S41], [S57]. Wilks et al. 
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[S41] found that conscientiousness and agreeableness 
significantly affect student involvement in unethical Internet 

behaviours while other factors do not. 

TABLE VII. LIST OF DEMOGRAPHIC FACTORS INVESTIGATED IN UNETHICAL INTERNET BEHAVIOUR STUDIES 

No. Demographic Factor Total Studies  Significant Effect (SE*) No Significant Effect (NSE) 

1. Age 

CS (1 paper) 

CA (1 paper) 

AD (13 papers) 

[S4] 

- 

[S43], [S56], [S58] 

- 

[S8] 

[S23], [S24], [S34], [S37], [S46], [S48], [S51], 

[S59], [S54], [S55] 

2. Gender 

CS (1 paper) 

CA (9 papers) 

AD (30 papers) 

UIA (3 papers) 

[S3] 

[S8], [S9], [S13], [S14], [S15], [S16], [S20], 

[S21], [S22] 

[S35], [S37], [S40], [S31], [S32], [S46], [S47], 

[S58], [S49], [S51] 

[S60], [S62], [S63] 

- 

- 

[S23], [S24], [S30], [S34], [S42], [S43], [S48], 

[S59], [S54], [S55] 

- 

3. Ethnic group/Culture 

CA (1 paper) 

AD (6 papers) 

UIA (1 paper) 

[S18] 

[S25] [S34], [S44] 

[S64] 

- 

[S42], [S48], [S55] 

- 

4. Income/Social class 
CA (1 paper) 

AD (7 papers) 

[S12] 

[S36], [S58], [S59] 

- 

[S34], [S37], [S32], [S48] 

5. Education Level 
CA (1 paper) 

AD (10 papers) 

[S12] 

[S53] 

- 

[S24], [S35], [S32], [S47], [S58], [S49], [S51], 

[S56], [S54] 

6. Marital Status AD (2 papers) - [S24], [S55] 

7. Academic Performance 

CA (1 paper) 

AD (22 papers) 

UIA (1 paper) 

- 

[S27], [S30], [S34], [S35], [S36], [S37], [S40], 

[S42], [S44], [S45], [S46], [S47], [S58], [S49], 

[S50], [S51], [S52], [S53], [S55]  

[S11] 

[S33], [S43], [S56] 

- 

8. 
Internet Service 

Availability 

CS (2 paper) 

AD (5 papers) 

[S8], [S9] 

[S25], [S27], [S36], [S31] 

- 

[S28] 

9. Resources Availability 

CS (2 papers) 

CA (1 paper) 

UIA (2 papers) 

[S8], [S9] 

[S18] 

- 

- 

- 

[S24], [S28] 

∗SE comprised of Positive Significant Effect and Negative Significant Effect 

AD = Academic Dishonesty; CS = Cyberslacking; CA = Cyber Abuse; UIA = Unethical Internet Access 

TABLE VIII. LIST OF FACTORS INVESTIGATED IN UNETHICAL INTERNET BEHAVIOUR STUDIES 

No. Factor Total Studies  Significant Effect (SE*) 
No Significant 

Effect (NSE) 
Mixed Effect (ME) 

1. Attitude 
CS (1 paper) 

AD (20 papers) 

[S5] 

[S25], [S26], [S28], [S29], [S34], [S38], 

[S32], [S57], [S43], [S44], [S46], [S48], 

[S51], [S54], [S55] 

- 

[S27], [S33], 

[S37], [S39], 

[S40] 

- 

- 

2. Intention 
AD (11 papers) 

 

[S23], [S25], [S27], [S28], [S38], [S48], 

[S50], [S54], [S55] 
[S31], [S43] - 

3. 

Controllability (PBC, 

Self-efficacy, self-control, self-

regulation, self-monitoring) 

AD (9 papers) 

 

CS (1 paper) 

CA (1 paper) 

UIA (1 paper) 

[S29], [S39], [S57], [S48], [S50], [S59], 

[S54], [S55] 

[S5] 

[S19] 

[S63] 

[S38] 

 

- 

- 

- 

- 

 

- 

- 

- 

4. 
Self-Perception, 

Self-concept 

AD (10 papers) 

 

CA (1 paper) 

[S26], [S28], [S30], [S38], [S39], [S51] 

[S14] 

[S27], [S40], 

[S48], [S56] 

- 

- 

- 

5. Behaviour Frequency CA (9 papers) 
[S8], [S9], [S11], [S13], [S15], [S20], 

[S17] 
[S14], [S21] - 

6. Characteristics of subject-course AD (9 papers) [S30], [S31], [S43], [S47], [S49], [S52] [S36], [S44] [S56] 

7. Perceived prosecution risk 
AD (7 papers) 

CS (1 paper) 

[S27], [S40], [S48], [S56], [S52] 

[S5] 

[S25], [S33] 

- 

- 

- 

8. Norms 

AD (6 papers) 

CS (1 paper) 

CA (1 paper) 

[S29], [S39], [S48], [S54], [S55] 

[S5] 

[S38] 

- 

[S20] 

- 

- 

- 
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9. Personalities 
AD (2 papers) 

CA (5 papers) 

- 

- 

- 

- 

[S41], [S57] 

[S8], [S11], [S13], [S15], [S21] 

10.  
Psychopathology 

Symptoms 

CA (6 papers) 

UIA (1 paper) 

[S9], [S11], [S13], [S17] 

[S61] 

- 

- 

[S8], [S14] 

- 

11.  Experiences 
AD (3 papers) 

CA (4 papers) 

[S34], [S44], [S51] 

[S11], [S12], [S21] 

- 

- 

- 

[S20] 

12. Ethics AD (6 papers) [S23], [S32], [S30], [S35], [S37] [S33] - 

13. Social Desirability 

AD (3 papers) 

CS (1 paper) 

UIA (1 paper) 

[S33] 

[S3] 

[S62] 

[S26], [S51] 

- 

- 

- 

- 

- 

14. 

Morality (moral obligation, moral 

foundation, moral integrity, moral 

disengagement, moral justification) 

AD (5 papers) 

 
[S29], [S38], [S30] [S25] [S49] 

15. Internet usage type 
CS (1 paper) 

CA (4 papers) 

- 

[S10], [S11] 

- 

[S8] 

[S2] 

[S13] 

16. 
Individual Perceived 

Pressure 

AD (3 papers) 

UIA (1 paper) 

[S43], [S47], [S52] 

[S61] 

- 

- 

- 

- 

17. Emphatizing-systemizing CA (3 papers) [S14] [S21] [S9] 

18. Impulsivity 
CS (1 paper) 

CA (2 papers) 

- 

[S14], [S19] 

- 

- 

[S6] 

- 

19. Sensation Seeking 
CA (1 paper) 

UIA (1 paper) 

- 

- 

- 

- 

[S9] 

[S61] 

20. Loneliness CA (2 papers) [S8], [S13] - - 

21. Perceived benefits AD (2 papers) - [S25], [S42] - 

22. Idolatory AD (2 papers) [S23] [S25] - 

23. Music’s quality AD (1 paper) [S25] - - 

24. Novelty seeking AD (1 paper) [S25] - - 

25. 
Constructivist Practices in the 

Learning Environment (CPLE) 
AD (1 paper) [S59] - - 

26. Time perspective CS (1 paper) - - [S1] 

27. Escapism CS (1 paper) [S5] - - 

28. Attention CS (1 paper) [S7] - - 

29. Interpersonal sensitivity CA (1 paper) [S9] - - 

30. Psychopathic traits CA (1 paper) [S9] - - 

31. Disabilities CA (1 paper) [S11] - - 

32. Attachment CA (2 papers) [S22] [S8] - 

33. Body Image Dissatisfaction CA (1 paper) [S17] - - 

34. Anxiety CA (1 paper) [S9] - - 

35. Self-esteem CA (1 paper) [S11] - - 

36. Biological clock  CA (1 paper) - - [S15] 

37. Social support CA (1 paper) - [S21] - 

38. Perceived cost AD (1 paper) - [S23] - 

∗SE comprised of Positive Significant Effect and Negative Significant Effect 

AD = Academic Dishonesty; CS = Cyberslacking; CA = Cyber Abuse; UIA = Unethical Internet Access 

However, Day et al. [S43] reported that conscientiousness 
has a positive influence compared to   openness, while 
neuroticism does not significantly affect student engagement 
in AD. Interestingly, five CA studies show mixed findings 
[S8], [S11], [S13], [S15], [S21]. All studies found that 
conscientiousness has a significant effect while openness to 
experience does not have a significant effect. Only [S8], 
[S13], [S21], found that agreeableness has a significant effect, 
while the other find reported that it is not significant. Whereas 
[S8], [S11], [S15] found that extraversion has a significant 

effect while others reported a contradictory result. 
Neuroticism is reported as significant by [S8], [S13], [S15], 
while other is not. 

Psychopathology symptoms are a group of factors that 
include depression, hostility, anxiety, somatization, shyness, 
and ostracism that were studied in whole or partly. Four CA 
studies [S9], [S11], [S13], [S17], and one UIA study [S61] 
found that these factors have a significant effect, while two 
CA studies [S8], [S14] have a mixed effect. 
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Experience is factors that involve students’ past 
engagement in unethical behaviour, either as a victim, 
perpetrator or witness. Students’ experience in using tools to 
conduct the behaviour is also included in this group. Three 
AD studies [S34], [S44], [S51], and three CA studies [S11], 
[S12], [S21], found that past experience is a significant factor. 
Villora et al. [S20] reported that control abuse has a 
significant effect while direct abuse is not significant showing 
a mixed effect in this CA study. 

Five out of six studies in academic dishonesty investigated 
that ethics has a significant effect on student engagement in 
unethical Internet behaviour [S23], [S32], [S30], [S35], [S37], 
whereas [S33] claimed it is not. Although Akbulut and 
Dönmez [S26] and Baetz et al. [S51] reported that social 
desirability does not have a significant effect, however, 
Risquez et al. [S33], Akbulut et al. [S3] and Rasmussen et al. 
[S62] refute this finding. 

Five studies explored the aspect of morality and provided 
different effects [S25], [S29], [S30], [S38], [S49]. Most 
studies yield that morality has a significant effect in 
influencing student engagement in unethical Internet 
behaviour [S29], [S38], [S30]. Lin et al. [S25] claimed that 
morality does not significantly influence student involvement 
in unethical Internet behaviour. Ampuni et al. [S49] find that a 
mix of moral integrity and moral disengagement significantly 
affects student engagement while other aspects do not. 

Two out of four CA studies [S10], [S11] reported that 
internet usage type has a significant effect, while [S8] refuted 
this claim. Interestingly, one CS study [S2] and one CA study 
[S13] have a mixed effect. In terms of individual perceived 
pressure, three AD studies [S43], [S47], [S52], and one UIA 
study [S61] agreed that it is one of the significant factors that 
influence student involvement in unethical Internet behaviour. 
Two studies researched the effect of perceived benefit 
effectiveness on student behaviour, but reportedly it has no 
significant effect [S25], [S42]. 

Empathizing-systemizing is a group of factors such as 
empathy, cognitive empathy, affective empathy, emotional 
reactivity and social skills. Cognitive and affective empathy is 
a significant factor found by [S14] but not by [S8] and [S21]. 
The only study by [S8] reported that emotional reactivity and 
social skills significantly affect student behaviour, which has a 
mixed effect on these factors. Two CA studies agreed that 
impulsivity has a significant effect on student behaviour 
[S14], [S19], while one CS study reported a mixed effect [S6]. 
Attentional impulsiveness is significant, while motor 
impulsiveness is not. 

Regarding sensation-seeking factors, one CA study [S9], 
and one UIA study [S61] showed mixed effects. A study in 
[S9] shows that boredom susceptibility, disinhibition, and 
experience seeking has significant effect while adventure 
seeking is not. While in [S61], only disinhibition has a 
significant effect while boredom susceptibility and total 
sensation seeking have no significant effect.  

Another significant factor is loneliness, researched by 
Kokkinos et al. [S8] and [S13] in CA studies. Other studies, 
such as Thongmak [S23], reported that idolatry significantly 

affects student engagement in unethical Internet behaviour, 
while Lin et al. [S25] refuted this claim. Attachment is a 
significant factor by [S22] but not significant in the study by 
[S8].  

Few academic dishonesty studies have investigated 
novelty seeking, music quality, Constructivist Practices in the 
Learning Environment (CPLE) and perceived cost. Lin et al. 
[S25] reported that novelty seeking and music quality 
positively impact the intention of unethical Internet behaviour. 
A study by Alt [S59] shows that students were less inclined 
toward academic cheating in constructivist pedagogical 
practices in the learning environment. Thongmak [S23] 
reported that perceived cost is not a significant factor in AD 
studies. 

Cyberslacking studies by Rana et al. [S5] and Wu [S7] 
have investigated that escapism and attention significantly 
affect cyberslacking behaviour, respectively. On the other 
hand, Labar et al. [S1] reported factors that have mixed effects 
on cyberslacking behaviour. The time perspective of past 
negative and future orientation is significant factors in 
cyberslacking behaviour. While the time perspective of 
present fatalistic and present hedonistic are not significant. 

On the subject of cyber abuse studies, Kokkinos et al. [S9] 
claimed that interpersonal sensitivity, psychopathic traits and 
anxiety determine unethical behaviour. Furthermore, 
Kowalski et al. [S11] argued that disabilities and self-esteem 
are also significant factors in the CA study. Additionally, body 
image dissatisfaction is found to be significant by Balta et al. 
[S17]. Nevertheless, only social support is found not to be 
significant by Howard et al. [S21]. Lastly, Kircaburun and 
Tosunta [S15] showed a mixed effect on biological clock 
factors: the evening type’s chronotype and sleeping quality 
had a significant effect, while the morning type and the neither 
morning nor evening type were not significant. 

E. RQ4 - Challenges and Research Opportunities for the 

Unethical Internet Behaviour Research within University 

Setting 

This section aims to address Research Question 4, 
highlighting some challenges and problems regarding 
unethical behaviour in a university setting. The presented 
issues are categorised according to the type of unethical 
internet behaviour, namely academic dishonesty and cyber 
abuse, to facilitate the extraction of important challenges that 
emerged from the reviewed works. Note that this study does 
not find research area challenges presented by the studies 
under unethical Internet access and cyberslacking categories. 
The mapping of challenges in unethical behaviour among 
university students is summarised in Table IX. 

Challenges in addressing academic dishonesty have been 
discussed in many pieces of literature. Under academic 
dishonesty, the most widely cited issues are organisational 
related, followed by awareness problems, cost of software and 
tools problems, and government enforcement problems. The 
inflated cost to acquire digital products [S23], [S28], [S30], 
such as software and digital academic materials, may drive 
student intention for piracy. Therefore, challenges in keeping 
these digital products affordable through an effective pricing 
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model [S23] need to be addressed to reduce digital piracy 
problems among university students. Additionally, universities 
must promote awareness of academic integrity among the 
students and lecturers. On the students’ side, there is a lack of 

student awareness of digital piracy to be regarded as ethically 
problematic, as cited in [S26]. Similarly, lecturers lack 
understanding of what constitutes academically dishonest 
behaviour [S33], [S35]. 

TABLE IX. CHALLENGES IN UNETHICAL BEHAVIOUR AMONG UNIVERSITY STUDENTS 

Unethical 

Behaviour 

Categories of 

Challenges 
List of Challenges 

Total 

Studies 
Sources 

Academic 

Dishonesty 

Cost of digital 

products 

1. High costs of digital products that drives piracy behaviour. 2 [S23], [S28] 

2. High costs to manage and update plagiarism 

checker/detection tools. 
1 [S30] 

Awareness 

1. Lack of student’s awareness on digital piracy to be regarded 

as an ethically problematic. 
11 

[S25], [S26], [S27], [S28], [S30], [S37], 

[S38], [S41], [S31], [S32], [S57] 

2. Lack of lecturer’s understanding of what constitutes an 

academically dishonest behaviour. 
2 [S33], [S35] 

Organisational 

1. Lack of campus Honor Code (acknowledgment by student) as 

policing initiatives. 
3 [S33], [S38], [S54] 

2. Lack of affirmative and systematic punishment 7 [S33], [S31], [S57], [S48], [S52], [S53], [S55] 

3. Lack of anti-plagiarism policy and practice 5 [S33], [S31], [S45], [S56], [S55] 

4. Lack of formalized pedagogy and training that address 

academic integrity. 
13 

[S30], [S33], [S37], [S32], [S57], [S43], 

[S45], [S47], [S48], [S52], [S59], [S54], [S55] 

5. Organizational Culture/ Environmental factors 7 [S28], [S33], [S57], [S43], [S45], [S47], [S55] 

Laws and 

regulations 
1. Lack of law enforcement 1 [S25] 

Cyber Abuse 

Awareness 
1. Lack of awareness among lecturer/ counselor 4 [S8], [S9], [S14], [S19] 

2. Lack of privacy awareness among student 1 [S21] 

Organisational 

1. Lack of student support and intervention 6 [S8], [S9], [S11], [S16], [S20], [S22] 

2. Lack of reporting avenue 1 [S8] 

3. Lack of collaboration 2 [S8], [S12] 

4. Lack of formalized pedagogy and awareness program that 

address cyberabuse. 
7 [S8], [S12], [S13], [S14], [S16], [S20], [S17] 

There is an abundance of discussion in the literature that 
cites organisational-related issues in academic dishonesty. The 
most cited issues are the lack of formalised pedagogy and 
training that address academic integrity. Authors in [S45] 
highlighted the importance of the higher learning institution 
effectively communicating their expectations about learning 
and integrity to the students. The lack of awareness among 
students and lecturers regarding academic integrity practice is 
often attributed to a lack of pedagogical training in teaching 
academic writing. Ongoing skill development among lecturers 
in the technical aspect [S45], time management and 
organisational skill [S57], and academic writing [S45] should 
be supported by the faculty. The lack of anti-plagiarism policy 
and practice [S55], [S56], campus "Honor Code" [S33], [S38], 
[S54], and ineffective punishment [S48], [S52], [S53] 
challenges must be tackled to reduce breaches of academic 
integrity. In addition, addressing organisational culture issues 
[S43], [S57] is especially important to shape and define 
university’s academic integrity’s practices. Finally, the lack of 
law enforcement at the national level [S25] may also 
contribute to university students’ digital plagiarism behaviour. 

IV. CONCLUSION 

This study provides a systematic literature review of the 
literature on the current state of unethical Internet behaviour in 
higher education published in prominent academic journals 

from 2010 to 2020. It defines each category based on the 
research on unethical Internet behaviours; the presentation of 
theories used in earlier research on unethical Internet 
behaviour; the discovery of demographic and risk factors 
linked to unethical Internet behaviour; and finally, the analysis 
of the issues and research possibilities posed by unethical 
Internet behaviour in higher education institutions. The 
findings of this survey from 64 research articles are presented 
in a taxonomy that can be utilised to comprehend the current 
state of unethical Internet behaviour in higher education. 
Regarding the present study’s limitations, which occur in 
research based on a systematic review, there is a possibility of 
information loss as a result of the searching strategy used in 
this study. Although the authors strived to create 
comprehensive keyword and key string listings, it is plausible 
that some synonyms were overlooked. In constructing the 
SLR, insufficiency in synthesising keywords and key strings 
can influence search results. The fact that this analysis is 
restricted to English language journals and conference 
publications leaves room for the potential of other pertinent 
writings that were left out. This limitation may also cause zero 
evidence of articles discussing cybercrime or hacking, as 
discussed in RQ1. 

Furthermore, this SLR exclude studies on unethical 
Internet behaviours that are closely related to any type of 
addiction or disorder that have been defined in The Diagnostic 
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and Statistical Manual of Mental Disorders, Fifth Edition, 
Text Revision (DSM-5-TR). The main reason for this 
exclusion is that the current authors do not have the expertise 
to analyse such studies.  This exclusion may make it more 
likely that more pertinent articles will be overlooked. 
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Abstract—The era of Industrial Revolution 4.0 has brought 

the debate of teachers' willingness to use information technology 

in teaching Arabic. Thus, new technologies have emerged with a 

positive effect on teaching, such as augmented reality technology 

applied in the education system, especially in teaching. However, 

there is still limited research with regards to teaching in a foreign 

language. Therefore, the present study discusses the readiness of 

teachers from the aspect of knowledge and their attitude towards 

the use of augmented reality technology in the teaching of Arabic 

in Malaysia. The study was carried out using quantitative 

methodology with the use of survey questionnaire that is 

distributed to 36 Arabic language teachers as respondents. The 

usage of questionnaires as a research instrument forms the basis 

for data collection to identify respondents’ level of readiness. 

Afterwards, data analysis was carried out using the Statistical 

Package for the Social Science version 26 (SPSS). The results of 

the study show that the level of readiness of the teachers in terms 

of their attitude towards the use of augmented reality technology 

in the teaching of Arabic in Malaysia is at a moderate level. 

Nevertheless, teachers' attitudes and knowledge are still found to 

be at a low level, especially for veteran teachers who have no 

experience in information technology to influence their 

enthusiasm towards the use of technology in their teaching. The 

implication of the current study is hoped to be useful and 

beneficial as a guide to stakeholders who are responsible for 

ensuring the process of teaching and learning Arabic which is 

based on augmented reality technology can be implemented in a 

meaningful way, thereby improving the performance of students 

in mastering the Arabic language. 

Keywords—Attitude; teachers; augmented reality; Arabic 

language; primary school 

I. INTRODUCTION 

Contemporarily, augmented reality technology has its own 
advantages and importance in line with the development of 
various rapidly growing and sophisticated technologies. The 
augmented reality technology is an application that is often 
used in developed countries’ educational system as a teaching 
and learning process of the 21st century. With the availability 
of technology and evidence of its use in most developed 
countries, it proves that the teaching and learning process in 
any school or institution in developing countries, especially 
Malaysia requires an urgent attention in order to keep up with 

the current fast changing world order in technological 
advancement. This is because, the use of technology can apply 
a culture of innovation among teachers, in addition to 
encouraging teachers or lecturers to be more creative in 
teaching which allows teaching and learning to be more 
interactive that will eventually help raise the quality of 
education in Malaysia [1]. 

For a teacher, there are many steps or efforts that need to 
be known and mastered including knowledge, skills, 
approaches, attitudes, methods, and the best techniques to 
make the teaching process interesting. Preliminary research 
[2] has found that there are a number of learning processes 
that have the potential to affect the excellence and interest 
among students during teaching process. Information 
technology is one that has significant ability to increase 
student’s understanding, thus requires the knowledge and 
preparation of teachers to make augmented reality technology 
an educational tool. Active learning is a process that involves 
the combination of the students and teachers’ participation [3]. 
For example, the teacher provides freedom to the students so 
that they are able to learn in a more enjoyable atmosphere and 
this will create interest in the students as well as make the 
teaching process more effective and fun. 

Based on this, the study [4] identified that teaching Arabic 
is not separated from the influence and role of information 
technology. This is because research carried out on modules 
and Arabic language learning techniques have shown the need 
for the usage of information and communication technology, 
particularly at primary level. In [5] and [6], there is a common 
view on the influence of information and communication 
technology that can attract students to learn Arabic. This 
statement is also supported by Muhammad Nazir's view in his 
study which emphasized the function of multimedia Arabic 
language games which are seen to be able to have a good 
impact in understanding the Quran [7]. 

As such, study [8] identified that teachers are the most 
accurate and responsible individual to implement this 
transformation in their teaching. This includes integrating 
technological advances in the teaching of Arabic. Quality 
teachers have a level of readiness that covers the aspects of 
knowledge, including attitudes towards the use of technology 
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and are able to link their knowledge with more effective 
teaching methods [9]. Next, study [10] found that 21st century 
education requires teachers to produce students who are 
creative, critical, and innovative. Therefore, teachers must first 
be prepared to master and equip themselves with the latest 
pedagogical knowledge in accordance with the development 
progress of the Industrial Revolution 4.0 (4IR) so that teaching 
can be carried out to meet the 21st century learning standards 
outlined by the Malaysian Ministry of Education while also 
being able to attract student’s interest and motivation in 
learning, as teacher is the main factor or role model who will 
contribute to the success of progress in a modern education 
system on par with other developed countries. 

Therefore, the use of augmented reality technology that 
combines virtual objects into the real world so that users can 
interact with virtual objects in real time becomes eminent to 
be applied in the education system of Malaysia, especially in 
the teaching of Arabic language [11]. The existence of user-
friendly augmented reality applications can help teachers 
integrate virtual and improve the quality of their teaching and 
learning process to a more realistic experience [12,13]. A 
study related to the analysis of the use of applications based 
on augmented reality technology found that in order to make a 
better learning, student and teachers need a convenient 
atmosphere in addition to making learning and teaching more 
interesting to increase students' interest in learning [14]. As 
can be seen from the development of technology in the 
national education system, augmented reality technology is a 
new and sophisticated form of technology that has yet to be 
fully explored by researchers. Therefore, it is necessary for the 
current study to focus on the development of augmented 
reality technology usage in the national education system in 
line with the 21st century learning standards outlined by the 
Malaysian Ministry of Education. 

II. PROBLEM STATEMENT 

Malaysia is now a developing country with an economic 
condition that is very competitive among developing 
countries. This has led to the presence of 4IR which 
emphasizes the construction of virtual reality technology 
without much use of human energy, which has an impact on 
various aspects of life. In order to face the challenges of 4IR 
in the era of national education, especially in the teaching and 
learning of the Arabic language, it is necessary to get out of 
the comfort zone. 

Arabic language subject requires teaching and learning 
methods that emphasize practice or practicality based on 
information technology in line with the development of 4IR. 
This is due to the fact that Arabic language teachers in 
primary or secondary schools face problem with students’ 
attitude that are easily bored and then feel that learning Arabic 
language in the classroom setting is not interesting. This 
unfavorable condition gets more critical when the 
conventional way of learning produces many students who are 
weak in the command of the Arabic language which at later 
stage causes a decline in Arabic language achievement at the 
primary and secondary school levels in Malaysia. However, as 
at current, the national education policy strongly emphasizes 
the aspect of systematic learning which is expected to change 

the direction of learning and teaching in Arabic. Therefore, it 
is opined that teaching methods that have a combination of 
practicality and usage of information technology can have a 
more positive effect in teaching Arabic language [2]. 

In recent time, teachers' problems in teaching Arabic 
language are often debated. Many past studies have discussed 
the issues faced by teachers in delivering Arabic lessons to 
school students in Malaysia. According to [15], there are 
various problems faced by Arabic language teachers in 
Malaysia during lessons’ delivery. Among the problems often 
faced by the teachers are ability, pedagogy, motivation, 
teaching aids, environment, and lack of exposure related to 
information technology. 

Other researchers found that the level of teachers' 
readiness for information technology platforms is still at a less 
than satisfactory level. This has been supported through the 
study [16] who found that 39 percent of teachers in Malaysian 
schools have a weak level of knowledge about the use of 
computers and smartphones in their teaching method and the 
integration of learning process by using such gadgets. As 
such, it is opined that more problems will arise if teachers are 
not interested in mastering knowledge and skills of 
information technology. 

The result of the foregoing shows that there are many 
studies that have identified problems associated with Arabic 
language teachers, testing teaching models based on 
information technology, the methods of teachers who teach 
Arabic and connection with the use of information technology 
among others. Nevertheless, the booming era of 4IR also 
requires and encourages researchers to focus their studies on 
teaching and learning methods for Arabic subjects that are 
more practical, such as the use of augmented reality 
technology as there are still limited researchers in Malaysia 
compared to other countries. Therefore, the present study aims 
to identify teachers' readiness from the aspect of attitude 
towards the use of augmented reality technology in the 
teaching of Arabic language in Malaysia. 

III. AUGMENTED REALITY TECHNOLOGY 

A. Concept and Definition 

The development of digital technology has led to the dire 
need of augmented reality technology. According to [17], the 
concept of augmented reality technology was first introduced 
by Ivan Sutherland in 1965. However, in the early 1990s, the 
term augmented reality began to be used by [18], who 
developed an augmented reality technology system as a tool to 
train employees at Boeing Corporation USA to understand and 
operate the wiring of the aircraft. 

Thereafter, study [19] introduced the reality-virtuality as a 
continuum taxonomy that identifies the relationship between 
the real environment and virtual reality technology or virtual 
reality. Based on the taxonomy, the virtual environment refers 
to a virtual reality technology environment that features all 
objects virtually. Augmented reality technology is located near 
the real world where it is expanded with virtual objects 
produced by computers [17]. 
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This technology has the ability to keep users connected to 
the real world while interacting with virtual and physical 
objects [20]. Previous researchers stated that augmented 
reality technology can be defined as a behavior between 
human and computers, acting as an additional virtual object to 
the real environment through display of video cameras or 
other computers gadget in real time [21]. 

Study [22] stated that augmented reality is a variation of 
virtual environments or virtual reality environments 
commonly known as virtual reality. This is a system or 
application that is able to create a view in the real world by 
inserting virtual objects produced by computers including 
objects in 3-dimensional form into the real environment in real 
time [22]. 

There are distinct differences between augmented reality 
technology and virtual reality technology. The later refers to a 
situation where the goal is to fully immerse the user in a 
synthetic environment while earlier is a situation where the 
goal is to complete the user's perception or view of the real 
world through the addition of virtual objects. The virtual 
environment completely replaces the real world, while with 
augmented reality technology users see the real environment, 
which is the merging of the virtual with the real [17]. 

Research [23] studied the concept of augmented reality 
technology and found that there are generally three types of 
augmented reality methods which are based on marker-based 
augmented reality technology; (i) Marker-Based Augmented 
Reality technology, (ii) Markerless Augmented Reality 
technology, and (iii) GPS Based Tracking. According to [24], 
marker-based augmented reality technology requires certain 
markers or labels to register the position of an object that will 
be displayed in the real environment. Whereas, in the 
Markerless Augmented Reality method, users do not need to 
use markers to show digital elements [25]. Also, markerless 
technology that is growing through android devices can make 
augmented reality technology more interesting and can be 
used anytime and anywhere [26]. 

Nevertheless, the concept of augmented reality technology 
that uses GPS Based Tracking is the most widely used method 
nowadays. It is often developed in various mobile phone 
applications, such as IOS and Android. This technique 
accesses the GPS and the compass in the mobile device 
usually takes data from the GPS while the compass shows the 
desired direction in real time [27]. 

B. Related Works 

Globally, augmented reality technology is used to increase 
the level of proficiency in Arabic language, especially in 
Malaysia. A study related to 3D Arabic Augmented Reality 
(3D BAAR) and focused on the ability to improve Arabic 
language proficiency among students conducted by [4]. The 
objective of that research was to test Arabic reading and 
speaking skills among Year 4 students at a school in the Johor 
Bahru district through 3D BAAR application that uses 
augmented reality technology. The results of the study showed 
a positive effect of the application in improving Arabic 
reading and speaking skills among the Year 4 students. The 
majority of students show that they are very satisfied with the 

use of applications based on augmented reality technology in 
their learning. The researchers stated that the students were 
very interested in the multimedia elements found in the 
application and displayed through the smartphone screen. 
Such application allows the students to learn to recognize and 
pronounce Arabic words with the correct pronunciation. The 
researchers concluded that the mastery of the Arabic language, 
such as the ability to speak and read the Arabic language can 
be improved with the availability of technology based on 
augmented reality. 

Apart from that, the testing of effectiveness of augmented 
reality applications in basic Arabic language education had 
been carried out. According to [28], an application has been 
developed using a Mobile Augmented Reality (MAR) 
approach specifically for use in teaching basic Arabic 
language. This application uses the ADDIE (Analyze, Design, 
Develop, Implement, and Evaluate) technique in terms of 
design, implementation, testing phase and others. The 
advantage of the application involves two teaching modules 
developed by researchers, namely the teaching module and a 
set of practice questions. The results of the study found that 
the students showed so much interest in using it, as they stated 
that the application is interesting, very useful, and easy to use. 
They are also very satisfied due to the opportunity to learn 
Arabic words quickly. 

Another study by [29] titled “The Application of 
Augmented Reality Technology in Arabic Language Learning 
Media: Durus Al-Lughah Volume 1” stated that an application 
related to augmented reality technology was developed for 
learning Arabic language at Universitas Darussalam Gontor 
(UNIDA). The application uses the Android platform and is 
developed in software, such as Blender 3D, Corel Draw, and 
Unity 3D. The application is useful for people who use mobile 
phone with a minimum specification of android version OS 
4.0 Jellybean, screen size 4 inches, RAM 512 MB, free 
memory space (phone memory) with a minimum 200 MB and 
rear camera 13 MP. The results of the study showed that the 
application developed is very interesting for learning Durus Al 
Lughah because it has a very good design, operation, display 
method, and information structure. However, some aspects 
still need to be improved from time to time so that the 
appearance of the application can attract the attention of 
students to use it in learning Arabic language. 

IV. METHODOLOGY 

The present study purpose is to determine Malaysian 
teachers’ perspectives and attitude to use augmented reality 
technology in teaching Arabic language. This study was 
carried out across 14 states comprising several schools in 
different locations of Malaysia. The respondents include 36 
teachers who are chosen through basic random sampling 
procedure. The teachers selected to participate in this research 
are Arabic language teachers who teach at the participating 
schools. 

Additionally, a survey questionnaire containing 
demographic information and teachers’ preparedness was 
employed in this investigation across several stages. The first 
stage involves collecting respondents’ information by 
determining variances in respondents' levels of preparation 
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depending on gender, age, education level, teaching 
experience, type of option, location of the school where they 
serve, and experience with various information technologies 
(IT). The second section is a construct designed to assess 
teachers' attitudes on the usage of augmented reality 
technology in the classroom in Malaysia. 

Conversely, in order to measure the teachers' attitude in 
using augmented reality technology, four levels of the Likert 
scale were employed, namely, 4 (Strongly agree), 3 (Agree), 2 
(Disagree), and 1 (Strongly Disagree). A high score will give 
an impression of a positive level of readiness towards a certain 
criterion and vice versa. Furthermore, in order to obtain data 
regarding the constructs found through literature and expert 
studies, questionnaires were delivered to respondents via 
Google Forms. Thereafter, the data were then examined using 
descriptive statistics like frequency, percentage, mean, and 
standard deviation in the Statistical Package for the Social 
Sciences (SPSS) version 26 software. 

V. ANALYSIS FINDINGS 

A. Respondent Demographics 

The respondents involved in the present study are Arabic 
language teachers from schools throughout Malaysia, in which 
36 people represent the total number of Arabic language 
teachers of the population sample. Table I below shows the 
demographics of the study, which is divided into 7 questions, 
such as personal background i.e., gender, age, education level, 
teaching experience, type of option, experience using 
information technology, and the name of the school where 
they serve. 

Based on Table I, a total of 31 people (86.1%) are female 
teachers who teach Arabic subjects, and the remaining 5 
people (86.1%) are male teachers. The total number of 
respondents for this study is 36 people. The findings show that 
from all the respondents of the study, the number of female 
Arabic teachers from the sample is more than the total number 
of their male Arabic teachers’ counterparts. 

In terms of the distribution of respondents age, it can be 
seen that the largest number of teachers are between the age of 
30 to 39 years and between the age of 40 to 49 years, 
representing 11 people each with a percentage of 30.6%. This 
is followed by teachers who are within the age of 20 to 29 
years, representing a total of 9 people (25.0%), while the least 
number of teachers are from the age group of 50 to 59 years, 
representing a total of 5 people (13.9%). This finding explains 
that the teachers who teach Arabic language subjects in 
Malaysia are young, in which the majority are between the age 
of 20 and 39 years with a percentage of 55.6%. This further 
explains that the strength possessed by Arabic language 
teachers is from the aspect of human resources, in which the 
majority of them are adults. This age group teachers are also 
easier to accept and make changes to their teaching practices. 
This group is highly motivated and exposed to many of the 
latest elements in education, especially creative and innovative 
teaching that are capable of bringing a positive reform to the 
country's education. 

Meanwhile, the demographics of the study sample also 
show that the majority of teachers who teach Arabic language 

have their highest education at the bachelor’s degree level, 
representing a total of 17 people (47.2%). This is followed by 
the Malaysian Higher Certificate of Religion (STAM) and 
Malaysian Higher Certificate of Education (STPM), which are 
9 people (25%). The total numbers of the Malaysian 
Certificate of Education (SPM) are as many as 7 people 
(19.4%). Meanwhile, at the master’s degree and Diploma 
level, there is one person (2.8%) each who has the 
qualification. Lastly, there seem to be no teachers who teach 
Arabic language subject with a Doctor of Philosophy (PhD) 
degree. This confirms the findings of previous studies that 
stated the number of Arabic language teachers who hold 
master's and PhD degree are not much in schools compared to 
teachers who hold bachelor's degree or diploma. 

Regarding the aspect of teachers’ teaching experience, it 
was found that respondents who have taught between 5 and 15 
years surpass the others with a total of 7 people (47.2%) 
followed by more than 15 years with a total of 11 people 
(30.6%). Only 8 people (22.2%) have less than 5 years of 
teaching experience. This finding explains that the majority of 
teachers who teach Arabic language in Malaysia have more 
than 5 years of teaching experience with a percentage of 
77.8%. This can be seen that the Arabic language teachers in 
this study consist of experienced teachers who are able to 
implement the teaching and learning process effectively. 

On the other hand, the majority of respondents are teachers 
of Al-Quran and Fardhu Ain (KAFA) which represent the type 
of teacher option that teaches Arabic which are 24 people 
(66.7%), followed by Islamic Education Teachers (GPI) which 
are 8 people (22.2%), while only 4 people (11.1%) are Arabic 
Language Teachers (GBA). This finding shows that there is no 
religious teacher who teaches Arabic language. 

Referring to the aspect of experience using information 
technology, the majority of respondents have less than 5 years 
of experience deploying information technology, with a total 
of 22 people (61.1%) while 14 people (38.9%) have more than 
5 years of experience employing information technology. In 
general, it was found that not all Arabic language teachers are 
literate in information technology, especially the group of 
teachers who are categorized as veteran teachers. They 
struggle to surf the internet and apply various systems and 
applications that are beginning to be used in the country's 
education system. 

Finally, Table I shows that the majority of respondents 
serve at Sekolah Kebangsaan Penambang, totalling 13 people 
(36.1%), followed by respondents from Sekolah Kebangsaan 
Kedai Buloh 2, which is 5 people (13.9%). Respondents from 
Sekolah Kebangsaan Che Latif and Sekolah Kebangsaan 
Pulau Kundor have the same number of 4 people each 
(11.1%), followed by Sekolah Kebangsaan Pasir Gudang 3 
which are 2 people (5.6%). Also, only one respondent (2.8%) 
is from Sekolah Kebangsaan Bukit Kuchai, including Sekolah 
Kebangsaan Bandar Seri Alam, Sekolah Kebangsaan 
Setiawangsa, Sekolah Kebangsaan Convent Jalan Peel, 
Sekolah Kebangsaan Seafield 3, Sekolah Kebangsaan Taman 
Desa 2, Sekolah Kebangsaan Salak South and Sekolah 
Kebangsaan Chicha Menyabong, all represent the least 
participating respondents. 
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TABLE I. DEMOGRAPHIC OF RESPONDENTS 

Variable Item Frequency Percentage 

Gender Male 5 13.9 

 Female 31 86.1 

Age 20 to 29 years old 9 25.0 

 30 to 39 years old 11 30.6 

 40 to 49 years old 11 30.6 

 50 to 59 years old 5 13.9 

Educational status SMU/SMA 1 2.8 

 SPM 7 19.4 

 STAM/STPM 9 25 

 Diploma 1 2.8 

 Bachelor 17 47.2 

 Master 1 2.8 

 PHD 0 0 

Teaching experience Less 5 years 8 22.2 

 5 to 15 years 17 47.2 

 Over 15 years 11 30.6 

Option type Arabic Teacher 4 11.1 

 Islamic Education Teacher 8 22.2 

 KAFA Teacher 24 66.7 

 Dini Teacher 0 0 

Experience using Information Technology (IT) 
Less 5 years 22 61.1 

Over 5 years 14 38.9 

Name of school where you serve 

Sk Penambang 13 36.1 

Sk Che Latiff 4 11.1 

Sk Bukit Kuchai 1 2.8 

Sk Kedai Buloh 2 5 13.9 

Sk Pasir Gudang 3 2 5.6 

Sk Bandar Seri Alam 1 2.8 

Sk Setiawangsa 1 2.8 

Sk Pulau Kundor 4 11.1 

Sk Convent Jalan Peel 1 2.8 

Sk Seafield 3 1 2.8 

Sk Taman Desa 2 1 2.8 

Sk Salak South 1 2.8 

Sk Chicha Menyabong 1 2.8 
 

B. Teachers' Attitudes Towards the use of Augmented Reality 

Technology in Teaching Arabic in Malaysia 

This study has used descriptive statistical analysis referred 
to as descriptive statistics to describe the characteristics of a 
variable by using indicators of mean, standard deviation, 
frequency, percentage, and then draw conclusions based on 
numerical data [30]. For the data obtained from the 
questionnaire, the present study has used the interpretation 
value of the mean score level outlined by [31] which is 1.0 to 

2.4 indicating a low-level interpretation, while the mean score 
between 2.5 and 3.4 shows medium level and 3.5 to 5.0 is at a 
high level. 

Table II shows the distribution of frequency, percentage, 
mean, standard deviation, and mean interpretation based on 
descending order to identify the level of readiness from the 
aspect of teachers' attitude towards the use of augmented 
reality technology in teaching Arabic language subject in 
Malaysia. The overall mean of all items for teachers' attitudes 
towards the use of augmented reality technology in teaching 
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Arabic language subject in Malaysia is 3.36 which is at a 
simple level of interpretation. This explains that the majority 
of teachers who teach Arabic language at the school level are 
at a moderate level in terms of the teacher's attitude towards 
the use of this technology and they are able to use it 
effectively in the teaching as well as learning process of 
Arabic language. This finding shows that all 8 statements 
presented are at a moderate level of interpretation. The mean 
range is between 3.28 and 3.44. 

Additionally, Table II explains that the two highest mean 
scores have the same value for the level of readiness from the 
aspect of teachers' attitudes towards the use of augmented 
reality technology in the teaching of Arabic in Malaysia, 
which is a statement that refers to augmented reality 
technology capable of increasing students' interest in learning 
the language Arabic (Mean = 3.44, SP = 0.65) and the 
statement referring to augmented reality technology is able to 
attract students' attention to focus on a topic being taught 
(Mean = 3.44, SP = 0.56). 

The findings of the study show that 19 teachers (52.8%) 
strongly agree, 14 teachers (38.9%) agree, and 3 teachers (8%) 
choose to disagree that augmented reality technology can 
increase students' interest in learning Arabic language. In 
addition, a total of 17 teachers (47.2%) strongly agree, 18 
teachers (50%) agree and only one teacher (2.8%) chooses to 
disagree that augmented reality technology is able to attract 
students' attention to focus on a topic being taught. 

Meanwhile, two items in the questions were used to 
respond to the current study, namely the statement referring to 
augmented reality technology makes it easier for teachers to 
deliver teaching information faster and augmented reality 
technology is very effective in helping to improve the quality 
of teaching and learning Arabic subjects in Malaysia, 

recording the mean score and value of the same standard 
deviation (Mean = 3.44, SP = 0.56). The two statements also 
recorded the same frequency and percentage, in which a total 
of 16 teachers (44.4%) choose strongly agree, 18 teachers 
(50%) agree and only 2 teachers (5.6%) choose to disagree. 

Referring to the statement of augmented reality 
technology, the percentage of students' proficiency in Arabic 
language recorded the third lowest mean score (Mean = 3.36, 
SP = 0.54), showing an increased number with a frequency of 
agree and strongly agree of 35 people (97.2%), disagree and 
strongly 1 person disagreed (2.8%). This is followed by the 
statement that augmented reality technology is a new teaching 
material around the world of education (Mean = 3.31, SP = 
0.62) with a frequency of agree and strongly agree of 33 
people (91.7%), disagree and strongly disagree of 3 people 
(8.3%). 

Meanwhile, Table II shows that 2 items out of 8 items 
related to the level of readiness from the aspect of teachers' 
attitudes towards the use of augmented reality technology in 
the teaching of Arabic language in Malaysia, both recorded 
the same mean score and are the lowest among the statements 
presented. The statement that refers to augmented reality 
technology is very suitable to be applied in the teaching of 
Arabic language in Malaysia (Mean = 3.28, SP = 0.57). A 
total of 12 teachers (33.3%) chooses strongly agree, 22 
teachers (61.1%) agree, and 2 teachers (5.6%) choose to 
disagree. Meanwhile, for the statement that refers to 
augmented reality technology is a sophisticated teaching 
material to be used in Malaysia when teaching Arabic (Min = 
3.28, SP = 0.66), the results show a total of 13 teachers 
(36.1%) strongly agree, 21 teachers (58.3%) agree, and 1 
teacher (2.8%) chooses to disagree. However, there is also one 
teacher (2.8%) who chooses to strongly disagree with the 
statement. 

TABLE II. FREQUENCY, PERCENTAGE, MEAN, STANDARD DEVIATION AND INTERPRETATION OF TEACHERS' ATTITUDES TOWARDS THE USE OF AUGMENTED 

REALITY TECHNOLOGY IN TEACHING ARABIC LANGUAGE IN MALAYSIA 

Statement 
Frequency 

Mean SD Interpretation 
SD D A SA 

Augmented reality technology is able to increase student interest to 

learn the Arabic language. 

0 

0% 

3 

8.3% 

14 

38.9% 

19 

52.8% 
3.44 0.65 Moderate 

Augmented reality technology is capable to draw students’ attention to 

focus on a topic that taught. 

0 

0% 

1 

2.8% 

18 

50% 

17 

47.2% 
3.44 0.56 Moderate 

Augmented reality technology make it easier for teachers to deliver 

teaching information faster. 

0 

0% 

2 

5.6% 

18 

50% 

16 

44.4% 
3.39 0.60 Moderate 

Augmented reality technology is very effective to help improve the quality 

of P&P in Arabic subject in Malaysia 

0 

0% 

2 

5.6% 

18 

50% 

16 

44.4% 
3.39 0.60 Moderate 

Augmented reality technology is able to increase the percentage of 

students’ proficiency in Arabic. 

0 

0% 

1 

2.8% 

21 

58.3% 

14 

38.9% 
3.36 0.54 Moderate 

Augmented reality technology is a new teaching material in the world of 

education. 

0 

0% 

3 

8.3% 

19 

52.8% 

14 

38.9% 
3.31 0.62 Moderate 

Augmented reality technology is very suitable to be applied in teaching 

Arabic in Malaysia. 

0 

0% 

2 

5.6% 

22 

61.1% 

12 

33.3% 
3.28 0.57 Moderate 

Augmented reality technology is a sophisticated teaching material to use in 

teaching Arabic language in Malaysia. 

1 

2.8% 

1 

2.8% 

21 

58.3% 

13 

36.1% 
3.28 0.66 Moderate 

Overall mean    3.36  Moderate 
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Overall, the findings explain that teachers who teach 
Arabic language in Malaysia have a moderate level of attitude 
towards the use of augmented reality technology. On average, 
the respondents are positive and open to accepting the use of 
augmented reality technology in the teaching of Arabic 
language at school and believe that augmented reality 
technology is able to enhance the teaching and learning 
process of Arabic language by combining elements of 
technology and knowledge. This indirectly means that they 
will master the creativity of teaching, especially in the aspects 
of motivation and environment when implementing the 
teaching process using augmented reality technology. 

VI. DISCUSSION 

A. Augmented Reality Technology is a New and Advanced 

Teaching Material in the World of Education 

According to [32], augmented reality technology is a 
technology that has been discovered for the past 40 years, 
which has sophisticated and interesting attributes or 
characteristics that are able to accommodate deficiencies that 
are not found in existing teaching media and traditional 
teaching systems. which has long been practiced in Malaysia. 
This technology is capable of becoming a new teaching 
material to be used in the world of education in Malaysia. 
Augmented reality technology has new and advanced features, 
such as allowing users to interact in real time with 3D virtual 
objects as if holding real objects [11,33,34]. It can be said that 
augmented reality technology is an advanced technology that 
brings virtual imagination to the real world by mixing the 
virtual environment with the physical environment instantly 
[35]. 

According to the study [36], augmented reality technology 
can encourage students, especially children to use different 
and creative new learning approaches. Students can learn 
independently by using their own style and able to train 
themselves to act efficiently as well as learn personally. This 
clearly shows that augmented reality technology is capable of 
creating new teaching and learning methods that are more 
interesting, dynamic, interactive, contextual, easy to 
understand, and be interpreted due to the two-way transfer of 
information. Therefore, it is not surprising that the finding of 
this study shows a positive effect on teachers' attitudes 
towards the use of augmented reality technology in the 
teaching of Arabic language in Malaysia. 

B. Augmented Reality Technology is Able to Increase 

Students' Interest in Learning Arabic 

The findings of the study show that the majority of 
teachers who teach Arabic language have a good opinion that 
augmented reality technology is effective and able to stimulate 
interest in learning Arabic language. The effect of using 
augmented reality technology applications in language 
learning has also been proven by [37] who used an augmented 
reality application named Letters Alive! It not only increases 
the percentage of students' reading proficiency but also in the 
ability to form sentences correctly. This is in line with the 
opinion of [38], who stated that the visual effect and user 
interaction in real time on an object can improve the memory 
and cognitive process of students in visualization. 

Similarly, [39] found that augmented reality technology 
has advantages, such as being able to attract the attention and 
stimulate the interest of students, especially children in the 
learning process because it facilitates the understanding of 
learning content, maintains long-term memory, and user-
friendly. It clearly shows that augmented reality technology 
provides benefits in the learning of students at the primary 
level. 

Teaching aids used by teachers are referred to as platforms 
to ease the teachers in providing students clear understanding 
during teaching. This finding is supported by the study of [40], 
where the use of teaching aids, such as augmented reality 
technology has a positive impact in improving students' 
understanding of a subject. 

According to [41], students will increase their interest in 
learning because of the advantages of augmented reality 
technology that combines the virtual world with the potential 
to increase students' imagination in relation to the real world 
[42]. As such, it is able to mobilize students' creativity in 
learning, especially in Arabic language. This then allows 
students' concentration to increase along with their interest in 
the technology [34]. 

C. Augmented Reality Technology is Able to Attract Students' 

Attention to Focus on a Topic being Taught 

Findings show that the augmented reality technology 
application is not only able to attract the attention of teachers 
involved in the study but also prove that the augmented reality 
technology is able to attract the attention of students to focus 
on a topic being taught and the students' curiosity in the 
lessons being studied [11,29]. This statement is supported by 
the study [33] who found that students, especially children are 
very interested in using mobile phones in order to learn 
something new which is often used by them in their daily 
lives. Therefore, study [33] chose new software which is the 
use of augmented reality technology in learning words in 
English where preschool children can use mobile phones in 
learning as independent learning in line with PAK21. 

Study [43] also supported that technology which applies 
interesting teaching aids and has gamification elements in 
teaching can increase students’ focus and interest. Through 
this method, the teacher will be able to increase the interest 
and curiosity of the students towards his/her teaching. This is 
because, students who get motivation from the teacher will 
usually be more interested which in turn helps the process of 
achieving learning objectives. 

D. Augmented Reality Technology makes it Easier for 

Teachers to Deliver Teaching Information Faster 

The findings of the present study also show that teachers 
have a positive attitude towards augmented reality technology 
because not only it helps teachers in carrying out interesting 
teaching process, but also delivers the teaching information 
faster [11]. According to [44] augmented reality technology 
can help teachers to bring learning experiences outside the 
classroom to students that are previously impossible. 
Therefore, with augmented reality technology, teaching 
information can be done quickly. For example, teachers are 
able to bring the atmosphere of a visit to the zoo without 
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having to visit the zoo as the augmented reality technology 
will take the student to a virtual world with the atmosphere of 
being in the zoo to see animals. Hence, it is proven that using 
augmented reality technology in learning would help the 
students to understand something quickly [45,11]. Besides 
that, the development tools for AR environments have seen 
significant change over the past ten years, and currently there 
are many options. However, it is challenging to create an AR 
educational environment and to develop content in a simple 
and efficient approach because all these solutions still demand 
a high level of technical knowledge or a lot of time to generate 
[50, 51]. 

E. Augmented Reality Technology is Very Effective in 

Helping to Improve the Quality of Arabic Subject Teaching 

and Learning in Malaysia 

Findings show that the teachers involved in the present 
study agree that the use of augmented reality technology is 
very effective and able to increase the quality of teaching 
Arabic language. This finding is supported by [24] who stated 
that most students consider augmented reality technology as 
an effective learning tool, which can help them understand the 
concepts learned and ultimately improve the quality of 
education as well as students’ performance. Study [21] stated 
similar scenario with study [24], arguing that students who use 
augmented reality technology as a learning aid have shown 
higher academic performance compared to the use of 
traditional methods. Furthermore, this believe is supported by 
the study [25], which described augmented reality technology 
as interesting and effective to education. It can encourage 
students to explore learning content from different 
perspectives. Other than that, study [24] believed that the use 
of augmented reality technology in the world of education is 
able to improve the quality of teaching and improve the 
quality of student learning activities, especially teaching and 
learning of Arabic language subjects in Malaysia. 

Based on a study by [41], the use of augmented reality 
technology as a teaching method is the latest trend capable of 
changing the learning landscape from traditional methods to 
the use of the latest elements, such as animation, simulation, 
and video. If the use of augmented reality technology is 
expanded, it will create a fresher, more interactive, and 
effective teaching as well as learning system. Indirectly, its 
use can improve the quality of national education [46]. 

F. Augmented Reality Technology is Able to Increase the 

Percentage of Students' Proficiency in Arabic 

The majority of Arabic language teachers in the present 
study describe a positive attitude towards the use of 
augmented reality technology because they believe the 
technology can improve students' Arabic language. This 
believe is supported by the study [34] which stated that 
augmented reality technology can also be used to help 
visualize abstract concepts to understand the structure of a 
teaching model that can improve students’ understanding of 
lessons. Also, study [47] stated that augmented reality 
technology creates an immersive experience by expanding the 
virtual environment so that students can visualize the content 
of learning, gain a better understanding, and view on a specific 
learning topic or subject. 

According to [48], the use of technology-based teaching 
aids will produce students who behave positively, such as 
studying diligently and making efforts by showing a deep 
interest in mastering Arabic language subjects. This will be a 
platform for students’ excellent mastery of the subject. A 
positive attitude will produce encouraging results for their 
performance. 

G. Augmented Reality Technology is Very Suitable to be 

Applied in Teaching Arabic Language in Malaysia 

Findings show that the teachers involved in the present 
study agree that augmented reality technology is very suitable 
to be applied in Malaysian education. This is supported by 
study [33], who stated that augmented reality technology is 
suitable for preschool children in learning English words. 
Having the technology according to that study would enable 
preschool children to learn new words in English through 
practicing self-learning without the guidance of a preschool 
teacher. 

Similarly, study [49] stated that augmented reality 
technology is suitable for practice in coloring activities. This 
is because augmented reality technology can increase the level 
of creative thinking among preschool children. Preschool 
teachers in Malaysia can refer to the teaching and learning 
plan developed to plan coloring activities with the help of 
augmented reality technology. Augmented reality technology 
application software developers can also build applications 
with special features to develop creative thinking among 
preschoolers. 

VII. CONCLUSION 

Overall, the present study shows that Arabic teachers' level 
of readiness from the aspect of attitude towards the use of 
augmented reality technology in teaching Arabic language in 
primary school in Malaysia is at a moderate level. However, if 
there is a low and negative attitude as well as knowledge of 
teachers, especially for veteran teachers who have no 
experience in information technology. This will affect their 
enthusiasm and willingness to practice the method of using 
augmented reality technology in teaching in the era of the 
technology, thereby undermining the effectiveness of the 
technology in the Malaysian education system. 

Therefore, the drafters of the Arabic language curriculum 
at primary and secondary school level under the supervision of 
the Malaysian Ministry of Education are expected to be able to 
use the findings of the current study as a guide in designing 
the use of augmented reality technology in the teaching of 
Arabic language curriculum. This is because the 
implementation of augmented reality technology usage in 
education system requires readiness from all involved parties 
while considering various aspects. Apart from that, it also 
requires commitment from the authority in providing training, 
seminars, and workshops to ensure that the vision and mission 
of national education is achieved. Besides that, the present 
study would be helpful to increase the level of teachers’ 
readiness from the aspect of knowledge and attitude to 
implement teaching using techniques as well as methods that 
are effective with the use of technology based in regard to 
4IR. 
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Thus, this study's findings are very significant because 
they can be used to determine the level of readiness in terms 
of teacher knowledge of the use of augmented reality 
technology in teaching Arabic in Malaysia. The Ministry of 
Education Malaysia, through its division School management, 
can use this study as a starting point to design and plan 
programs, trainings, seminars, and other activities for teachers. 
However, this study has some limitations, one of which is that 
it only included responses from Arabic language teachers 
employed by Malaysia's Ministry of Education. Therefore, it 
is suggested that future research be expanded to include 
private schools in Malaysia or compared to other countries. 
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Abstract—The manual technique that might use for shrinking 

vessels blood in the retinal fundus images has significant 

limitations, such as the high rate of time consumption and the 

possibility of human error, precisely appear with the 

sophisticated structure of the blood receptacle and a hung 

amount of the retinal fundus photograph that needs to be 

anatomic. Moreover, the automatic proposed algorithm that will 

utilize shrinking and explore helpful clinical characteristics from 

retinal fundus photographs in order to lead the eye caregiver to 

early diagnosis for various retinal disorders and therapy 

evaluations. A precise, quick, and fully-automatic algorithm for 

shrinking blood receptacles and clinical characteristics 

measuring technique for internal retinal pictures is suggested in 

order to increase the diagnostic accuracy and reduce the 

ophthalmologist's burden. The proposed algorithm's main 

pipeline consists of two fundamental stages: picture shrinkage 

and medical feature elicitation. Many exhaustive practices were 

conducted to evaluate the efficacy of the sophisticated fully-

automated shrinkage system in figuring out retinal blood 

receptacles using the DRIVE and HRF datasets of exceedingly 

demanding fundus images. Initially, the accuracy of the created 

algorithm was tested based on its ability to accurately recognize 

the retinal structure of blood receptacles. In these attempts, 

several quantitative performance measures precisely five were 

computed to validate the efficacy of the exact algorithm, 

including accuracy (Acc.), sensitivity (Sen.), specificity (Spe.), 

positive prediction value (PPV), and negative prediction value 

(NPV). When contrast with modern receptacles shrinking 

approaches on the DRIVE dataset, the produced results have 

enormously improved by obtaining accuracy, sensitivity, 

specificity, positive predictive value, and negative predictive 

value of 98.78%, 98.32%, 97.23%, and 90. Based on five 

quantitative performance indicators, the HRF dataset led to the 

following results: 98.76%, 98.87%, 99.17%, 96.88%, and 100%. 

Keywords—Segmentation vessels / shrinking blood receptacles; 

clinical characteristics measurement; internal pictures for retinal; 

morphological filtering algorithm 

I. INTRODUCTION 

Direct ophthalmoscope, or manual examination of the 
internal photograph by a professional, is being replaced by a 
computer-attribution diagnosis of retinal internal images. 
Furthermore, the computer-attribution diagnosis of retinal 
internal pictures is as accurate as a direct ophthalmoscope and 

requires less processing and analysis time. Retinal fundus 
pictures are commonly used to diagnose many eye-related 
illnesses that lead to vision loss, for instance, diabetic 
retinopathy in addition to macular degeneration [1]. The 
extraction of retinal blood vessels from fundus pictures is one 
of the essential processes in detecting diabetic retinopathy. 
Even though numerous segmentation approaches have been 
proposed, segmentation of the retinal vascular network and 
picture quality remains difficult. Noise (typically owing to 
uneven lighting) and narrow vessels are now critical obstacles 
in retinal vascular segmentation. Additionally, most of the 
proposed segmentation algorithms optimize the preprocessing 
and blood receptacle seg-mentation subjects for each dataset 
separately. As a result, these algorithms can typically reach a 
high rate of accuracy for the optimized dataset, but their 
accuracy will be lowered when applied to different datasets. 
Although most vessel segmentation methods include 
pretreatment procedures to improve vessel appearance, other 
plans skip the preprocessing steps and jump straight to the 
segmentation stage [2]. 

Blood receptacle segmentation is an essential required step 
to do the quantitative investigation of retinal photographs, 
where a set of critically beneficial clinical features such as the 
tortuosity, length, density, and thickness, of the blood vessel 
can be extracted from the segmented vascular tree. 
Furthermore, the segmented vascular tree has also been used 
in several medical applications, including retinal image 
mosaic structure, temporary and/or multi-modal image 
registration, optic disc identification, biometric identification, 
and fovea localization. Many segmentation approaches 
nowadays use machine learning ideas in conjunction with 
traditional techniques to improve segmentation accuracy by 
providing a statistical analysis of data to enhance 
segmentation algorithms [3]. Based on the usage of labeled 
training data, these machine learning principles can be divided 
into unsupervised and supervised approaches. In a supervised 
technique, a human operator labels and select a class for every 
single pixel in the internal picture, such as vessel and non-
vessel. A classifier is trained using the tags supplied to the 
input. A sequence of characteristics vectors is formed from the 
data being processed (pixel-wise characteristics in picture 
segmentation defects). Similar samples are grouped into 
various classes using predetermined characteristics vectors 
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that are distinguished without any labels in an unsupervised 
technique. This accumulating is dependent on several 
assumptions about the input dataset structure, namely that 
there are two kinds of classes of the input dataset with 
identical characteristics vectors (blood receptacle and not 
blood receptacle). Depending on the situation, this matching 
metric might be sophisticated or specified by a basic metric 
like pixel contrasts [4]. 

The analysis of the blood receptacle tree in internal images 
with precision and accuracy can provide several essential 
aspects for diagnosing various retinal disorders. However, 
when utilized as the first step which is represented by 
preprocessing for higher-level picture detection, retinal blood 
vessel segmentation might significantly impact other 
applications. For instance, reliable blood vessel tree detection 
might be employed in recording time series internal images, 
finding the optical disc or over, recognizing the retinal blood 
receptacle fiber layer, and biometric identification. There is a 
substantial amount of work on this topic due to the 
applications wide range and the fact that shrinkage of retinal 
blood receptacles is one of the critical jobs in retinal picture 
processing [5]. 

To increase diagnosis precision and reduce 
ophthalmologists' burden, an accurate, quick, and totally 
automatic blood receptacle shrinking and clinical 
characteristics measuring algorithm for retinal internal 
pictures is presented. The proposed algorithm's main pipeline 
consists of two critical stages: picture segmentation and 
clinical feature extraction. In the segmentation stage, a fully 
automated segmentation method called a morphological 
filtering algorithm addressed by MFA is used to find blood 
receptacles in retinal photographs. 

In the morphological filtering algorithm, an efficient and 
reliable image pre-processing procedure is applied to preserve 
the vessel’s structure and eliminate the noise level using the 
Anisotropic Diffusion (AD) filtering and Gaussian filtering, 
respectively. This is followed by removing all undesired 
objects (e.g., small vessel segments) in the enhanced image by 
applying morphological operations. Finally, all the retinal 
blood vessels are detected by utilizing an efficient edge 
algorithm based on efficient filter which is an improved 
Canny edge detector. Finally, the output segmented images 
produced from the proposed segmentation algorithm is fused 
to produce the final segmented image. In the post-processing 
step, a novel blood vessel linking procedure is proposed to 
correctly join the discontinuous blood vessels produced in the 
segmented picture resulting from the fusing stage. In the 
clinical features extraction stage, several helpful clinical 
characteristics are computed, for instance the tortuosity, 
thickness, density, and length of the blood vessel, which are 
efficiently used in the early diagnosis of several 
cardiovascular and ophthalmologic diseases. In this stage, an 
efficient and accurate algorithm for computing the blood 
vessel thickness is proposed. The main contributions list can 
be summarized as follows: 

• An accurate, quick, and fully-automated blood vessels 
shrinkage and clinical characteristics assessment 

algorithm is suggested to improve diagnosis precision 
and reduce ophthalmologists' burden. 

• Fully-automated segmentation algorithm is proposed 
and named as a morphological filtering algorithm to 
accurately detect the blood vessels in the retinal 
images. 

• A novel blood vessel linking procedure is proposed to 
correctly join the discontinuous blood vessels produced 
in the segmented image resulting from the previous 
step. 

• This research considers as a second stage from our 
main goal by developing a fully automated and real-
time retinal blood vessels hybrid segmentation and 
clinical features extraction model in fundus images and 
for the first stage represented by trainable filter 
algorithm that already completed successfully.[6]. 

• The rest zone of this study is consist of Section II 
which presented a related works on Blood receptacles 
shrinking and medical feature measuring algorithm for 
internal pictures of the retina Section III outlines the 
major processes of the proposed morphological 
filtering algorithm, which consists of three primary 
stages: image preprocessing, morphological operations, 
and vessel recognition. Several comprehensive tests 
were undertaken to evaluate the performance and 
accuracy of the newly created fully-automated 
shrinkage system for analyzing retinal blood 
receptacles through utilizing two difficult internal 
binary photograph datasets, as described in Section IV 
in addition to Section V discusses the outcome results 
and future work as a final topic. 

II. RELATED WORK 

The shrink in the retinal internal image is considered as a 
first stage concerned with identifying the several diseases that 
related to the eyes. In general, blood receptacles look like a 
structure tree. Morphological characteristics includes width, 
length plus to branching of the eye, and others play an 
enormous part in detecting and treating various of eyes 
diseases, according to work published by [5] Classification of 
microaneurysms and non-macro aneurysms is a concern using 
morphological filters algorithm to detect diabetic retinopathy 
in retinal vessels images by utilizing the evaluation matric 
such as accuracy, sensitivity, and specificity. In addition, the 
study did the experiments using the IDRiD dataset with an 
average result of 80.85%. Thus, its notice some limitations in 
their proposed methods summarized by resolution point need 
to be more enhancement. They have used only one dataset in 
the whole of the experiments. According to S. Annand et al. 
[7] they are working on Optic disc analysis in retinal blood 
vessels in the fundus using contourlet sub-bands, 
superimposed edges with morphological filling through 
several kinds of datasets, including DRIVE, STARE, 
MESSIDOR, etc. E-aphtha, Diaretdb1. Moreover, the utilized 
dataset highlights the accuracy channel that registers 97.15% 
output result even though the outcome is high. Still, there are 
some points it needs to be enhance, such as the datasets that 
are used with significant numbers of users lead to have the 
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configuration complexity that might happen between the 
various datasets and the proposed methods. Another work by 
[8], the study proposed the domain of Retinal Vessel 
Segmentation in Diabetic Retinopathy Using a Morphological 
Top Approach in medical Images by implementing two types 
of data: HAGIS and HRF, which succeed by achieving 
95.12%, 94.37%, respectively. Several disorders may be 
impacted by a particular segmentation procedure, resulting in 
limits because there are numerous types of diseases, for 
instance glaucoma, age macular degeneration, hypertension, 
that conceder harmful and significantly affect the patient's 
health. 

In [9], the work on the execution analysis of auto-detection 
of diabetic retinopathy utilizing the proposed operation 
algorithms with the same concept of evaluation matric but 
with a deferent dataset named by DIARETDB1 to achieve a 
98.68% percentage. At some point, the computational timing 
is quite long, based on several observations. Another study by 
[10], its introduced analyses of retinal blood receptacle from 
eyes scope images through utilize morphological method 
implemented through DRIVE, HRF dataset to extract the 
Acc., Sen., and Spe. with the exact result of the accuracy is 
0.9541,0.9478 respectively. Therefore, there are some 
misclassified structures, such as vessels giving poor 
segmentation output. Also, U. Ozkaya et al. [11] presented the 
efficiency of retinal blood receptacle shrink utilizing 
morphological operations using DRIVE dataset to achieve 
95.61% with some limitations of the proposed methods that do 
not diagnose critical diseases such as hypertension and 
diabetic retinopathy. Charu Bhardwaj et al. [12] focusing on 
the execution analysis of retinal characteristics for diabetic 
retinopathy characterization and diagnoses by using DRIVE, 
STARE to extract the evaluation matric category that is 
divided into three types starting by accuracy and end with 
specifically to highlight the accuracy average result 95.50%, 
94.80% respectively. However, it needs to be more accurate to 
positively match the manual segmentation results. In this 
paper, we emphasize the morphological filter algorithm that 
was modified using a very powerful and common dataset, 
DRIVE and HRF, for accurate, quick, and full-automatic 
blood receptacle shrink and clinical characteristics. A 
measurement approach for retinal internal pictures is 
presented to enhance or develop diagnostic quality and reduce 
ophthalmologists' effort. 

III. PROPOSED AUTOMATIC BLOOD VESSELS 

SEGMENTATION AND CLINICAL FEATURE MEASUREMENT 

ALGORITHM 

The quantitative investigation of retinal images is widely 
utilized for rapid detection, observation, and treatment 
assessment of cardiovascular and ophthalmologic diseases, for 
instance, macular degeneration, eyes diabetes, glaucoma, 
hypertension, arterio-sclerosis, vein occlusion, and choroidal 
neovascularization. Among these mentioned diseases, diabetic 
retinopathy and macular degeneration are considered the two 
main reasons for blindness. Blood receptacle shrink is an 
essential stage required for the quantitative investigation of 
retinal photographs, where a set of critically beneficial 
medical characteristics for instance the density, tortuosity, 
length, and thickness, of the blood vessel, can be extracted 

from the segmented vascular tree. Furthermore, the segmented 
vascular tree has also been used in several medical 
applications, including retinal image mosaic structure, 
temporary and/or multi-modal image registration, optic disc 
identification, biometric identification, and fovea localization. 
Accordingly, it is hypothesized that an autonomous method 
for segmenting and extracting valuable clinical information 
from retinal blood vessels will aid ophthalmologists and eye 
specialists in the early diagnosis of various retinal illnesses 
and the evaluation of treatment options. Fig. 1 shows the 
projected blood vessel segmentation and clinical features 
measurement. 

 

Fig. 1. Diagram of the Proposed Blood Receptacles Shrink and Clinical 

Features Measurement Algorithm. 

A. The Morphological Filter Algorithm 

As we presented in Fig. 2 the main steps of the 
morphological filtering algorithm, which is composed of three 
main stages, including the image pre-processing stage, the 
morphological operations stage, and the vessels detection 
stage. In the image pre-processing step, the AD filtering and 
Gaussian filtering are applied on top of the extracted green 
channel of the retinal image to enhance edges’ structures and 
eliminate the noise in the retinal fundus image, respectively. 
Then, a set of morphological operations are applied on top of 
the enhanced image produced from the previous stage to 
discard the background and all the unwanted objects (e.g., 
small vessel segments). Finally, the retinal blood vessels are 
detected by utilizing an efficient edge detection algorithm 
based on edge detector filter addressed by an improved Canny 
edge detector. The main steps of the selected filter are 
explained in detail in the next sub-sections. 

 

Fig. 2. The Fundamental Stages of the Proposed Morphological Filtering 

Algorithm for Detecting the Retinal Blood Vessels. 
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1) Image pre-processing stage: In this stage, the crucial 

aim is to improve the non-uniform illumination, controlling 

the contrast of the retinal picture and de-creasing the 

background noise. The main steps of the proposed image pre-

processing can be summarized as follows: 

a) Extracting the best channel which is the green from 

the colored retinal internal photograph. 

b) Correcting the non-uniform illumination and 

enhancing the visibility of the edges’ tree structures in the 

retinal internal picture by using AD filter. 

c) Applying the 2D Gaussian filter to smooth the retinal 

image and eliminate the background noise. 

Despite of the human observer can efficiently identify the 
blood vessel structures using the full-color image, however, 
processing the three channels of the input image can increase 
the computational complexity of the proposed algorithm 
where a long time will be required to deliver the final 
segmented image. Thus, the proposed morphological filtering 
algorithm starts with extracting the green channel of the input 
picture because it gives a better distinction between the 
background layer and the retinal blood receptacle than other 
channels, as shown in Fig. 3. 

 

Fig. 3. The Three Channels of the Coloured Retinal Image: (a) Main Picture, 

(b) Red Conduit Picture, (c) Green Conduit Picture, and (d) Blue Conduit 

Picture. 

In most cases, the retinal images have some background 
pixels with intensity values similar to the lighter pixels of the 
retinal blood vessels. These pixels can significantly degrade 
the outcome of the proposed segmentation algorithm. 
Therefore, the AD filter [13] was used to the green conduit of 
the retinal picture after rescaling it to the range of [0, 1], to 
correct the non-uniform illumination and enhance edges’ 
structures in the retinal picture, as presented in Fig. 3(b). The 
AD filter can be represented as follows: 

𝑰𝒊,𝒋
𝒕+𝟏 =  𝑰𝒊,𝒋

𝒕 +  𝝀[𝒄𝑵 . 𝜵𝑵 𝑰 + 𝒄𝑺 . 𝜵𝑺 𝑰 + 𝒄𝑬 . 𝜵𝑬 𝑰 +

𝒄𝑾 . 𝜵𝑾 𝑰]𝒊,𝒋
𝒕               (1) 

Here, I refer to the retinal image, 0 ≤ 𝝀 ≤ 1/4, The (c) 
parameter represents the conduction coefficients which is 
updated every iteration as a brightness gradient function, (𝒕) 
represents the iteration index, and (𝜵) refers to the nearest 
neighbour variances in all the directions N, S, E, and W, as 
bellows: 

𝜵𝑵 𝑰𝒊,𝒋 =  𝑰𝒊−𝟏,𝒋 − 𝑰𝒊,𝒋 

𝜵𝑺 𝑰𝒊,𝒋 =  𝑰𝒊+𝟏,𝒋 − 𝑰𝒊,𝒋 

𝜵𝑬 𝑰𝒊,𝒋 =  𝑰𝒊,𝒋+𝟏 − 𝑰𝒊,𝒋 

𝜵𝑾 𝑰𝒊,𝒋 =  𝑰𝒊,𝒋−𝟏 − 𝑰𝒊,𝒋              (2) 

In this work, these values of the 𝜆 and 𝑡 parameters are set 
to 0.20 and 5, respectively. This was followed by applying the 
2D Gaussian filter to assure the smoothness in the retinal 
internal picture in addition to eliminating the background 
noise, as presented in Fig. 3(c). The 2D Gaussian filter is 
distinguished by a non-uniform low-pass filter, whose 2D 
filter coefficients are computed as follows: 

𝑮(𝒙, 𝒚) =
𝟏

𝟐𝝅𝝈𝟐 𝒆
−

𝒙𝟐+𝒚𝟐

𝟐𝝈𝟐                  (3) 

Here, the (x, y) refers to the filter center, and σ refers to 
(SD) Standard Deviation of the Gaussian filter. 

2) Morphological operation stage: Typically, 

morphological operations can be employed to accurately 

extract the image’s components, which are proven to be 

extremely helpful for interpreting and representing the 

different shapes that exist inside the input image rather than 

pixels’ intensities, such as borders, skeletons, and convex 

hulls [14]. The morphological operations are considered 

powerful tools that can be efficiently employed in solving 

several tasks in image processing. Dilation, erosion, opening, 

closing, bottom-hat, and top-hat transformation are the 

fundamental morphological operations that can be utilized to 

segment, manipulate and adjust the objects shown in the input 

image depending on their structure [15]. In general, these 

morphological operations were only applied to the binary 

images, and then they were extended to process the grey-scale 

images as well. The primary aim of this stage is to define the 

vessels' structure precisely by eliminating the defects, such as 

various kinds of noise that can influence the blood vessels' 

structure and produce more visible structures of the blood 

vessels. The main stages in the selected morphological 

operations stage are implemented sequentially as follows: 

a) Applying the opening operation with a disk structure 

element of 3 pixels. 

b) A background subtraction procedure was 

implemented to split the foreground objects from the image’s 

background. 

c) A sigmoid function was employed to decrease the 

effect of the non-uniform illumination of the retinal pictures. 

d) Improving the appearance of the retinal blood 

receptacles by applying the erosion process. 

In this stage, two different morphological operations were 
applied, namely the opening and erosion operations. The 
morphological operations were further employed in other 
steps of the proposed blood vessel segmentation algorithm to 
exclude the unwanted features (e.g., small vessel parts) 
without changing the main structure of the blood vessel. 
Usually, the morphological operations take two different 
parameters, including the picture that needs to be processed. 
The shape in addition to size of the tree structure element 
plays a significant role in detecting a feature representation of 
a given size and shape in the input image. Thus, the size and 
shape of the structuring element are selected according to the 
demand and purpose of the adopted application. The erosion 

http://en.wikipedia.org/wiki/Standard_deviation
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and dilation operations are the essential morphological 
operations utilized to lessen and boost the objects in the 
image, respectively. The erosion and dilation operations are 
defined as follows. 

𝒇 𝜣 𝑩 = 𝒎𝒊𝒏
𝒖,𝒗

(𝒇(𝒙+𝒖,𝒚+𝒗) − 𝑩(𝒖,𝒗))            (4) 

𝒇 ⊕ 𝑩 = 𝒎𝒂𝒙
𝒖,𝒗

(𝒇(𝒙−𝒖,𝒚−𝒗) + 𝑩(𝒖,𝒗))            (5) 

where (𝑓) represents a greyscale image B refers to the 
structuring element. 𝑓 𝛩 𝐵 and 𝑓 ⊕ 𝐵 represent erosion and 
dilation, respectively. Morphological opening operation is 
applied to delete undesired precise structures in the input 
picture by implementing an erosion procedure followed by a 
dilation process. In contrast, a morphological closing 
operation is applied to fill or merge some structures in the 
input picture by implementing the dilation procedure followed 
by the erosion process. The morphological opening and 
closing operations can be defined as follows: 

fοB = (f Θ B) ⊕ B              (6) 

f • B = (f ⊕ B)Θ B              (7) 

In this stage, several kinds of experiments were conducted 
to select the methods of applied in this stage using retinal 
fundus images with various levels of noise and lighting 
conditions. The main aim here is to improve the structure of 
blood vessels without missing essential characteristics in the 
retinal picture. In the current stage, the opening operation was 
applied to the enhanced image produced from the prior stage 
by employing an optic disk element of 3 pixels. Then, a 
subtraction procedure for the background layer was 
implemented to split the foreground objects from the image’s 
background and identify the retinal blood vessels accurately. 
Next, a simple image contrast enhancement process using a 
sigmoid function [16] is implemented as follows: 

g(x, y) =
1

1+e
(c∗(Th−f(x,y)))

              (8) 

Where f and g of (x, y) is the input and the enhanced 
photograph. Herein, the contrast parameter (c), and the 
Threshold parameter (Th), are empirically chosen to be 4 and 
0.5, respectively. The main advantage of this step is to 
decrease the impact of the non-uniform illumination by 
narrowing in addition to extending the values range of the 
bright and dark pixels in the retinal photograph, sequentially.  
Finally, the erosion process was also applied by employing a 
structural element of 2-pixels to improve the appearance of the 
retinal blood vessels, as presented in Fig. 3(d). Undesired 
segments of one-pixel size were excluded. 

3) Vessel’s detection stage: The vessels detection 

procedure was applied to preserve beneficial structural details 

of the blood vessels' borders and to carefully discard the 

unwanted objects. As depicted in Fig. 4, the fundamental steps 

of the selected vessels detection process might be outlined as 

follows: 

a) Eliminating the noise level produced from the 

morphological operations stage by applying the median filter. 

b) An improved Canny edge detector was employed to 

accurately identify the blood vessels. 

c) A refinement vessel's structure procedure based on 

applying a set of morphological operations was implemented 

to maintain the actual thickness of the detected blood vessels 

and to eliminate unwanted objects in the segmented image. 

Initially, the median filter was applied to eliminate the 
noise produced from the morphological operations stage that 
can significantly influence the precision of the blood vessels 
detection in the later steps. The median approach is a non-
linear method that is utilized to eliminate the noise from a 
given image to enhance the outcomes of subsequent 
processing (e.g., the edge detection process in an image). The 
median filter is very widely applied in addressing several 
image processing problems due to its ability in preserving the 
edges and removing noise. In this work, a media filter of size 
(5×5) pixels. 

The blood vessels were then identified by using an 
improved Canny edge detector. First, the Gaussian filter was 
applied to further decrease the noise level in the picture. This 
was followed by calculating the gradient magnitude along 
with its vectors for each pixel of the enhanced image. An 
algorithm of non-maxima suppression was later implemented 
by utilizing the gradient magnitude and direction to be 
recognized and assigned as a border pixel by employing the 
thresholding approach.  The main stimulus for applying the 
improved Canny edges detector is to accomplish some 
beneficial characteristics, including reducing the possibility of 
duplicated responses to a singular edge; reducing the 
likelihood of neglected edges; reducing the distance computed 
between the pixels of the identified edges and the original 
edges. These four characteristics might conceder as a critical 
role in solving the problems of detecting retinal blood 
receptacles precisely. The main steps of applying the 
improved Canny edges detector can be summarized as 
follows: 

1) Smooth Image: Reducing the noise and smoothing the 

retinal image by applying the Gaussian filter. Suppose 𝐺(𝑥, 𝑦) 

represents the Gaussian filter as revealed in Eq. (9) and 𝐼(𝑥, 𝑦) 

represents the retinal image. Then the smoothed image can be 

obtained by convoluting I with 𝐺 𝑜𝑓 (𝑥, 𝑦) as follows: 

𝑆(𝑥, 𝑦) =  𝐺(𝑥, 𝑦) ⊗ 𝐼(𝑥, 𝑦)             (9) 

2) Gradient Magnitude: Computing the gradient 

magnitude of the smoothed image 𝑺(𝒙, 𝒚) is utilized to 

compute the variation value of (𝑮𝑿) and (𝑮𝒀), sequentially, 

same as below: 

𝐺𝑋(𝑥, 𝑦) ≈
 [𝑆(𝑥, 𝑦 + 1) − 𝑆(𝑥, 𝑦) + 𝑆(𝑥 + 1, 𝑦 + 1) − 𝑆(𝑥 + 1, 𝑦)] 2⁄   (10) 

𝐺𝑌(𝑥, 𝑦) ≈
 [𝑆(𝑥, 𝑦) − 𝑆(𝑥 + 1, 𝑦) + 𝑆(𝑥, 𝑦 + 1) − 𝑆(𝑥 + 1, 𝑦 + 1)] 2⁄   (11) 

From Eq. (10) and (11), the gradient magnitude and its 

direction are computed, respectively, as in Eq. (12) and (13): 

𝐺(𝑥, 𝑦) =  √𝐺𝑋
2(𝑥, 𝑦) + 𝐺𝑌

2(𝑥, 𝑦)           (12) 
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𝜃(𝑥, 𝑦) = 𝑡𝑎𝑛−1 (
𝐺𝑌

2(𝑥,𝑦)

𝐺𝑋
2 (𝑥,𝑦)

)            (13) 

3) Non-maxima Suppression Algorithm: The computed 

gradient magnitude usually includes extended ridges nearby 

the local maximum. Thus, the non-maxima suppression 

algorithm was applied to thin these extended ridges. A 

gradient vector (di) composed of four discrete directions (e.g., 

horizontal, vertical, 45° and - 45°) is computed for each pixel 

(x, y) of the normal edge. Then the closest direction to 𝜽(𝒙, 𝒚) 

is defined from these four directions. If the value of gradient 

magnitude 𝑮(𝒙, 𝒚) was lower than the vectors (di), then the 

non-maxima algorithm is equal to zero (suppression); else, N 

(x, y) = 𝑮(𝒙, 𝒚). 

4) Hysteresis Thresholding Algorithm: This algorithm is 

applied to detect and connect the pixels of the actual edges. 

In most cases, thresholding the input image can produce 
several false detected edges. To decrease the rate of false 
detected edges, a thresholding algorithm can be applied using 
two different threshold values, named the low threshold (TL) 
and the high threshold (TH). It defines the non-maxima 
approach NH (x, y) after hysteresis thresholding N (x, y) using 
the high threshold (TH) and defines the non-maxima approach 
NL (x, y) after the method of thresholding using the low 
threshold (TL). Obviously, the NH (x, y) has the stronger edge 
representations compared with the NL (x, y) which contains 
the weaker edge representations. 

After the improved Canny edge detector has applied, a 
refinement vessel's structure procedure was implemented to 
maintain the actual thickness of the detected blood vessels and 
to eliminate some unwanted objects in the segmented image. 
This refinement procedure starts by applying the dilation 
process by employing two line-formed structural elements of 
three pixels with angles between 90º and 0º, sequentially. 
Then, the erosion process was implemented by employing a 
structural element of one pixel to sharpen the edges of the 
defined blood vessels. Finally, all the objects of an overall 
area of fewer than 100 pixels were discarded  from the final 
segmented image, as shown in Fig. 4(e). 

 

Fig. 4. The Proposed Morphological Filtering Algorithm Outputs: (a) 

Normalized Green Conduit, (b) AD Output, (c) Gaussian Filtering Output, (d) 

The Output of the Morphological Operations Stage, (e) The Final Output of 

the Edge Detection Stage, (f) The Overlapped Automated Segmented Image 

with the Original Retinal Image. 

B. Post-Processing Stage 

Once, the segmented retinal image is obtained from the 
morphological, the output is used to produce the final 
segmented image. Then, a novel blood vessel linking 
procedure was proposed to correctly join the discontinuous 
blood vessels produced in the segmented image resulting from 
the previous step. These discontinuous blood vessels are 
presented in the eventual segmented picture due to poor 
visibility of the specific portions of blood vessels or the noise 
presented in the retinal image. The accuracy of the extract 
clinical characteristics, for instance, the thickness, length, 
density, and tortuosity of the blood vessel can significantly be 
affected by the appearance of the discontinuous blood vessels. 
Thus, a new process was selected in this study to correctly join 
the discontinuous blood vessels in the final segmented 
photograph. The proposed blood vessel linking procedure was 
implemented as follows: 

1) Producing the skeleton blood vessels structure of the 

final retinal segmented image, and then identifying the 

vessels’ end-points. 

2) Defining a possible highest distance between the 

endings of each two segments of a disconnected blood vessel. 

Then a circular-shaped structure element of radius = (highest 

distance)/2 was placed at the end of each blood vessel. If the 

ends of the two blood vessels were approaching each other, 

then the placed structural elements were overlapped, as 

displayed in Fig. 5(c). 

3) Finally, the thinning process was applied to the whole 

image. Hence, a line of one pixel wide will be left by the 

thinned structural elements to link the two endings of the 

vessel. While, the separated ends are recovered to their initial 

structure, as displayed in Fig. 5(d). 

 

Fig. 5. The Proposed Blood Vessel Linking Procedure: (a) The Segmented 

Blood Vessel Structures, (b) The Disconnected Blood Vessels Marked in the 

Red Circles, (c) The Binary Circular-shaped Structural Elements are Drawn at 

the Ends of each Blood Vessel Segment, and (d) The Resulting Image with 

Linked Blood Vessels. 

C. Clinical Feature Extraction Stage  

The abnormalities in the retinal blood vessel structures, 
including the morphologic modifications in vessel tortuosity, 
shape, thickness, and length might be connected to the 
existence of cardiovascular and eye diseases. Therefore, the 
automatic quantitative analysis process of abnormalities in 
blood vessel structures can be extremely useful to help 
ophthalmologists and eye specialists in the early diagnosis of 
different retinopathies diseases, describe their severity level, 
and treatment assessments  .One of the main aims of this work 
is to develop an automated morphologic description procedure 
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to analyze the whole blood vessel network in the retinal 
image. The clinical features extraction stage computes a set of 
useful clinical features from the automatically detected retinal 
blood receptacle in an accurate path. In the current stage, a 
number of morphological clinical features associated with the 
healthiness of the retinal blood receptacles are extracted as 
follows: 

1) Vessel’s length: The length of the retinal blood vessel 

was computed for each vessel’s segment by firstly taking the 

vessel’s skeleton structure, and then the distance between 

sequential pixels in the blood vessel segment is summed as in 

Eq. (14). 

𝑉𝑒𝑠𝑠𝑒𝑙 𝐿𝑒𝑛𝑔ℎ = ∑ √(𝑥𝑖−1 − 𝑥𝑖)
2 + (𝑦𝑖−1 − 𝑦𝑖)

2𝑁−1
𝑖=1        (14) 

Here, (N) refers to the number of sequential pixels 
produced from the blood vessel skeleton part, with (xi, yi) 
refers to the pixel’s coordinates in the blood vessel part. 

2) Vessel density: The retinal blood vessels density was 

calculated by dividing the sum of all the pixels in the blood 

receptacles by overall area of the whole retinal image as 

shown in Eq. (15): 

𝑉𝑒𝑠𝑠𝑒𝑙 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 =  
∑ 𝑇ℎ𝑒 𝑣𝑒𝑠𝑠𝑒𝑙 𝑝𝑖𝑥𝑒𝑙𝑠

𝐼𝑚𝑎𝑔𝑒𝐴𝑟𝑒𝑎 (𝑚𝑚2)
          (15) 

3) Vessel tortuosity: The tortuosity coefficient of the 

blood vessel is interpreted as a degree of twists presented in 

the blood receptacle course, as shown in Fig. 6. Some studies 

have proved that the vessel tortuosity coefficient can be linked 

with the average fundus blood pressure, however, no 

significant increase was observed until the critical blood 

pressure level is reached [17, 18]. Herein, the mean tortuosity 

coefficient of the whole retinal blood vessel network was 

computed. First, the skeleton structure of the blood vessels 

was produced. This was followed by defining the branch 

points of the blood vessels to divide the length of Blood 

Vessel Segment (BVS) into (b) branches as in Eq. (16): 

𝐵𝑉𝑆 = 𝑠1 + 𝑠2 + ⋯ + 𝑠𝑏           (16) 

Then, the tortuosity coefficient index for the (BVS) was 
then computed as follows: 

𝑇𝐶(𝐵𝑉𝑆) = ∑  
𝑠𝑙𝑒𝑛𝑔𝑡ℎ(𝑛)

𝑠𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡
⁄ (𝑛) 𝑏

𝑛=1          (17) 

 

Fig. 6. An Example of Severe Retinal Blood Vessel Tortuosity is a Patient 

with Severe Non-proliferative (NPDR) Disease [19]. 

where 𝒔𝒍𝒆𝒏𝒈𝒕𝒉 refers to the length of the vessel branch, and 

it was estimated by Eq. (14). 𝒔𝒔𝒕𝒓𝒂𝒊𝒈𝒉𝒕 is the straight distance 

between the endings point and was estimated as follows?  

𝑠𝑠𝑡𝑟𝑎𝑖𝑔ℎ𝑡 = √(𝑥𝑁 − 𝑥1)2 + (𝑦𝑁 − 𝑦1)2          (18) 

Here, (N) refers to the specific number of essential 
subjects captured from the sub branch of the blood vessels. 
While (x, y) refers to the pixel’s coordinates in each branch of 
the blood vessels. Finally, the mean tortuosity coefficient of 
the entire blood vessels network was acquired by calculating 
the mean tortuosity values obtained of each blood vessel. 

4) Vessel thickness: The blood vessel thickness is referred 

to as the average width of the retinal blood vessels. In this 

PhD thesis, a new procedure for computing the retinal blood 

vessel thickness is developed. Fig. 7 presents the outcome 

results of the enhanced thickness procedure. The primary steps 

of the developed procedure after identifying each blood vessel 

were implemented as below: 

a) Distance transformation was computed from the 

photograph of detected retinal blood vessels, where all 

background pixels in the transformed image become white, 

while the object pixels become black. This transform 

calculates the Euclidean distance for each black pixel in the 

segmented image to the nearest non-zero pixel. In the 

developed procedure, the distance transform was implemented 

on the inverse of the binary image of the detected retinal blood 

vessels. Thus, for each pixel of the detected blood vessel, the 

Euclidean distance of that specific pixel or subject to the 

nearest border pixels of the blood vessel was computed. 

b) After applying the distance transforms, the blood 

vessel pixels that have the greatest distance values in the 

distance transform will be located in the middle of the blood 

vessel segment. The distance values that represent the halfway 

edge in between the blood vessel segment were obtained with 

some leniency of the largest distance values because of the  

floating-point computation. 

c) Eventually, the overall average of accumulated 

distance values defines the half-width of the blood vessel. 

Consequently, the blood vessel thickness (width) was 

measured by multiplying the outcome reached by two. 

 

Fig. 7. The Output of the Developed Thickness Procedure: (a) Coloured 

Labeled Retinal Blood Vessels and (b) Image Map for the Retinal Blood 

Vessels along with their Indexes and Average Thickness Values. 
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IV. EXPERIMENTAL RESULT AND DISCUSSION 

In the current research, the accuracy of the developed 
segmentation approach for recognizing retinal blood vessels 
was tested using two very difficult fundus image datasets, 
DRIVE [20] and High-Resolution Fundus (HRF) [21]. These 
datasets were used to test the method. 

Firstly, the main details of the applied retinal image 
datasets in current experiments are present. Secondly, the 
evaluation procedure of the fully-automated shrinkage 
algorithm is given along with their combination and compared 
their performance among (GT) which represents the ground 
truth pictures. Finally, the execution of the developed 
algorithms is compared with the modern approaches. 

A. Dataset Precise Description 

The execution of the selected blood vessel segmentation 
algorithms has been tested using two established publicly 
available datasets of retinal fundus images (DRIVE and HRF). 
These two datasets have gained special popularity due to they 
provide the associated GT images, in which the blood vessel is 
manually detected by different expert observers. Thus, they 
enable the possibility of comparing the results obtained 
against the provided GT images to check the reliability and 
quality of the selected algorithm. The main aim of these two 
datasets is to establish and encourage comparative studies on 
developing an automated algorithm for retinal blood 
receptacles in the fundus pictures. 

1) DRIVE dataset [20]: The DRIVE is consisting of 40 

colored retinal pictures split into testing and training sets, each 

one consisting of 20 pictures. A Mask picture that represents 

the view field (FOV) of the retina area is supplied for each 

image together with the corresponding GT image. The blood 

receptacle in the retinal pictures of the training set was 

manually segmented by one expert. In this work, the training 

set was used to figure out the elements of the selected 

segmentation algorithms. On the other hand, the blood vessels 

in the testing set images were manually segmented by two 

other experts. The real execution of the proposed receptacle 

algorithm was assessed using the testing category. DRIVE 

database contains retinal images captured from several causes 

of diabetes up to 400 subjects the record starts with age 25 

until 90 years old in the Netherlands. Then, 40 images were 

randomly chosen, 33 images without diabetic retinopathy 

registered causes and 7th of the images marked in early 

diabetic retinopathy. Retinal pictures were captured utilizing a 

Canon machine with a precise model CR5 non-mydriatic 

3CCD camera with an angle of 45° as a field of view. All the 

images were saved in a specific size which is (768 × 584). As 

an instance of retinal internal photographs from DRIVE 

dataset responding manually gold standard images are shown 

in Fig. 8. 

2) HRF dataset [21]: The HRF dataset has 45 pictures 

taken by three different groups, such as healthy people, people 

with diabetic retinopathy, and people with glaucoma. 

3) Each group has 15 pictures utilizing a mydriatic 

fundus camera with precise model CANON CF-60UVi with 

angle 60° as field of view. All the images were saved in JPEG 

format with 24-bits coloured image. Binary field of view mask 

pictures of the provided dataset in order to perform the 

analysis only in the region surrounded by the dark background 

[see Fig. 9(b)]. In this dataset, the tree of blood vessels was 

manually traced by several experts in the domain of retinal 

picture interpretation. For instance, retinal internal pictures 

from HRF dataset images are shown in Fig. 9. 

B. Blood Vessel Segmentation Evaluation 

In the binary classification task, every single pixel in the 
input picture is identified as a blood receptacle by the 
proposed algorithm. In addition to classified as a blood 
receptacle in the GT image is computed as a (TP) true 
positive. Moreover, every single pixel is identified as a blood 
receptacle in the final segmented picture, yet not in the to the 
ground truth picture is computed as a (FP) false positive. In 
the evaluation of the retinal vessel segmentation, the average 
values of five quantitative performance measures were 
computed to experiment the quality of the selected algorithms, 
including the Acc., Sen., Spe., PPV, and NPV. These five 
quantitative measures are computed as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐. ) =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
           (19) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑆𝑒𝑛. ) =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
               (20) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑆𝑝𝑒. ) =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
           (21) 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 (𝑃𝑃𝑉) =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
         (22) 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 (𝑁𝑃𝑉) =  
𝑇𝑁

𝑇𝑁+𝐹𝑁
         (23) 

 

Fig. 8. Image Example from the DRIVE Dataset: (a) The Main Picture, (b) 

FOV-mask Picture, (c) The Manually Segmented Picture of the First Expert, 

and (d) Manually Segmented Picture of the Second Expert. 

 

Fig. 9. Image Example from the HRF Dataset: (a) The Main Photograph, (b) 

FOV-mask Photograph, and (c) The Manually Segmented Photograph of 

Expert. 
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Here, the FN, FP, TN, and TP are referring to False 
Negatives, False Positives, True Negatives, and True Positives 
sequentially. Acc. measurement is referring to the average of 
the total amount of correctly identified pixels among to the 
number of pixels that located in the field of view mask picture. 
Sen. relates to the selected algorithm’s ability to recognise the 
blood receptacle pixels accurately. Spe. is the capacity of the 
suggested method to recognise non-vessel pixels accurately. 

The positive prediction value is referring to the pixels’ 
average correctly classified as vessel pixels. Finally, the 
negative prediction value is the pixels average to correctly 
identified as non-blood receptacle pixels (e.g., background). 

C. 4.3. Results on Drive Dataset 

Firstly, the execution of the selected algorithm for 
detecting the retinal blood receptacle was checked out based 
on the DRIVE dataset. Using training group pictures, several 
executions were done in field to choose the best value for a 
group of parameters in order to maximize the segmentation 
quality of the proposed algorithms. For instance, using the 
proposed morphological filtering algorithm, the (λ) and (t) 
parameters values are determined to 0.20 and 5, respectively. 
The 2D Gaussian filter size was set to (7×7) pixels, values of 
the low threshold (TL) and the high threshold (TH) were set to 
25 and 40, respectively. Then, the segmentation accuracy was 
computed to select the best value of the parameter (t). So, 121 
tests were done where the parameter (t) was changed each 
time by 0.1. 

As shown in Fig. 10, the best value of the parameter (t) 
was set to 0.5. In the evaluation stage, five performance 
evaluation metrics were computed using the testing images 
along with the two provided human observers as the GT 
images. 

The adopted five evaluation metrics using the proposed 
morphological filtering algorithm are shown in Table IV. 
Using the two provided human observers as the GT images in 
the DRIVE dataset the proposed morphological filtering 
algorithm has managed to achieve an overall average Acc. of 
98.06%, Sen. of 97.995%, Spe. of 97.775%, PPV of 90.07%, 
and NPV of 94.725%. Form Table I, although the proposed 
morphological filtering algorithm has obtained a higher Spe. 
of 98.32% using the 1st human observer compared to Spe. of 
97.23% using the 2nd human observer, better results were 
obtained using the letter in terms of other evaluation metrics. 
Then, the proposed blood vessel linking procedure was 
applied to correctly join the discontinuous blood vessels 
produced in the segmented retinal image resulting from the 
previous step. In this work, to validate the advantage of 
applying the proposed blood vessel linking procedure, the 
adopted five evaluation metrics were computed with and 
without the applying the proposed blood vessel linking 
procedure. An example of the output segmentation results on 
the DRVIE dataset is shown in Fig. 11. 

In this work, On the images that come from DRIVE group 
dataset, the execution of the suggested algorithms was 
compared with modern methods for separating blood vessels. 

 

Fig. 10. The Segmentation Accuracy Obtained during 121 Experiments to 

Fine the Best Value of the Parameter (t) in the using the Proposed 

Morphological Algorithm. 

TABLE I. THE AVERAGE VALUES OF FIVE QUANTITATIVE 

PERFORMANCE MEASURES USING THE PROPOSED MORPHOLOGICAL 

FILTERING ALGORITHM ON DRIVE DATASET 

Measurements 1st Observer 2nd Observer Average  

Acc. 97.34 98.78 98.06 

Sen. 97.67 98.32 97.995 

Spe. 98.32 97.23 97.775 

PPV 89.92 90.22 90.07 

NPV 93.89 95.56 94.725 

 

Fig. 11. The Output Segmentation Results in the DRVIE Dataset: The main 

Picture, The 1st Human Observer Picture, The 2nd Human Observer, and The 

Output Segmented Picture of the Proposed Morphological Algorithm. 
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Herein, the results obtained on the 2nd human observer 
have been considered for comparison purposes. It has been 
noted that most previously published approaches in the 
literature are reporting the values of Acc., Sen., and Spe. Thus, 
the overall average of these three metrics along with the PPV 
and NPV values have been computed with GT images (2nd 
human observer) and listed in Table II. Although, Li and his 
team. [22], Jin. [23], Hassan. [24], Dasgupta and Singh [26], 
Tamim. [30], and Yang. [28] have achieved a higher Spe. and 
NPV value compared with the proposed morphological 
filtering algorithm, they achieved inferior results on the other 
metrics. 

TABLE II. EXECUTION RESULTS OF THE COMPARISON OF THE PROPOSED 

ALGORITHM WITH THE MODERN VESSEL SEGMENTATION APPROACH ON THE 

DRIVE DATASET 

Approaches Acc. Sen. Spe. PPV NPV 

Odstrcilik et al. [21] 94.73 78.07 97.12 - - 

Li et al. [22] 95.27 75.69 98.16 - - 

Jin et al. [23] 96.97 78.94 98.70  85.37  - 

Hassan et al. [24] 96.25 87.99 97.99 - - 

C. Argyrois [25] 94.79 85.06 95.82 - - 

Dasgupta and Singh 

[26] 
95.33 76.91 98.01 84.98 - 

Samuel and Veeramalai 

[27] 
96 82 97 - - 

Yang et al. [28] 95.83 73.93 97.92 77.70 97.53 

Kishorea and 

Ananthamoorthy [29] 
94.1  69.9 95.8 85.5 94.8 

Tamim et al. [30] 96.07 75.42 98.43 86.34 96.53 

Yang et al. [31] 95.22 71.81 97.47 89.23 98.5 

Yang et al. [32] 94.21 75.60 96.96 78.54 96.44 

Keerthiveena et al. [33] 94.71 92.7 95.6 92.49 95.7 

Morphological Filtering 

Algo. 
98.78 98.32 97.23 90.22 95.56 

D. 4.4 Result of HRF Dataset  

The execution of the selected vessels segmentation 
algorithm has been assessed using HRF dataset using the same 
parameters configuration described in Section II.2. Initially, 
the adopted five evaluation metrics have been calculated to the 
selected vessel shrink algorithms utilizing the GT pictures 
provided in the HRF dataset, as shown in Table III. It has been 
noted that a comparable performance has been achieved with 
the proposed morphological filtering where a PPV of 96.88% 
and NPV of 100% have been obtained using the proposed 
morphological filtering algorithm. An example of the output 
segmentation results for the HRF dataset group is presented in 
Fig. 12. 

The execution of the selected blood vessel segmentation 
algorithms has also been compared with the modern 
approaches to the HRF group, as given in Table IV. It has 
been observed that some existing approaches have achieved 
slightly higher segmentation accuracy compared with the 
proposed algorithms. For instance, Kishorea and 
Ananthamoorthy [29] have reached an Acc. of 99.6% 
compared to an Acc. of 98.76% and 98.78 using the proposed 
morphological filtering algorithm. However, the work 
presented in [32] has obtained inferior results in terms of other 

evaluation metrics, for instance, Sensitivity, Specificity, 
positive prediction value, and negative predictive value which 
were compared with the proposed morphological filtering 
algorithm. On the other hand, Chalakkal et al. [35] have 
achieved a slightly better Spe. value of 100% compared with a 
Spe. value of 99.17%, 99.35%, and 99.78%, using the 
morphological filtering algorithm, respectively. However, they 
got inferior results on the other evaluation matric (e.g., Acc. 
and Sen.). Finally, one can see the best Sen. value of 98.87%, 
99.12%, and 99.89% has been obtained using the 
morphological filtering algorithm, respectively, the outcome 
results compared with the modern approaches to HRF dataset. 

TABLE III. EXECUTION COMPARISON OF THE SELECTED ALGORITHMS ON 

THE HRF DATASET 

Measurements Morphological Filtering Algo. 

Acc. 98.76 

Sen. 98.87 

Spe. 99.17 

PPV 96.88 

NPV 100 

 

Fig. 12. The Output Segmentation Outcomes on the HRF Group: The main 

Photograph, The Human Observer Photograph, and The Output Segmented 

Photograph of the Selected Morphological Filtering. 

TABLE IV. EXECUTION COMPARISON OF THE SELECTED ALGORITHMS 

WITH MODERN BLOOD RECEPTACLE SHRINK APPROACHES ON THE HRF 

GROUP 

Approaches Acc. Sen. Spe. PPV NPV 

Vostatek [34] 94.3 58.3 97.8 - - 

Kishorea and 

Ananthamoorthy [29] 
99.6 76.52 98.5 87.9 96 

Yang [32] 95.17 79.15  96.76 70.79 97.90 

Chalakkal [35] 94.4 88.8 100   

Yang [36] 95.49 72.65 97.40 70.03 97.71 

Wang [37] 96.54 78.03 98.43 - - 

Khan [38] 95.9 77.2 97.8 - - 

Upadhyay [39] 95.2 75  97.2 72.7 - 

Guo and Peng [40] 98.56 80.25 98.54 - - 

Morphological 

Filtering Algo. 
98.76 98.87 99.17 96.88 100 
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E.  4.5. Clinical Feature Evaluation 

In this section, a medical valuation process was conducted 
to accurately evaluate the efficiency in addition to the 
reliability of the proposed algorithms in terms of extracting 
helpful medical features. These clinical features include the 
tortuosity, length, density, and thickness of the blood vessel, 
which are efficiently used to detect several ophthalmological 
diseases. In the conducted experiments, the automated 
estimations of the four clinical features were calculated by 
utilizing the definition of the clinical feature on GT pictures in 
the adopted datasets. 

Initially, the automated estimation of the clinical features 
from the DRIVE dataset using the 1st human observer was 
computed by the proposed algorithms and directly compared 
with the reference values generated from the GT images of the 
1st human observer. The overall average (AV.), Standard 
Deviation (STD), Maximum (Max), and Minimum (Min) of 
each clinical feature on manual in addition to automated 
generated pictures. Moreover, (Diff) represents the Difference 
and (Diff %) represents the percentage difference between 
both of them which are presented in Table V. The overall 
average of (Diff%) between the manual shrinkage method and 
automated using the proposed morphological filtering 
algorithm was less than 19%, 16.5%, 10%, and 18% for the 
tortuosity, thickness, length, and density, respectively. 

TABLE V. EXECUTION COMPARISON WAS CONDUCTED BETWEEN THE 

MANUAL SHRINKAGE METHOD AND AUTOMATED ESTIMATIONS OF FOUR 

CLINICAL FEATURES UTILIZING THE 1ST HUMAN OBSERVER OF DRIVE 

DATASET 

 Manual Morphological Filtering 

 TC TC Diff Diff % 

AV. 1.814 1.5015 0.312 18.85 

STD 0.8628 0.7877 0.075 9.095 

Max 3.78 3.68 0.1 2.680 

Min 1.06 1.02 0.04 3.846 

 Thick. Thick. Diff Diff % 

AV. 3.7735 3.2015 0.572 16.401 

STD 0.3722 0.2796 0.092 28.413 

Max 4.32 3.72 0.6 14.925 

Min 2.98 2.75 0.23 8.02 

 NL NL Diff Diff % 

AV. 33.447 36.934 -3.48 9.910 

STD 4.5592 6.8644 -2.30 40.363 

Max 47.48 53.46 -5.98 11.848 

Min 28.83 23.89 4.94 18.740 

 ND ND Diff Diff % 

AV. 0.0129 0.0108 0.002 17.884 

STD 0.0103 0.0092 0.001 10.805 

Max 0.0343 0.0261 0.008 27.152 

Min 0.0025 0.0017 0.0008 38.095 

Using the 1st human observer of DRIVE dataset, Pearson 
correlation plots were also adopted to further confirm the 
clinical reliability and usefulness of the proposed blood vessel 
segmentation algorithms as effective tools to provide a precise 
and automated estimation of the vessel's clinical features. As 
shown in Fig. 13, the proposed morphological filtering 
algorithm has managed to achieve (r) representing Pearson’s 
correlation and (p) representing coefficient of: (r = 0.86, p < 
0.0001) for vessel tortuosity, (r = 0.86, p < 0.0001) for vessel 
thickness, (r = 0.79, p < 0.0001) for vessel length, and (r = 
0.91, p < 0.0001) for vessel density. 

 

Fig. 13. Correlation Plots between Manual using the 1st Human Observer and 

Automated Clinical Estimations for the DRIVE Dataset using the Proposed 

Morphological Filtering Algorithm: (a) Tortuosity, (b) Thickness, (c) Length, 

and (d) Density. The Same Clinical Evaluation was Carried Out to Get the 

Automated Estimation of the Clinical Features from the DRIVE Dataset using 

the 2nd Human Observer. 

Fig. 14 and Table VI presents the selected morphological 
filtering has managed to achieve (R) and (P) with the scale of : 
(r = 0.94, p < 0.0001) for vessel tortuosity, (r = 0.86, p < 
0.0001) for vessel thickness, (r = 0.89, p < 0.0001) for vessel 
length, and (r = 0.76, p < 0.0001) for vessel density. 

TABLE VI. EXECUTION COMPARISON WAS CONDUCTED BETWEEN THE 

MANUAL SHRINKAGE METHOD AND AUTOMATED METHODS OF FOUR 

CLINICAL FEATURES UTILIZING THE 2ND HUMAN OBSERVER OF DRIVE 

DATASET 

 Manual Morphological Filtering 

 TC TC Diff Diff % 

Average 1.708 1.5015 0.206 12.868 

STD 0.903 0.7877 0.116 13.733 

Max 4.48 3.68 0.8 19.607 

Min 1.01 1.02 -0.01 0.985 

 Thick. Thick. Diff Diff % 

Average 3.834 3.2015 0.633 17.993 

STD 0.378 0.2796 0.099 30.123 

Max 4.3 3.72 0.58 14.463 

Min 3.12 2.75 0.37 12.606 

 NL NL Diff Diff % 

Average 33.543 36.934 -3.391 9.622 

STD 5.496 6.8644 -1.368 22.145 

Max 46.94 53.46 -6.52 12.988 

Min 26 23.89 2.11 8.454 

 ND ND Diff Diff % 

Average 0.013 0.0108 0.0024 20.6010 

STD 0.007 0.0092 -0.0017 20.233 

Max 0.0344 0.0261 0.0083 27.430 

Min 0.0013 0.0017 -0.0004 26.666 
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Fig. 14. Correlation Plots between Manual using the 2nd Human Observer 

and Automated Clinical Estimations for the DRIVE Dataset using the 

Proposed Morphological Filtering Algorithm: (a) Tortuosity, (b) Thickness, 

(c) Length, and (d) Density. 

TABLE VII. EXECUTION COMPARISON WAS CONDUCTED BETWEEN THE 

MANUAL SHRINKAGE METHOD AND AUTOMATED METHODS OF FOUR 

CLINICAL FEATURES UTILIZING HRF DATASET 

 Manual Morphological Filtering 

 TC TC Diff Diff % 

Average 1.580 1.5111 0.069 4.485 

STD 0.843 0.906 -0.062 7.196 

Max 5.38 4.3 1.08 22.314 

Min 1.02 1.02 0 0 

 Thick. Thick. Diff Diff % 

Average 3.834 3.380 0.454 12.584 

STD 0.592 0.557 0.034 6.033 

Max 5.79 4.98 0.81 15.041 

Min 2.67 2.44 0.23 9.001 

 NL NL Diff Diff % 

Average 28.983 27.949 1.034 3.632 

STD 3.673 4.302 -0.628 15.750 

Max 38.43 39.73 -1.3 3.326 

Min 23.56 20.17 3.39 15.504 

 ND ND Diff Diff % 

Average 0.0059 0.0054 0.0005 10.087 

STD 0.0035 0.0031 0.0003 10.240 

Max 0.0189 0.0189 0 0 

Min 0.0014 0.0011 0.0002 20.472 

The evaluation process is an important task to validate the 
proposed algorithm and has been used in many studies, such 
as [29-32]. Further evaluation was performed on HRF Dataset 
which contains 40 GT images to assess the performance of the 
selected blood vessel shrinking algorithms. As shown in Table 
VII, the overall Min, AV, Max, and STD of every clinical 
feature for the automated and manual pictures were computed 
along with the Diff and Diff % between them. The average 
Diff% between manual and automated estimations calculated 

using the proposed morphological filtering algorithm was 
4.485% v 2.560%, 12.584% v 12.59%, 3.632% v 2.484%, and 
10.087% v 5.529% for the tortuosity, thickness, length, and 
density, respectively. Correlation plots between manual and 
automated clinical estimations for the HRF dataset using the 
proposed morphological filtering algorithm are presented in 
Fig. 15. 

 

Fig. 15. Correlation Plots between Manual and Automated Clinical 

Estimations for the HRF Dataset using the Proposed Morphological Filtering 

Algorithm: (a) Tortuosity, (b) Thickness, (c) Length, and (d) Density. 

V. CONCLUSION 

In this study, a precise, quick, and fully-automatic blood 
vessel shrinking in addition to the clinical feature measuring 
system for retinal fundus images is presented. The proposed 
morphology has two main steps: separating the blood vessels 
and pulling out the clinical features. In the blood vessels 
segmentation stage, a fully-automated segmentation algorithm 
was proposed and named as a morphological filtering 
algorithm to classify the blood receptacles in the retinal 
internal pictures. The algorithm has its own image 
enhancement procedure which is addressed by pre-processing 
stage in order to figure out the problems of blurring, variation 
levels of the light, and poor contrast of the retinal internal 
picture, plus to promote the early diagnosis of several eye 
pathologies. Several exhaustive experiments were purely 
conducted to evaluate the efficacy of the developed fully-
automated shrinking algorithm in classified retinal blood 
receptacles using the DRIVE and HRF datasets of exceedingly 
demanding fundus images. Initially, the accuracy of the 
created algorithm was tested based on its ability to accurately 
recognize retinal blood receptacles. Five quantitative 
performance measures were computed to validate the efficacy 
of the selected algorithm, including the accuracy, sensitivity, 
specificity, positive predictive value, and negative predictive 
value of 98.78%, 98.32%, 97.23%, 90.22% and 95.56%. 
According to the HRF dataset results are based on five 
quantitative performance measures 98.76%, 98.87%, 99.17%, 
96.88%, and 100% respectively. Then, the efficiency and 
reliability of the proposed algorithm in terms of extracting 
useful and helpful clinical features were also evaluated by 
conducting a set of extensive experiments. Statistically notable 
correlations between the manual and automated estimations of 
the adopted four clinical features have been obtained using the 
proposed algorithm on both datasets (DRIVE and HRF). 
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Abstract—Industrial Control System (ICS) can suffer of 

cyber-physical attacks resulting in accident, damage, or financial 

loss. The attacks can be detected in both in physical space or 

cyberspace of the ICS. The detection in physical space can be 

based on physical models of the system. To model the physical 

system this study uses a data-driven modeling approach as an 

alternative of the analytic one. This study models the system 

using the dynamic mode decomposition method with control 

(DMDc) assuming a full state measurement. The attack detector 

used in some researches with predictive physical models is the 

cumulative sum (CUSUM), which only applies to normally 

distribute residual data. To detect any cyber-physical attack, this 

research uses a nonparametric exponentially weighted moving 

average (EWMA) detector. This study uses a data set from a 

testbed of Secure Water Treatment (SWaT). The approach used 

in this study was successful in detecting 8 out of 10 attacks on the 

first SWaT subsystem. This study demonstrates that DMDc used 

in this study results a better goodness of fit and the 

nonparametric EWMA can be used as an alternative as detector 

when residual data do not follow a normal distribution. 

Keywords—Industrial control systems; cyber-physical attacks; 

physical model; dynamic mode decomposition method with control 

(DMDc); nonparametric exponentially weighted moving average 

(EWMA) 

I. INTRODUCTION 

Industrial Control System (ICS) is automation system used 
to control and monitor industrial functionality. It can be found 
in the industrial sectors and critical infrastructures, such as 
nuclear and thermal plants, water treatment facilities, power 
generation, heavy industries, and distribution systems [1]. 

ICS has four levels to conduct its functionalities [2]. On 
the field level, it has sensors and actuators. On the control 
level, it has a programmable logic controller (PLC). It has a 
human-machine interface (HMI), and on the enterprise level, it 
has an information technology (IT) system. The second and 
third levels with their cyber components conduct computation 
to control physical space. With this trait, ICS is an example of 
cyber-physical systems. 

As a cyber-physical system, ICS carries the risk of 
cyberattacks aimed to disrupt the physical processes. A cyber-
physical attack is an attack via cyberspace that targets the 
physical system of the ICS. Examples of such attacks are 
Stuxnet which attacked Iran's uranium enrichment facilities, 
and Black Energy 3 which struck several power transmission 
substations in Ukraine [3]. These attacks can have some 
adverse effects on factory safety or financial loss. 

To detect cyber-physical attacks on ICS, researchers 
develop intrusion detection systems (IDS). There are three 
IDS categories for ICS [4], protocol analysis-based, traffic 
mining-based, and control process analysis-based. The former 
two categories are conducted in cyberspace. The third 
category is conducted on physical space and includes process 
data analysis-based, control command analysis-based, and 
physical model-based techniques [4]. 

This study is in the field of detection in physical space 
using a physical model, i.e. the third category in [4]. The work 
in [5] identify that most of researches in this field do not use 
input-output approach in modelling physical behavior and 
most use the simulation data. This research proposes to use 
dynamic mode decomposition method with control (DMDc) 
as a system identification with input-output method. It will be 
applied to a real data from a testbed not at simulation data. 

To detect the anomalies, some researches use cumulative 
sum (CUSUM) that has an assumption that the distribution is 
normal. In this research we propose to use nonparametric 
exponentially weighted moving average to cover all 
distribution condition. 

The significant contributions of this work are: 

 We anticipate a full state measurement condition of 
physical systems. To model it, we use DMDc as a kind 
of a system identification approach. 

 We use EWMA detector as an alternative for CUSUM 
detector to cover a non-normal distribution of residual. 

The rest of the paper is organized as follows. In section 2 
related works are presented. It posits our research in the field 
of detection of cyber-physical in physical space of ICS. 
Section 3 presents the research methods of this study. It covers 
the DMDc method and EWMA detector. In section 4 the 
results of the experiment are presented and discussed. 

II. RELATED WORKS 

According to Urbina et al. [5], there are two ways to 
model physical systems. The first is to develop a physical 
equation model that connects all the physical parameters to 
determine the system's dynamics. The second is to create a 
model based on observation through a technique known as 
system identification. Most researchers use the first approach, 
and only a few uses the second. 

Researchers in [16] use input-output model developed 
from physical equation for a water treatment system. Their 
research leverages connectivity of two subsystems to detect 
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any cyber physical attack to upstream with behavior of the 
downstream of the system. Their experiment is launched 
directly to a real system and their procedure was conducted at 
the real time. 

Our study is focused on the use of system identification 
and not model the system using physical equation. There are 
two options in system identification, output only model and 
input-output model. Researchers in [5] used both approaches 
to model a physical system. The system is a simulator of 
frequency control in the power grid. After comparing both 
models, researchers in [5] concludes that the input-output 
model has a potential in detection and motivates future 
researchers to use it to model physical systems. To detect any 
cyber-physical attacks, there is a need to model the physical 
model from measurement data in the form of input-output 
model. 

Researchers in [6] used the system identification method to 
model a physical system with the input-output model. They 
used a method in a group of subspace models. They used 
EPANET, a software that can customize a water distribution 
system simulator as the physical system. 

Other researchers [7] conduct modelling with subspace 
system identification with input-output model with CUSUM 
detector, bad data detector, and noiseprint. To detect the 
anomaly, they used CUSUM detector with false positive target 
around 5%. 

Usually, the system identification approach used in [5,9] 
do not assume that the system being modeled is in full 
measurement. But nowadays, with the affordability of 
measurement cost, the system status can be measured in full. 
Unlike the studies, our study proposes using dynamic mode 
decomposition with control (DMDc) to model the physical 
system, assuming a complete system measurement. 

The author in [5] used simulations as physical systems to 
be modeled. But there is a problem with simulations; although 
the physical model is detailed but the simulation is not in a 
real situation. Unlike theirs, our study uses a data set from 
Secure Water Treatment (SWaT), a physical system testbed 
that mimics a real water treatment system. 

Some researchers use the same data set to propose their 
method to detect cyber-physical attacks. One of them [8] uses 
a graphical model-based approach that will be compared with 
our work. 

Based on the physical model, cyber-physical attacks can 
be detected by monitoring an anomaly in the systems. The 
monitoring systems get inputs from sensors and command 
controls and then identify any anomalies [6]. Some 
researchers use CUSUM detector or bad data detector [5, 6, 7, 
9, 16]. But the use of both as detector applies only to data with 
a normal distribution. Because not all conditions meet the 
normal distribution, our study proposes to use a nonparametric 
exponentially weighted moving average (EWMA) detector 
that does not depend on data distribution. 

III. RESEARCH METHOD 

In this section, we will explain the methods we used in our 
research. It includes details of DMDc, nonparametric EWMA, 
and a brief explanation of steps to apply the methods. 

A. Physical System Modelling 

A discrete state-space model will be used to represent the 
ICS control system. This model is used because it is generally 
more compatible with discrete digital controls. For discrete-
time systems, the time may be referred as an integer index k= 
0, 1, 2, ... In the system, the state as a set of variables from the 
system can be estimated based on the previous state. Given a 
linear system has several states, inputs, and output, 
respectively. The equation of the system can be modeled as 
shown in (1) and (2). 

xk+1=Axk +Buk              (1) 

yk+1=Cxk                 (2) 

In (1) and (2), xk Rn is the state of the system at time k, uk 

Rl is the input, and yk Rq is the output with n, l, and q as 
number of states, inputs, and outputs respectively. Meanwhile, 
A is a dynamic matrix, B is the control matrix, and C is the 
discrete-time sensor matrix. State vector x from the system 
can be estimated from sensor measurement y. There is a 
condition called full state measurement if all components of 
the state vector can be measured. 

The system can be modeled with a system identification 
approach, namely by using measurement data to obtain the 
desired model. In this study, the dynamic mode decomposition 
(DMD) method [10] is used, assuming that measurements are 
made of all states of the system (full-state measurement). 

Initially, DMD was developed for systems that do not have 
input, for example, control input. By taking into account 
control input, DMD method developed to be DMD with 
control (DMDc). Both DMD and DMDc methods initially 
were developed for large dimension systems with a dimension 
reduction. The next exposition will explain DMDc method 
based on [10] but without dimension reduction steps. 

DMDc analyses the relationship between measurement 
vectors at k+1 (xk+1) with the measurement at k (xk) and 
control input at k (xk+1). The three data are assumed to be 
approximately by linear operators A and B relates as shown in 
(3). 

xk+1Axk +Buk                (3) 

where xkRn, ukRl , ARnxn, and BRnxl with n and l are 
number of sensors and actuators respectively. DMDc tries to 
find the solution for operators A and B. 

If there are m measurements for n sensors in vector x we 

can create a matrix X with dimension n x m, XRnxm. We can 
create matrix Y and Z from matrix X, where Y is matrix X 
without its first column, while Z is matrix X without its last 
column. The relationship of matrix Y and Z with matrix A can 
be described with (4). 

Y  AZ               (4) 
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Accordingly, from control vector u, we can create a matrix 

Rlx(m-1) contains the 1st data to m-1th data for l actuators. So 
(4) can be rewritten to be (5). 

Y  AZ+B               (5) 

A concatenation method can be used to assign matrix G = 

[A B] and matrix  = [
Z


] to solve the (5). Thus, (5) changes 

to be (6) as follows. 

Y  G               (6) 

Then Y and   is stated as eigen decomposition of the 
matrix G as shown in (7). 

G  Y †               (7) 

Where † means Moore-Penrose pseudoinverse. The 
accurate and efficient method to find the pseudoinverse is 
singular value decomposition (SVD), as shown in (8). 

=UV*                (8) 

where URnxn, R(nxm)-1 and V*R(nxm)-1. 

Using the SVD of Y, the matrix G can be approximated 
with (9). 

G  G̅ = YV−1U∗               (9) 

where G̅ is an approximation of the matrix G. From the 

matrix G̅, the approximation of matrix A and B can be 
obtained by breaking operator U into two separate components 
given by (10)  

[A, B] ≈ [A̅, B̅] = [YV−1U1
∗, YV−1U2

∗  ]          (10) 

where U1Rnxn, U2Rlxn, and [U∗] = [U1
∗ U2

∗]. From (10), 
the dynamic systems can be constructed to be (11) as follows. 

x𝑘+1 = A̅x𝑘 + B̅u𝑘             (11) 

Equation (11) is the model we use to mimic the behavior 
of the physical system. 

B.  Residual and Non Parametric EWMA 

Cyber-physical attacks on industrial control systems have 
a potential to change sensor readings behavior. Therefore, the 
difference between the estimates obtained from the model and 
the sensor readings can be monitored. The behavior of to the 
difference can be used to indicate if any attack to the system. 
The difference is called the residual r𝑘, namely the difference 
between measurement at k, x𝑘, and the estimation x̂𝑘 as shown 
in (12). 

r𝑘 = x𝑘 − x̂𝑘              (12) 

The value of estimation x̂𝑘 is determined by (11); thus, 
(12) can be expressed as (13) as follows. 

r𝑘 = x𝑘 − (Ax𝑘−1 + Bu𝑘−1)            (13) 

The sensors of the system can be more than one, so with 
i={1,…, n}, 𝑟𝑘,𝑖 is residual of sensor i at measurement k. 

Murguia et al. [9] used individual sensor residual to monitor 
cyber-physical attacks by making them input for CUSUM 

detector and bad data detector. The two detectors implicitly 
assume that the residual follows a normal distribution. 

In this study we use a nonparametric Exponentially 
Weighted Moving Average (EWMA) as the residual does not 
follow a normal distribution. This approach is generally used 
to statistically monitor a product's quality or process [11, 12]. 
The next description will explain the approach as describe in 
[12]. 

Given 𝑋𝑘 is the individual measurement from the 
continuously monitored distribution with median 𝜃, SN as 
statistic sign can be provided by (14). 

SNk = sign (Xk-)             (14) 

where: 

𝑠𝑖𝑔𝑛(𝑥) = {
1 if 𝑥 > 0
0 if 𝑥 = 0

−1 if 𝑥 < 0
              (15) 

The plotting statistic (Zk) of the nonparametric EWMA as 
a sequentially accumulating the sign statistic SN1, SN2, 
SN3,…defined by equation (16). 

Zk = SNk +(1- )Zk-1           (16) 

where  is a weighting that has a value from 0 to 1, and 
Z0=0. 

Two controls can be used for the value of Z, upper control 
limit (UCL) and lower control limit (LCL), that can reach its 
steady-state after a long time. They can be determined by 
using (17). 

𝑈𝐶𝐿 = 𝐿√


2 − 
   

𝐶𝐿 = 0               (17) 

𝐿𝐶𝐿 = −𝐿√


2−
   

In (17) CL is the central line valued as 0. The values can 
be used to determine if the system is under control or not. 

The choosing of parameters L and  is conducted to get the 
targeted average run length (ARL), namely the number of 
average measurements before the detector detects an anomaly 
from a normal condition. Graham [11] has calculated the value 

of pair parameter L and  for nonparametric EWMA with the 
Markov method until ARL=500. 

We need to calculate the alarming rate that gives us the 
number of Zk values calculated by (16) exceed UCL or LCL 
for a while. Then we set Zk=0 if Zk-1≥UCL or Zk-1≤LCL. 

C. Detection Parameter 

We assume there is difference behavior between an attack 
condition with the normal one. In this research we use 
comparison of false alarm rate (FAR) or false positive rate 
(FPR) value between both conditions. 
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Fig. 1. Flow Chart of Detection System Set up. 

The value of FPR is targeted in normal condition and 
considered as alarm rate of the system or components. Using 
the value as the baseline we judge a condition is under attack 
if FPR of a component is significantly more than its normal 
condition. With its procedure, security operator monitoring the 
system can detect any potential attack if the alarm rises 
significantly than the baseline. 

D. Research Steps 

Before using DMDc to model the physical system, we 

calculate L and  values for specified ARL, for example, 
ARL=500 if we expect to get one false alarm per 500 
measurements. The values were then used to calculate the 
value of UCL and LCL. 

Parallel with previous steps; the physical system is 
modeled using DMDc method with the input of the normal 
condition data. Then the acquired model is validated by 
calculating its goodness of fit. If the value is satisfying, we 
calculate residuals as differences between model estimation 

and measurement. Based on the value of the residual, L, , 
UCL, and LCL, we calculate the value of Zk. The alarm rate 
baseline is calculated based on the number of Zk values that 
exceed UCL or LCL. 

The next step is to use the model to detect cyber-physical 
attacks. The following procedure will be applied for every 
attack separately. With the acquired model from the previous 
steps, residuals' value is obtained by applying DMDc method 
on the data set in attack condition. Like previous steps in 
normal conditions, the value of alarm rate can be obtained 
using a parametric EWMA method. 

To judge if the concerned attack is detected, we compare 
the alarm rate baseline's value of the alarming rate. We believe 

that alarm is detected if the alarming rate is ten or more from 
the baseline. Fig. 1 shows the flowchart of the research steps. 

IV. RESULT AND DISCUSSION 

In this section, we will discuss our research results based 
on steps explain in the previous section. 

A. Physical Modelling  

This study uses the data set collected from a testbed that 
simulates Secure Water Treatment (SWaT) [13,14]. SWaT is a 
testbed in a full-scale replica water treatment facility 
consisting of several subsystem stages. A data set containing 
network data and process data is generated [13] recorded 
every second. The data set consists of two parts: 

1) Data set of the system in a normal state without attack, 

2) The data set of the system under attack condition. 

The SWaT system has six subsystems, as described in 
[13], from subsystem P1 to P6. For this research, we use the 
first subsystem, P1 only, namely the subsystem that takes raw 
water and stores it in a reservoir. This subsystem has several 
main components [13], namely an MV-101 valve that drains 
water from the source into the storage tank T.101, whose 
water level is measured by the sensor LIT-101. Meanwhile, a 
flow meter FIT-101 is used to measure the source’s flow rate 
into the tank. A pump P-101 is used to drain water from the 
reservoir to the next subsystem. Also, this subsystem has a 
pump P-102 as a backup for the pump P-101. Fig. 2 [13] 
shows the components and piping of the subsystem P-1. Thus, 
there are two sensors and three actuators in subsystem P1 as 
shown in Table I. 
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Fig. 2. Subsystem P1 of SWaT [13]. 

TABLE I. COMPONENTS OF THE SUBSYSTEM P1 

Component Type Units 

Flow rate FIT-101 Sensor m3/h 

Level meter LIT-101 Sensor mm 

ValveMV-101 Actuator On/off 

Pump P-101 Actuator On/off 

Pump P-102 Actuator On/off 

We use DMDc to model the subsystem P1 in the form of 
the discrete linear model provided by (11). From (11), the 
vector x contains subsystem P1 as a dynamic variable 
following the dynamics of water supply and demand for raw 
water. Thus, the vector x includes the measurement of the 
LIT-101 sensor. Meanwhile, the vector u in (11) contains the 
input into the subsystem. Among these inputs is the water 
supply, whose debit is measured using the FIT-101 sensor. 
Another information model for subsystem P1 is the pump P-
101 pump and its pump P-102 as a backup. 

The two pumps are modeled because the two pumps can 
be turned on alternately. The MV-101 valve is not modeled as 
it is redundant to the FIT-101. When the MV-101 valve is 
turned on, water flows with the discharge measured by the 
FIT-101 sensor. Thus, in (11), subsystem P1 can be modeled 
in its discrete form with (18). 

[LIT − 101𝑘+1] = �̅� [LIT − 101𝑘] + 

�̅� [

FIT − 101𝑘

P−101𝑘

P − 102𝑘

]             (18) 

In this subsystem modeling, matrix �̅� and 𝐁 ̅ are matrices 
that will be sought with the DMDc method by using a dataset 
in normal conditions without attack as input. Data set for 
normal conditions without attack contains measurement 
results of sensors and actuator conditions that are monitored 
every second. There are 494999 pieces of datum for each 
sensor and actuator. The first 3.5 hours of data are not used to 
let the system achieves a steady-state condition. The 
remainder is divided into two, 70% data for modeling and 
30% data for testing. 

Start from (5), the matrix Y is obtained as sensor 
measurement data from the 2nd to mth measurement, the matrix 

Z the sensor measurement data from the 1st to m-1th 

measurement, and the matrix  as the actuator data from the 
1st to m-1th measurement. Furthermore, by following the 

procedure as described in (6) to (10), the values of a matrix A̅ 
and B ̅in (18) is obtained as follows. 

�̅� = [1.000] 

�̅� = [0.195 − 0.461 0.392] 

With the values of the matrix A̅ and B̅, the value of the 
inflow of water from the source and the water level at k + 1 
can be estimated based on the measurement value at time k. 
The comparison of the level value of water in the tank 
measured by the LIT-101 sensor with the model's estimation 
results is shown in Fig. 3. 

The estimation results are then compared with the actual 
measurement value to determine the model's level of 
suitability (goodness of fit) with the measurement results. 
Based on calculations using data for testing (30% of the 
overall data), the goodness of fit of the sensor LIT-101 is 
99.7%. The value of goodness of fit is better than result in [6] 
that use another method of system identification. They use 
simulation data from EPANET, software to simulate a water 
system. With their method they achieve goodness of fit of 
70%. 

The value of goodness of fit shows a good agreement 
between model and measurement. Since the data set to test the 
model is independent of the training data set, it can be 
concluded that the model is not overfitted to the training data. 

Meanwhile, Fig. 4 shows the error fluctuation in the form 
of the difference between the measurement results and the 
model estimation results. The error fluctuation is calculated 
with (13) as a residual that will be used to monitor the 
anomalies of subsystem P1. 

B. Nonparametric EWMA 

The residual as the difference between the estimation 
results from the model and the measurement at each time k 
resulted has a non-normal distribution. Therefore, the use of 
the CUSUM detector cannot be legitimized, and thus the 
nonparametric EWMA detector as described previously is 
used in this study. 

The EWMA detector has a parameter  and L as shown in 
(16) and (17). For this study we choose ARL0=500. For this 

ARL value we choose a low value of  (=0.01) to get a 

smooth change of Zk sequences. For this value , Graham [11] 
get value of L = 1.990 as his calculation with Markov method. 

With the value of L and , we calculate the control limits 
for UCL and LCL for a normal condition of their residual 
value of sensor LIT-101 with (17). The acquired values for 
UCL and LCL are 0.141067 and -0.141067 respectively. 

With the acquired value of the parameters, the value of Z 
is sequentially calculated by (14). The value of Zk fluctuates 
between the value of UCL and LCL as shown in Fig. 5. When 
it hits one of them the next value will be set to zero and the 
sequence starts again. 
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Fig. 3. The Dynamics of the Water Level from Measurement and Estimation. 

 

Fig. 4. Error Fluctuation of the Estimation of Water Level. 

 

Fig. 5. The Fluctuation of Value Z with UCL and LCL as the Control. 

The Zk value passes UCL and LCL with a ratio of 1 in 489 
data (alarm rate equals 0.00204). In other words, about 2.2% 
deviations from the ARL calculation theoretically using the 
Markov method of ARL0=500 as the target. From the 
perspective of detection, the ratio is an expected false alarm 
rate in a normal condition. We use the value of the ratio as the 
baseline where the alarm rate of attack conditions will be 
compared, as we will explain in the next subsection. 

The benefit of using nonparametric EWMA than CUSUM 
as in [5, 6, 9] is there is no need to assume the distribution of 
residual r as normal. As shown in the next subsection, this 
approach can be used to detect the cyber-physical attack as 
other detector. 

C. Detection of Cyber-physical Attacks 

 To test the proposed detection design, we also use data set 
in [14] that contains sensors and actuators data from the 
SWAT under attack conditions. The attacks result in the data 
set use attack and attacker models developed by Adepu and 
Mathur [15]. The attacker model relates to the attacker's 
intention with the systems' components, properties, and 
performance. 

The attack model captures the space of potential attacks 
aimed at achieving a specific set of goals. For example, an 
attack has a plan to make a tank overflow. The attack needs to 
consider some points of the system involved, for example, 
pumps or valves. A suitable procedure to launch the attack 
consists of identifying the tag in the programmable logic 
controller (PLC) that should be manipulated and a step to 
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compromise the link between PLC and supervisory control 
and data acquisition (SCADA) a step to conduct the 
manipulation of the tag. 

There were 41 attack scenarios launched to the SWaT 
testbed, but only 36 attacks had physical impacts and were 
recorded in the data set. From the 36 attacks, there were 10 
attacks involving the subsystem P1 in the data set as shown in 
Table II. All of the attack scenarios were launched to 
subsystem P1 only, but scenario 26 launched to subsystem P1 
together with subsystem P3. 

The system model and the nonparametric EWMA detector 
obtained from the previous section are used to detect cyber-
physical attacks based on the data set [12]. The model is used 
to estimate the LIT-101 sensor reading value at time k + 1 
with the time k. The estimation result is compared with the 
sensor reading value, which produces a residual value rk. Then 
the residual value is used to detect an attack with an indication 
if the Zk value exceeds the UCL or LCL values. 

The Zk value is calculated using (16) and (17) for each 
attack as described in Table II. As an illustration, Fig. 6 show 
the behavior of Zk when subsystem P1 is under attack number 
2 condition. Differ from the normal condition as shown in 
Fig. 5 that show a random behavior, the value of Zk in attack 
no 2 as shown in Fig. 6 is systematically pushed to hit its 
lower threshold LCL. The change of behavior is an indication 
that the system is not in normal condition and the cyber-
physical attack is a probable cause. As explained in the 
previous subsection, the baseline of false alarm rate (FAR) or 
False Positive Rate (FPR) for sensor LIT-101 calculated in 
normal conditions based on the normal condition dataset is 
0.0020 (0.2%). To judge if any attacks can be detected, we 
compare the alarming rate in any attack conditions with the 
baseline. 

TABLE II. DESCRIPTION OF ATTACKS SCENARIO 

 No. 
Attack 

Number 
Description of the attack Duration (s) 

1 1 Open MV-101 940 

2 2 Turn on P-102 1407 

3 3 
Increase LIT-101 by 1 mm per 

second 
383 

4 21 
Keep MV-101 on continuously; 

Value of LIT-101 set as 700 mm 
701 

5 26 

P-101 is turned on continuously; 

a set value of LIT-301 as 801 

mm 
1445 

6 30 

Turn P-101 on continuously: 

Turn MV-101 on continuously; 

Set value LIT 101 as 700 mmP-

101 

1171 

7 33 Set LIT-101to above H 444 

8 34 Turn P-101off 101 

9 35 Turn P-101off; keep P-102 off 481 

10 36 Set LIT-101 less than LL 474 

 

Fig. 6. The Fluctuation of Value Zk when System is under Attack no.2 

Condition. 

TABLE III. ALARM RATE FOR ATTACKS INVOLVING SUBSYSTEM P1 

No. 
Attack 

Number 

Alarm rate (compared 

to baseline) 
Judgment 

Detection in 

[8] 

1 1 
0.0021 
(1.40) 

Not 
detected 

Detected 

2 2 
0.0452 

(22.09) 
Detected Detected 

3 3 
0.0470 

(22.99) 
Detected Not detected 

4 21 
0.0585 

(28.62) 
Detected Detected 

5 26 
0.0505 
(24.72) 

Detected Detected 

6 30 
0.0564 

(27.58) 
Detected Detected 

7 33 
0.0495 

(24.24) 
Detected Detected 

8 34 
0.0297 

(14.53) 
Detected Detected 

9 35 
0.0 
(0) 

Not 
detected 

Detected 

10 36 
0.0570 

(27.89) 
Detected Detected 

We choose if the alarm rate is more than 1 order (multiply 
by 10) compared to the baseline rate of 0.0020. The choice is 
based on consideration that person operate and monitor the 
security system can detect the anomaly in 1 order. Based on 
this procedure, 8 from 10 attacks can be detected, as shown in 
Table III. The alarm rates for detected attacks as shown in 
Table III are 14 to 28 times greater than the baseline of 
0.0020. 

The results show that our approach can detect all attacks 
involve sensors as targets (Scenario 3, 21, 26, 30, 33, and 36). 
This success can be understood because our approach 
monitors the value of water level. Thus, the discrepancy 
between sensor reading and model estimation can increase or 
decrease the Z value systematically. 

The other four attacks (scenarios 1, 2, 34, 35) involve 
actuators only. It is just two (scenarios 2 and 34) of the four 
attacks that can be detected. Attack scenario 1 opens valve 
MV-101 when it should be close. The attack cannot be 
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detected because the level sensor will respond normally with 
raw water flow. The other three attacks involve one or both 
pumps. The three attacks cannot be interpreted easily because 
of a long normal condition pump P-102 as a backup was never 
turned on. 

It is to be noted that the attacks duration is vary from 
around 1 to 3 times ARL as shown in Table I, except the 
attack no. 34 is only 100 seconds. Because of the random 
nature of the residual r, it can be understood that the alarm 
rate of attack no. 35 is zero. But for the other attacks that our 
set up can detect them their short durations does not affect the 
detectability. 

As a matter of comparison, Table III contains the research 
results [8] that used the same SWaT data set but with a 
different approach. The research uses a novel graphical 
model-based approach for anomaly detection. From the table, 
it can be concluded that their system is better than ours to 
detect attacks on actuators. But their system cannot detect 
scenario three that ours can detect. The scenario can be under 
the radar of detection because it increases the reading of the 
sensor gradually. Based on the consideration our approach has 
a promising result to be leveraged to detect stealthy attacks. 

V. CONCLUSION 

In this study, the physical modeling is successfully carried 
out using the DMDc method with a goodness of fit of 99.7%. 
It shows that the model has a good agreement with the 
measurement. The high value of goodness of fit gives the 
model a potential to be used to detect any anomaly caused by 
cyber-attack deviating the sensor measurement or actuator 
signal. 

The difference between the model's predictions and the 
actual sensor measurement results is monitored with a 
nonparametric EWMA detector to detect anomalies resulting 
from cyber-physical attacks. From 10 attacks conducted to the 
subsystem, 8 of them can be detected using method used in 
this research. Compared with the baseline in normal condition, 
the alarm rates of detected attacks are 14 to 28 times greater. It 
shows that this method is successful in detecting most attacks, 
especially on sensors. 

As observed in [5] there is a lack of use of input-output 
models in security field. Besides that, most of researches in 
security using physical-model use physical equation and not 
many researches use data-driven method. The other lack is use 
of real data or data drawn from testbeds, and mostly use 
simulation data. Our research fills the lacks by using DMDc as 
input-output model and it is a kind of system identification 
using data to model the physical behavior of system. Our 
research also uses the data collected from a test bed. 

When we start our research, we plan to use CUSUM as the 
detector to detect anomalies as proposed in [5, 6, 9]. But we 
find that in our research the distribution of residual is not 
normal. Then the nonparametric EWMA is used to detect the 
anomalies. This research show that DMDc as a system 
identification combined with EWMA as detector can be used 
to detect cyber-physical attacks. 

In future, this research can be continued by utilizing the 
interrelationships between subsystems. In this case, attacks on 
the upstream subsystems may be detected by the downstream 
subsystems. With the approach the detection probability may 
be increased because of the double detection, in the subsystem 
itself and in its downstream. Differ from [16] we use system 
identification method with DMDc instead of physical 
equation. 
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Abstract—The Iris recognition technique is currently the most 

efficient biometric identification system and is a common system 

on the practical front. Though most of the commercial systems 

use the patented Daugman’s algorithm, which mainly uses 

wavelet-based features, research is still active in identifying novel 

features that can provide personal identification. Here the first 

novel proposal of using ordinal pattern measure based on 

nonlinear time series analysis is put forth to characterize the 

unique pattern of the iris of individuals and thereby perform 

personal identification. Dispersion Entropy is a nonlinear time-

series analysis method highly efficient in the characterization of 

the complexity of any data series with proven effectiveness in the 

characterization of model system dynamics as well as real-world 

data series. The results show that dispersion entropy can be used 

to identify iris images of specific individuals. The efficiency of 

this method is evaluated by computing correlation and RMSE 

between dispersion entropy values of normalized iris image 

rubber sheet data. The experimental results on the popular IRIS 

database- CASIA v1- demonstrate that the proposed method can 

effectively perform differential identification of iris images from 

different individuals. The results specifically indicate that the 

density of information along the angular direction of iris images 

which falls along the rows of rubber sheet data. This can be 

efficiently utilized with the method or ordinal pattern 

characterization and proves to be having promising potential for 

being incorporated into biometrics personal identification 

systems. 

Keywords—Dispersion entropy; iris recognition; rubber-sheet 

data; ordinal patterns; correlation 

I. INTRODUCTION 

In the past few decades, Iris recognition system has gained 
the status of the most reliable biometric authentication system. 
The highly unique pattern for every individual iris has a 
wealth of texture detail which makes this system extremely 
outstanding compared to other physiological biometric 
features like face, palm print, and even fingerprint features. 
Iris pattern-based Personal Identification system gained 
popularity because of this texture patterns long-term stability 
with respect to aging and other physiological changes. Iris is 
defined as the colored muscular diaphragm located behind the 
cornea of the eye. It surrounds the pupil sharing a common 
center with it and controls its size to adjust the amount of light 
entering through it. It has been scientifically and genetically 
proven that the microstructure of the iris region of an 
individual is extremely unique and distinct with respect to 

characteristics like shape, size, and shading, thereby sufficient 
enough to establish a person’s identity [1]. 

Texture analysis in two-dimensional images is generally 
carried out using methods like Gray Level Co-occurrence 
matrix and texture entropy [2]. Recently, new approaches 
based on the quantification of image irregularity using 
nonlinear measures have proven to be efficient in the 
characterization of fine details of two-dimensional images [3]. 
Successful applications of such methods in the 
characterization and analysis of small fine textural details of 
images in various technological as well as biomedical fields 
have been reported in the literature [4]. Efficient 
characterization of the iris patterns is an ever-demanding 
research topic due to the fact that its success and failure will 
lead to extremely sensitive outcomes related to national and 
international security and related contexts, as well as the 
reliability of general commercial applications. An application 
of an efficient nonlinear method of dispersion entropy for iris 
image characterization and personal identification is proposed 
in this work. Nonlinear methods-based image processing is a 
very recent proposal, and only a few reports are available in 
the literature. These proposals are mainly based on two- 
dimensional extensions of measures like sample entropy [5], 
distribution entropy [6], and dispersion entropy [7]. Among 
these measures, dispersion entropy is focused on overcoming 
the drawbacks of all its predecessors. It is proven to be 
extremely efficient in the characterization of one-dimensional 
as well as multi-dimensional signals, including images [8][9]. 

Complexity analysis of the dynamical system, as well as 
real-world systems and signals using the nonlinear time-series 
analysis method, has gained extreme popularity among the 
research community and has successfully marked its own 
place in potential real-world application [10]. The entropy 
concept can be used to measure the complexity of signals and, 
thereby, their related system. High complexity is represented 
using high entropy values, whereas lower entropy values 
indicate more regularity of a time series [11]. Earlier methods 
like approximate entropy, sample entropy, permutation 
entropy, and distribution entropy were reported to be 
successful in the characterization of the complexity of short 
time series from various real-world systems [12]. Later 
research on these measures revealed shortcomings of these 
measures related to amplitude and noise ratios. Dispersion 
entropy was later proposed as a fast and powerful approach, 
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together with successfully overcoming the drawbacks of the 
above-mentioned measures. The two-dimensional extension of 
all these measures, including dispersion entropy, has been 
reported for the characterization of image texture. When 
applied to image texture characterization, a high value of 
entropy indicates that the pixel values have high variance, 
whereas a low entropy value means the pixel values are 
relatively uniform. Among these measures, dispersion entropy 
is proven to be a fast and efficient method for the 
characterization of both small and large-scale image texture 
[13]. 

Considering the efficiency of dispersion entropy of both 
one and two-dimensional in the characterization of fine-scale 
irregularities, among all such analysis measures, it is proposed 
to apply this measure for the characterization of the texture 
feature of the iris image. Also, the peculiarity in the spread of 
patterns along the radial directions in iris images is of special 
concern while applying any measures for iris texture 
characterization. To the best of the current knowledge, this is 
the first proposal of applying nonlinear measures of time 
series analysis for the purpose of feature extraction for iris 
recognition application since the proposal of using fractal 
dimension for iris classification. However, it is noteworthy 
that fractal measures are based on conventional nonlinear 
time-series analysis methods, which are sensitive to noise and 
short data length [14]. 

Taking into consideration this peculiarity of iris images, it 
is proposed the use of one-dimensional dispersion entropy 
along the radial as well as angular directions to extract the 
wealth of information embedded in these images [15]. Further, 
the efficiency of the proposed method in personal 
identification is evaluated on the freely available dataset 
CASIA v1 [16]. 

The texture information contained in the iris images can be 
efficiently extracted by using the most appropriate 
methodology of image characterization. The wealth of 
information contained in iris texture can be efficiently 
extracted in the form of entropy values calculated based on 
dispersion entropy. In general, for image analysis, bi-
dimensional extensions of the various ordinal pattern entropy 
measures are found to be useful, of which two-dimensional 
dispersion entropy (DispEn2D) is reported to be comparatively 
more efficient. However, in iris images, local details spread is 
distributed in the radial direction, which corresponds to the 
columns of the rubber sheet images [17]. Correspondingly the 
information density will be higher along the angular directions 
of the corresponding rows of the normalized rubber sheet 
images [18]. In the information theory field, image 
predictability and regularity are evaluated using the recently 
developed two-dimensional sample entropy (SampEn2D). 
Though it is efficient in its function, some limitations hold it 
back. The major limitations: 1) for small images, SampEn2D 
values are undefined; and 2) for real-world applications, 
SampEn2D is computationally expensive. These limitations 
can be overcome by two-dimensional dispersion entropy 
(DispEn2D) measure. 

Section II of this paper elaborates the related works and 
the materials and methods and database descriptions 

illustrated in Section III. It is then presented the novel 
methodology for iris recognition by using the computation of 
Non-linear texture feature extraction. Section IV gives an 
overview of the experimental analysis and the obtained results 
of this proposed methodology. The conclusion of this 
methodology is narrated in Section V. 

II. RELATED WORKS 

Iris pattern-based personal identification was first 
proposed in 1987 by Flom and Safir, which further gained 
substantial research interest in the following years [19]. 
Further, in 1993, Daugman laid a strong foundation for an iris 
recognition algorithm based on statistical independence 
evaluated in terms of the phase-dependent feature of the 
variation in pixel intensity of the iris image. Applying the 
Gabor filter and Hamming Distance for the integrodifferential 
operator, a matching parameter was considered the door-
opening for the iris recognition process [20]. For feature 
matching, many researchers have used Hamming Distance, 
Euclidean Distance, Weighted Euclidean Distance etc. [21]. 
Daugman’s approach is still considered the most common 
technique applied to several personal identification and 
authentication systems till date. 

The enormous literature on iris recognition systems can 
generally be classified into three groups based on the 
following feature identification technique: 1) Phase analysis, 
2) Zero crossing, and 3) Texture analysis. The phase analysis 
approach follows the Daugman’s methodology and related 
modifications, whereas the zero-crossing approach depends on 
methods like wavelet features [22]. Image texture-based 
methodology is a relatively recent approach proposed by Li 
Ma [23]. Further several other methodologies like Gray Level 
Co-occurrence Matrix (GLCM) [24] include Auto Correlation 
Function (ACF), Local Binary Pattern [25], Histogram Pattern 
[26], Haar wavelet [27], Contourlet [28] and Texture code 
[29] have been identified for iris recognition purpose. To 
measure the consistency of the iris image of the same eye, two 
dimensional correlation filters were used by Kumar et.al. [30]. 

III. MATERIALS AND METHODS 

A. Dataset used 

The proposed method is evaluated on a publicly available 
database which is captured with the help of a CASIA close-up 
iris camera. The database has 108 individuals, with seven 
images per individual. Out of the seven images of a single 
person, the first three images are in session 1, and the 
remaining four are acquired in session 2. A total of 756 
images are available. The images are in JPG format. 

B. Image Pre-processing 

Iris recognition systems mainly involve the following 
steps: 1) Iris image capturing, 2) Pre-processing, Iris 
Localization, and Segmentation, followed by 3) feature 
normalization of the segmented iris region. In the iris 
localization step, the inner and outer boundaries of the iris 
portion are identified based on the Hough transform, which 
involves the Integro-differential operator and is segmented, as 
shown in Fig. 1(a). Further, the famous Daugman's algorithm 
is applied to convert the image from a cartesian coordinate 
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system to a pseudo-polar system. Thus, using the Daugman’s 
algorithm, the circular-shaped Iris region is converted to a 
rectangular block of a specific size, as shown in Fig. 1(b). For 
the images investigated here, this Rubber sheet normalization 
generated images of size 240 x 20 pixels, which hold an 
immense amount of unique information about each individual 
[31]. 

  
(a)   (b) 

Fig. 1. (a). Segmented Iris, (b). Iris Rubber Sheet Model. 

C. Dispersion Entropy 

Dispersion entropy is a metric that can be used to evaluate 
the irregularities of any given time series. The method is 
economical in terms of computational cost and has proven to 
be very efficient in characterizing the complexity or 
orderliness of various real-world time series data [32]. 
Dispersion entropy is an ordinal pattern-based entropy 
measure proposed for overcoming the limitations of earlier 
methods like permutation entropy [33]. Ordinal pattern-based 
entropic measures are generally evaluated based on the 
probability distribution of the different possible states of a 
system estimated from the distribution of its dynamical 
variables. Sample Entropy can be considered to be the first 
proposal characterizing uncertainty in system dynamics based 
on dynamical variables using such probability distribution 
[34], and has been applied to both signal and image 
characterization. Though the method was proved to be 
efficient for such application, in-depth analysis revealed that, 
certain limitations of Sample Entropy is with respect to signal 
length. Later research provided better methods like 
Permutation Entropy which could overcome several 
limitations of Sample Entropy, but it was again found to fail at 
certain instances, regarding amplitude differences within a 
signal [35]. Dispersion Entropy effectively extracts the 
specific patterns in the ordinal positions of elements in any 
signal or time series. 

For any given time series of ‘N’ number of elements, N:x 
= x1, x2, x3,…….. xN. Multiscale Dispersion Entropy is calculated 
on coarse-grained versions of the same as follows: 

1) The elements x1 to xN of the time series are divided into 

non-overlapping segments of length ‘τ’. The average of each 

segment of length ‘τ’ is calculated, thereby generating a 

coarse-grained version of the same time series. xki (τ) = 1/ τ. In 

general, for any time series analysis, a range of scale factors 1 

to n are chosen. Thus, for a given time series X={x1 to xN}, ‘n’ 

different coarse-grained versions are obtained, corresponding 

to each of the scale factors 1 to ‘n’. Further dispersion entropy 

is calculated, for each of the coarse-grained time series [36]. 

2) The element of each of the coarse-grained series is 

mapped to different classes ‘c’ using linear or nonlinear 

mapping approaches. Normal Cumulative Distribution 

Function (NCDF) is the most generally used function for this 

purpose. NCDF generates a new series y = {y1, y2,...,yN }. 

3) The new time series y is embedded similar to the 

approach of Taken’s embedding theorem. Thus generating 

short sequences or embedding vectors Z. 

𝑧𝑖
𝑚,𝑐

= {𝑧𝑖
𝑐, 𝑧𝑖+𝑑

𝑐 , … . , 𝑧𝑖+(𝑚−1)𝑑
𝑐 } 

Each short sequence is further mapped to a dispersion 
pattern 

𝜋𝑣0𝑣1…𝑣𝑚−1
 

where 

𝑧𝑖
𝑐 = 𝑣0, 𝑧𝑖+𝑑

𝑑 = 𝑣1, … , 𝑧𝑖+(𝑚−1)𝑑
𝑐 = 𝑣𝑚−1 

As every element in any of the coarse-grained series is 
now represented by integers from 1 to c, according to its class, 
the number of possible dispersion patterns that can be 
assigned to each time series zi

m,c is equal to cm, where ‘m’ is 
the number of elements in that coarse-grained series. 

4) For each coarse-grained series, the relative frequency 

of each of the possible dispersion pattern is calculated as 

follows. p(πv0,v1...vm−1) 

=
𝑁𝑢𝑚𝑏𝑒𝑟{𝑖|𝑖 ≤ 𝑁 − (𝑚 − 1)𝑑, 𝑧𝑖

𝑚,𝑐 ℎ𝑎𝑠 𝑡𝑦𝑝𝑒 𝜋𝑣0𝑣1…𝑣𝑚−1
 }

𝑁 − (𝑚 − 1)𝑑
 

Finally, dispersion entropy for each coarse-grained series 
is defined according to Shannon’s information theorem DE(x, 
m, c, d). 

=  − ∑ 𝑝 (𝜋𝑣0𝑣1………..𝑣𝑚−1
) . ln (𝑝(𝜋𝑣0𝑣1………..𝑣𝑚−1

))
𝑐𝑚

𝜋=1
 

An extension of DispEn1D is then applied, which is named 
as DispEn2D to verify the effectiveness of this methodology 
[37]. The result of both DispEn1D and DispEn2D is illustrated 
in the following section. 

D. Iris Feature Extractions 

For extracting the texture information, Dispersion Entropy 
values of order ‘4’ and delay ‘1’ is computed for every row 
and column of the rubber sheet matrix corresponding to each 
iris image of the dataset. The dispersion entropy file size of an 
image is only 12KB. The size of the images in the dataset is in 
the range of 70KB to 95KB, whereas its Rubber sheet matrix 
ranges from 33KB to 44KB. Therefore it is recommended to 
use this dispersion entropy matrix, which can then be modified 
to make it a code and stored for further iris matching. 

For every image of a given subject, the dispersion entropy 
of order '4' and delay '1' is calculated for the Rubber sheet 
matrix of images of the size of 20 rows and 240 columns. 

Considering each of these rows as ø1 1-D series dispersion 

entropy values computed for every row and column of the 
Rubber sheet matrix of the image. Thus Dispersion Entropy 
matrix of rows contains 20 values. Similarly, for columns, 
each column will be represented by one dispersion entropy 
value, and hence a total of 240 dispersion entropy values will 
be obtained for columns also. These values can be stored as 
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the representational feature for use in further recognition 
processes. 

The efficiency of the DispEn2D is verified with real and 
synthetic datasets in the following sections. DispEn2D is an 
extension of DispEn1D. 

E. Iris Feature Matching 

Further investigation focused on the match between the iris 
entropy features of different images of the same person as well 
as the mismatch between different persons. If this entropy 
value matches the images of the same person and differs 
widely between the images of two subjects, then it can be used 
as an identification feature. The feature-matching process is 
depicted in Fig. 2. This is carried out as follows. For an iris, 
Rubber sheet of 20 rows and 240 columns, 20 dispersion 
entropy values for rows and 240 dispersion entropy values for 
columns were obtained. The correlation between dispersion 
entropy sets of every image pair is calculated for images of the 
same person as well as a different person. 

  

Fig. 2. Feature Matching Process. 

In this work, investigation was carried out to find out the 
effectiveness of this method in the personal identification and 
classification of iris images. For this purpose, the iris 
matching between the images of a person and matching 
between two different persons were evaluated using 
correlation values between row-wise and column-wise 
dispersion entropy. From the two separate plots, it is evident 
that it should be widely different from the same image of a 
person with another person's image. 

Correlation values are calculated between the dispersion 
entropies of images of the same subjects and that between 
different subjects to evaluate the efficiency of dispersion 
entropy in performing personal identification. These values 
are calculated for every image pair within the seven images of 
each subject. The average correlation value for all 
combinations is used as a measure of match between the 
dispersion entropies of two images of the same eye of a single 
subject, represented as CORRsame.. Similarly, these values are 
calculated for every image pair among all images between 
each pair of subject combinations. The average values of these 
measures are calculated for all image combinations for a given 
subject for all other subjects in the database represented as 
CORRdiff. This is performed for the rows and columns 
separately. 

IV. RESULT ANALYSIS AND DISCUSSION 

Considering the peculiar nature of pattern spread in iris 
images, it was hypothesized that one-dimensional dispersion 
entropy along rows and columns of iris rubber sheets would 
provide a specific advantage in texture characterization. To 

test the hypothesis, investigation was done for verifying the 
differences in values of these measures for the datasets given 
in section III. The efficiency of the proposed method of 
feature representation using investigated in terms of DispEn2D 
as well as DispEn1D along rows and columns for iris 
recognition purposes is evaluated separately. Subsets of 
images from the Kylberg dataset and CASIA v1 are chosen for 
initial screening of the performance of the two measures in the 
characterization of general texture images and iris images, as 
well as in representing the uniqueness of iris patterns of 
individuals. 

Four groups of images, such as blanket1, ceiling1, 
canvas1, and floor1, were used to analyze the textural 
information. Four sample images from the Kylberg dataset 
[38] are shown in Fig. 3, and two images of four different 
persons taken from CASIA v1 are shown in Fig. 4. Table I 
below shows the DispEn1D for four scale factor values and 
DispEn2D values of the four texture image samples. Similarly, 
Table II and Table III show mean values of the DispEn1D for 
four scale factor values and DispEn2D values of Iris columns 
and rows, respectively. 

    
            a. Blanket1        b. floor1            c. Canvas1      d. Ceiling 1 

Fig. 3. Sample Set of Images from Kylberg Dataset. 

     
                Subject 1a,                  1b   Subject 2a,          2b 

    
               Subject 3a,   3b   Subject 4a,           4b 

Fig. 4. Sample Images of 4 Different Subjects from CASIA v1 Dataset. 

TABLE I. DISPEN_TEXTURE 

  Entropy Values 

  DispEn_Column DispEn_Row DispEn2D 

Blanket 1 

Scale1 5.12 5.052 

6.735992 
Scale2 5.11 4.836 

Scale3 4.95 4.686 

Scale4 4.77 4.537 

Canvas1 

Scale1 5.34 5.254 

7.262997 
Scale2 5.31 5.273 

Scale3 5.06 5.049 

Scale4 4.83 4.825 

Ceiling 1 

Scale1 4.88 4.803 

6.249361 

Scale2 4.75 4.747 

Scale3 4.65 4.615 

Scale4 4.53 4.528 

Floor1 

Scale1 2.58 2.543 

Scale2 2.87 2.827 

2.929589 Scale3 3.06 2.997 

Scale4 3.20 3.141 
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TABLE II. DISPEN_ IRIS_COLUMN 

 DispEn_Column 

 Scale1 Scale2 Scale3 Scale4 

1a 3.059 3.264 3.232 3.214 

1b 3.197 3.381 3.365 3.344 

2a 2.917 3.148 3.160 3.124 

2b 2.897 3.111 3.111 3.104 

3a 3.131 3.323 3.324 3.304 

3b 2.849 3.009 3.007 3.002 

4a 2.714 2.872 2.879 2.884 

4b 2.889 3.115 3.113 3.126 

TABLE III.  DISPEN_IRIS_ROW 

 DispEn_Row 

 Scale1 Scale2 Scale3 Scale4 

1a 3.680 3.703 3.626 3.567 

1b 3.756 3.771 3.663 3.592 

2a 3.260 3.351 3.321 3.294 

2b 3.163 3.275 3.275 3.243 

3a 3.853 3.855 3.754 3.668 

3b 3.875 3.891 3.794 3.704 

4a 3.571 3.566 3.462 3.388 

4b 3.728 3.695 3.572 3.483 

Table IV gives the mean correlation and RMSE values 
between DispEn1D of rows of iris rubber sheets of iris images of 
every subject in the sample dataset of texture image 
represented as DispEn1D_Rowsame. Similarly, Table V gives the 
mean DispEn1D_Rowdiff values of correlation between rows of iris 
rubber sheets of every image of each of the subjects with 
every image of all of the other subjects in the sample data 
taken from CASIA v1. In the same way, mean correlation and 
RMSE values between DispEn1D of columns of iris rubber 
sheets of iris images of the same subject as well as different 
subjects, are listed in Table VI and Table VII. Table VIII and 
Table IX show the mean correlation and RMSE values 
between DispE2D between the same subject images as well as 
between images of different subjects represented as 
DispEn2D_same and DispEn2D_diff. 

From these values, it can be observed that the correlation 
values between iris images of the same subject for both rows 
as well as columns are very high values, all of which fall 
above 0.95, indicating high similarity, whereas the same 
values between images of different subjects are all below 0.6. 
In the case of RMSE, between images of the same subjects are 
all less than 0.4 and between different subjects is above 0.6. 
The difference in these values for cases of same subject’s 
images and for images of different subjects is very promising. 
In the case of DispEn2Dthe values of correlation and RMSE 
for images of same subject and those between different 
subjects in not as widely separated as observed in the case of 
DispEn1D in both cases of rows and columns. These results 
indicate the suitability of DispEn1D for personal identification. 
Further, the efficiency of one-dimensional dispersion entropy 
for iris biometric identification is explored in the following 
section, in which its rows and columns features are separately 
verified. 

TABLE IV. ROW_CORRELATION AND ROW_RMSE FOR SAME SUBJECT. 

 
scale1 Scale2 Scale3 Scale4 

C o r r R m s e C o r r R M S E C o r r R M S E C o r r R M S E 

S u b 1 0.99 0.25 0.99 0.21 0.99 0.20 0.98 0.21 

S u b 2 0.98 0.33 0.97 0.30 0.97 0.25 0.97 0.23 

S u b 3 0.93 0.39 0.95 0.33 0.95 0.31 0.95 0.29 

S u b 4 0.96 0.38 0.97 0.31 0.96 0.30 0.96 0.27 

TABLE V. ROW_CORRELATION AND ROW_RMSE FOR DIFFERENT 

SUBJECT 

 
scale1 Scale2 Scale3 Scale4 

C o r r R m s e C o r r R m s e C o r r R m s e C o r r R m s e 

S u b 1 0.9190 0.630 0.928 0.5263 0.93262 0.4565 0.9359 0.40 

S u b 2 0.9189 0.629 0.9287 0.5252 0.93269 0.4556 0.93592 0.40 

S u b 3 0.9190 0.629 0.9286 0.5259 0.93265 0.4561 0.93592 0.40 

S u b 4 0.9191 0.629 0.9287 0.5260 0.93272 0.4563 0.93597 0.40 

TABLE VI. COLUMN _CORRELATION AND COLUMN_RMSE FOR SELF 

MATCH. 

 
scale1 Scale2 Scale3 Scale4 

C o r r R M S E C o r r R M S E C o r r R M S E C o r r R M S E 

S u b 1 0.98 0.29 0.96 0.25 0.64 0.18 0.48 0.08 

S u b 2 0.99 0.21 0.99 0.17 0.90 0.19 0.36 0.17 

S u b 3 0.93 0.42 0.86 0.35 0.41 0.29 0.26 0.19 

S u b 4 0.83 0.19 0.42 0.10 0.29 0.02 1.00 0.00 

TABLE VII. COLUMN _CORRELATION AND COLUMN_RMSE FOR 

DIFFERENT SUBJECT 

 
scale1 Scale2 Scale3 Scale4 

Corr RMSE Corr RMSE Corr RMSE Corr RMSE 

Sub1 0.516005 0.641 0.4740 0.373 0.6107 0.133 0.7702 0.053 

Sub2 0.516355 0.639 0.4745 0.372 0.6119 0.132 0.7723 0.052 

Sub3 0.516314 0.641 0.4743 0.373 0.6115 0.133 0.7724 0.053 

Sub4 0.515480 0.643 0.4732 0.375 0.6085 0.134 0.7695 0.053 

TABLE VIII.  DISPEN2D _ SAME FOR IRIS 

 Corr Rmse 

Sub 1 0.876 0.348 

Sub 2 0.887 0.506 

Sub 3 0.762 0.458 

Sub 4 0.576 0.247 

TABLE IX. DISPEN2D _ DIFF FOR IRIS 

 Corr RMSE 

Subject 1,3 0.873 0.509 

Subject1,5 0.628 0.506 

Subject 1,6 -0.445 0.749 

Subject 3,5 0.688 0.624 

Subject 3,6 -0.377 0.974 

 Subject 5,6 -0.054 0.608 

A. Iris Recognition Analysis using DispEn1D 

The proposed method of dispersion entropy is applied to 
iris images of 108 subjects from the CASIA v1 dataset. The 
dataset contains iris images of 108 subjects; wherein seven 
images correspond to a single subject. The efficiency of 
dispersion entropy in characterizing the unique texture of an 
individual’s iris, thereby performing personal identification, is 
evaluated in terms of correlation, as explained in Section II. 
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Fig. 5(a-d) depicts the mean values of dispersion entropies 
of all the images corresponding to each of the subjects along 
rows, and Fig. 6(a-d) shows the corresponding values for 
columns. The values of dispersion entropy for the columns fall 
within the range of 1.8 - 2.8 for scale factor 1 and within the 
range of 1.5 – 2 for scale factor 2. In the case of rows, the 
values range between 3 and 4 in both cases of scale factors of 
1 and 2. Higher values of dispersion entropy indicate more 
randomness in pixel intensity values within rows of the 
Rubber sheet images. It is also noteworthy that in the case of 
row-wise dispersion entropy, the values are almost in the same 
range for both instances of scale factors of 1 and 2. 

Further investigations on the efficiency of the dispersion 
entropy feature in characterizing the uniqueness of iris image 
pattern of an individual and thereby performing personal 
identification are carried out using a measure of the 
correlation between different images of the same eye of each 
of the subjects and between images of eyes of different 
subjects. Fig. 7(a) to 7(d) show the mean correlation values 
between row-wise dispersion entropy values of all images of 
each subject, with its own images represented in green and 
mean values of correlations between images of each subject 
with that of all other subjects represented in red. It can be 
clearly observed that the correlation values between the 
dispersion entropy of rows of different subjects are lower than 
between images of the same subject, and these values do not 
cross over into each other, even in the case of higher scale 
factors. 

  

  

Fig. 5. MVDE Plot, Fig. 5(a) – 5(d). Mean Value Plot for the Row-scale1, 

Row-scale2, Row-scale3, Row-scale4. 

 

Fig. 6. MVDE Plot, Fig. 6(a) – 6(d). Mean Value Plot for the Column-

scale1, Column-scale2, Column-scale 3, and Column-scale 4. 

1) Correlation-row 
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Fig. 7. Correlation Plot for Row Values. 7a. Scatter Plot of Scale 1, 

7b.Scatter Plot of Scale 2, 7c: Scatter Plot of Scale 3, 7d. Scatter Plot of Scale 

4. 

Though it was observed that the dispersion entropy values 
themselves get reduced with higher scale factors indicating 
decreased pattern, this however is not drastically hindering the 
efficiency of this feature in differentiating the images of 
different subjects. This is especially interesting because the 
correlation values are around 0.9 for all cases of varying 
subject correlations, and it is getting slightly increased with an 
increase in the scale factor. This can be viewed as a 
consequence of the decrease in dispersion entropy value as a 
result of the averaging of more and more neighboring pixel 
intensities with increasing scale factors. In the case of 
correlation values for the same subject images, the values 
range between 0.92 – 0.99, indicating very high similarity. 

A very encouraging finding in these figures is that the 
correlation value of the same subject images never crosses 
below those of different subject values. Though the variation 
of these values of correlation for the whole dataset of 108 
subjects is higher than the variation observed for correlation of 
different subject images, a majority of these values fall around 
0.95 – 0 .98. The overall results indicate that the correlation 
will never be higher than 0.92 or 0.925 for any case of images 
of different subjects. This is a very strong factor to 
recommend this feature for the purpose of personal 
identification, as the chances of wrongly identifying images of 
different people to be the same are very low. 

Fig. 8(a) to 8(d) show the mean correlation values between 
column-wise dispersion entropy values of all images of each 
subject, with its own images represented in green and mean 
values of correlations between images of each subject with 
that of all other subjects represented in red. The figures 
indicate that the values of correlation values for images of 
different subjects fall around the range of 0.5-0.8, which is 
much low compared to that observed for row-wise dispersion 
entropy. However, the values of the same subject images show 
wide variation, with values falling between 0.5 and 1, with a 
majority of values falling between 0.6 and 0.8. It is 
noteworthy that though there is not much cross-over of the 
same subject image correlation into the range of correlation 
values of different subject images in the cases of scale factors 
1 and 2, the different subject image correlation values increase 
and cross over into the same subject correlation value range in 
the cases of scale factors of 3 and 4. The better stability of 
results in the row-wise analysis is in good agreement with the 
observations and recommendations, which stated that 
information is more independent along the angular direction 
[39]. The different rows correspond to different circles, and 
the pixels along each row represent angular direction. The 
present results indicate that ordinal pattern-based Dispersion 
entropy is very efficient in extracting the maximum utility of 
the statistical independence between the pixel intensity values 
along the angular direction in each circle.  

2) Correlation-column 
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Fig. 8. Correlation Plot for Column Values. 8a. Scatter Plot of Scale 1, 8b. 

Scatter Plot of Scale 2, 8c. Scatter Plot of Scale 3, 8d. Scatter Plot of Scale 4. 

B. Performance Evaluation Measures 

The effectiveness of this proposed work is verified using 
the performance measures such as False Acceptance Rate 
(FAR), False Rejection Rate (FRR), False Positive Rate 
(FPR), Specificity, Sensitivity and Equal Error Rate (EER). 
Following equations are used to formulate the performance 
evaluation measures 

False Acceptance Rate (FAR) = FP / (FP + TN) 

False Rejection Rate (FRR) = FN / (FN + TP) 

Equal Error Rate (EER) = (FAR + FRR) / 2 

Precision = TP / (TP + FP) 

Recall = TP / (TP + FN) 

Sensitivity = TP / (TP + FN) 

Specificity = TN / (TN + FP) 

Where TP and TN represent true positive and true 
negative, FP and FN represent false positive and false 
negative. For row values, if the threshold value of scale 1 is 
set for 0.92 then the FRR is zero, which indicates that no 
person will be falsely rejected. The threshold can be selected 
based on the dataset which is used. The Specificity and 
Sensitivity value shows that this system gives accurate True 
Negative Rate and True Positive Rate. The results are shown 
in Table X and Table XI for rows and columns, respectively. 
By examining the values of the threshold, it can be clearly 
understood that the row values gives better results than 
column values. Lower the EER higher the accuracy of the 
biometric system. 

TABLE I.  PERFORMANCE EVALUATION OF ROW_DISPEN1D 

Threshold FAR FRR FPR Specificity Sensitivity EER 

Scale 1 
0.92 0.028 0 0 1 0.972 0.014 

0.919 0.028 0.167 0.166 0.833 0.972 0.097 

Scale 2 
0.93 0.019 0 0 1 0.981 0.009 

0.9287 0.009 0.103 0.102 0.897 0.990 0.056 

Scale 3 
0.934 0.046 0 0 1 0.953 0.023 

0.9327 0.037 0.093 0.092 0.907 0.962 0.065 

Scale 4 
0.934 0.056 0 0 1 0.944 0.028 

0.9327 0.037 0.074 0.074 0.925 0.962 0.056 

TABLE II.   PERFORMANCE EVALUATION OF COLUMN_DISPEN1D 

Threshold FAR FRR FPR Specificity Sensitivity EER 

Scale 1 
0.527 0.044 0 0 1 0.953 0.022 

0.5167 0.039 0.0833 0.08 0.916 0.962 0.061 

Scale 2 
0.478 0.044 0 0 1 0.953 0.022 

0.4737 0.049 0.093 0.09 0.907 0.953 0.071 

Scale 3 
0.613 0.239 0 0 1 0.685 0.120 

0.609 0.248 0.102 0.10 0.898 0.703 0.175 

Scale 4 
0.774 0.25 0 0 1 0.666 0.125 

0 . 7 7 0.25 0.056 0.06 0.944 0.682 0.153 
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V. CONCLUSION 

A new method for iris recognition is a nonlinear time 
series analysis based on Dispersion entropy proposed in this 
work. Dispersion entropy is estimated based on the 
complexity of ordinal patterns of elements in a time series. 
The method is tested on the standard CASIA v1 dataset. The 
rows and columns of normalized iris images are considered 
one-dimensional time series, and the corresponding dispersion 
entropy values are calculated. Correlation between mean 
dispersion entropy values is calculated to evaluate how 
efficiently two images of the same subjects can be identified 
as well as how well two images of different subjects can be 
differentiated. This is carried out for the dispersion entropy of 
rows and columns separately. High correlation and values are 
obtained between different images of the same individual, 
whereas low correlation values are obtained between images 
of different subjects. The results of the row-wise analysis 
demonstrated much higher performance than the column-wise 
analysis. The results indicate that the dispersion entropy 
values of one-dimensional series of pixel intensities along 
rows of normalized iris images are very efficient in 
characterizing the uniqueness of the iris texture of individuals. 
The results also point towards the extreme possibility of 
utilizing the capabilities of nonlinear analysis for iris 
recognition purposes. These results prove the potential of 
nonlinear analysis-based texture entropy to be further 
developed into a tool that can provide a group of features to 
constitute a feature vector based on ordinal pattern measures 
of iris image texture for personal identification. This 
methodology has to be evaluated with other datasets. Also, it 
is considered the future scope of this work. In addition, similar 
nonlinear entropy measures can be used to build a feature 
vector so that the proposed novel approach can be developed. 
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Abstract—Cloud computing would be an easy method to 

obtain services, resources and applications from any location on 

the internet. In the future of data generation, it is an unavoidable 

conclusion. Despite its many attractive properties, the cloud is 

vulnerable to a variety of attacks. One such well-known attack 

that emphasizes the availability of amenities is the Distributed 

Denial of Service (DDoS). A DDoS assault overwhelms the server 

with massive quantities of regular or intermittent traffic. It 

compromises with the cloud servers’ services and makes it 

harder to reply to legitimate users of the cloud. A monitoring 

system with correct resource scaling approach should be created 

to regulate and monitor the DDoS assault. The network is 

overwhelmed with excessive traffic of significant resource usage 

requests during the attack, resulting in the denial of needed 

services to genuine users. In this research, a unique way to the 

analyze resources used by the cloud users, lowering of the 

resources consumed is done when the network is overburdened 

with excessive traffic, and the dynamic cloud load balancing 

algorithm DCLB (Dynamic Cloud Load Balancing) is used to 

balance the overhead towards the server. The core premise is to 

monitor traffic using the fuzzy logic approach, which employs 

different traffic parameters in conjunction with various built in 

measured to recognize the DDoS attack traffic in the network. 

Finally, the proposed method shows a 93% of average detection 

rate when compared to the existing model. This method is a 

unique attempt to comprehend the importance of DDoS 

mitigation techniques as well as good resource management 

during an attack and analysis of the. 

Keywords—DDoS attack; resource scaling; DCLB; fuzzy logic; 

traffic parameters 

I. INTRODUCTION 

Cloud computing threats are becoming more prevalent 
regularly, with attack channels and patterns changing. It 
provides a wide range of services with considerable benefits 
for corporate organizations, businesses, and individuals 
transitioning to this environment. Despite its numerous 
benefits, security is typically the decisive factor for businesses 
when determining if cloud infrastructure is the best solution 
for their users. According to the assault report in [1], the most 
prominent attack is the DDoS attack among the abundance of 
attacks affecting the great majority of organizations globally. 
DDoS attacks have fully-fledged in admiration in recent years 
because of the simplicity with which they may be deployed. 
DDoS attacks have increased in recent years because of the 

ease with which they may be launched. According to [2], the 
scale of a DDoS attack, which was just 8 Gbps in 2004, has 
already surpassed 800 Gbps in 2016. Among the plentiful 
recent attacks [3], a few significant assaults have expanded a 
lot of courtesy in the scholarly community [4]. “Lizard Squad 
attacked”, has affected the Microsoft and Sony cloud-based 
gaming services, knocking them offline on Christmas Day in 
2015. “Rackspace”, is a cloud service provider, which was 
affected by a massive distributed denial of service (DDoS) 
attack against its services. 

Another exceptional assault scenario was for the Amazon 
EC2 cloud servers to be exposed to yet another incredible 
DDoS attack. These assaults caused major downtime, 
commercial losses, and other enduring and short-term effects 
on the victims' businesses. According to “Verisign iDefense 
Security Intelligence Services” [4], the cloud and SaaS 
(Software as a Service) industries have been the most targets 
of DDoS attacks in recent quarters. The contribution to the 
paper is listed below: 

1) A thorough understanding of DDoS attacks is offered 

for the reader to gain correct insight and comprehension. 

2) A monitoring system to identify DDoS attacks in traffic. 

3) An effective Load balancing mechanism for smooth 

conduction of the cloud services. 

As a consequence, the DDoS detection and prevention 
system [5] is an essential element in the overall growth of an 
organization's statement since it explains the rules and 
methods for providing security. The academic community has 
focused on identifying several forms of DDoS attacks in the 
cloud, such as ICMP, HTTP, and TCP protocol flooding [6]. 
Our key discovery is associated with resource scaling, which 
may become less effective if the conflict in the network is 
developed during the attack. The following is the objective of 
this research: 

1) Research the DDoS attack and its impact on the cloud 

server. 

2) To create a hybrid approach for mitigating DDoS 

attacks using DCLB and FUZZY logic. 

3) To monitor and assess the algorithm's effectiveness in 

mitigating DDoS attacks. 
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This paper is mainly focused on the mitigation of DDoS 
attacks and reducing resources utilization. The framework 
used for the mitigation process of a DDoS attack contains a 
monitoring system and a load balancing method. 

The research paper is constructed as follows. Section II 
depicts a study of DDoS attacks and the various 
methodologies employed. Section III of the study then 
discusses methodology and terminology. Section IV describes 
in detail the technique and algorithm used for network 
monitoring and load balancing. Section V presents the 
experimental data, and Section VI covers the discussion. 
Section VII brings the work to a conclusion. 

II. RELATED WORK 

Wahab et al. [7] developed a two-pronged strategy that 
enables the hypervisor to create believable confidence in the 
virtual machine. In this case, the suggested system employs 
the Game solution guide hypervisor approach to identify the 
ideal detection as well as load balancing. 

Liang et al., [8] provided detailed research on machine 
learning algorithms utilized for DDoS attack detection. The 
ML approaches detected the class imbalance problem, but the 
results reveal that a single method cannot overwhelm the 
DDoS assault, hence enhancements to the ML-based strategies 
are necessary. 

Kousar et al. [9] presented a novel mechanism by 
combining the statistics and machine learning models. To 
identify the DDoS attempt, the work was implemented in the 
Apache Spark Framework. In addition, the approach detects 
the attack using the NSL-KDD cup methodology as the 
benchmark dataset. 

Alsirhani et al. [10] proposed a DDoS detection 
framework based on the "Gradient Boosting Classification 
Algorithm (GBT)" and the Apache Spark engine. The traffic 
volume (dataset) and feature space assist in the creation of a 
depth decision tree to identify the assault. 

Cloud-Traceback technology (CTB) was created to detect 
and also to mitigate the DDoS assaults in cloud computing by 
identifying the origin of HTTP and XML-based attacks, 
Chonka et al. [11]. It also introduces the use of 
backpropagation in conjunction with a cloud defender, which 
filters out malicious traffic. 

Guo et al. [12] suggested a resource allocation approach 
for cloud data centers called "dynamic resource allocation" to 
protect the resources against DDoS attacks. This article made 
use of idle cloud resources and avoided them by employing 
quick filtering algorithms. 

Bikram et al. [13] identify the features of a DDoS assault 
and propose a system called a “Snort-based Intrusion 
Detection System (IDS) tool” for DDoS detection. It also 
describes a system that would alert the network administrator 
of every attack on any imaginable resource, as well as the sort 
of attack. It also temporarily suspends the attacker for the 
network administrator to devise a backup strategy. The 
proposed method mitigates the impact of DDoS attacks by 

detecting them early and altering many parameters that make 
it simpler to diagnose the problem. 

Sathya et al., [14] suggested a new framework entitled 
"Anti-DDoS" that detects high-rate DDoS assaults. This 
method uses the “graphical Turing test” and “Authentication 
model” to prevent the cloud from the attacked. It also uses the 
count hop filtering technique for detecting the attack, the 
traffic was controlled using a control list. 

Liu et at., [15] proposed a strategy that uses the BIRTH 
algorithm to detect aberrant traffic flows by employing 
frequency domain information from the network flow's 
autocorrelation sequence as a clustering feature. 

Sahi et al., [16] demonstrated a methodology for detecting 
the flooding of DDoS attacks by combining data flow and 
using a list to blacklist to identify the source IP of attack 
packets. 

Barde et al., [17] A “deception detection” approach were 
proposed for detecting high-rate DDoS attack traffic in the 
cloud computing domain. 

Navaz et al., [18] provide multi-level detection 
methodologies for camouflaged small traffic DDoS assaults 
and employ entropy-based algorithms in combination with 
anomaly detection systems. The researchers have presented a 
detection algorithm for flooded DDoS attacks and random 
DDoS attacks, The method gives acceptable results for DDoS 
attacks with heavy traffic in a cloud environment, the time 
required to complete the operation is exceedingly slow. The 
results in the cloud environment are slower, and the 
approaches rarely examine the real system that is subjected to 
a variety of attacks. 

Zheng et al., [19] suggested a DDoS attack mitigation 
architecture that helps to detect and responds to attacks 
quickly. Furthermore, the author argued that SDN network 
technology helped in the prevention of DDoS assaults. 

Saravanan et al. [20] provided an approach for recognizing 
and mitigating DDoS attack impact assaults. It employs three 
screening checks to protect the server against assaults, as well 
as several limitations to identify the attacks. To repel the 
attack, it employs two queues. 

Scaling the VM's capacity is a critical step in estimating 
the overall number of requests processed in a particular 
period. The duration of time necessary to perform the request 
impacts the number of resources consumed. The scale inside-
out strategy enhances capacity while simultaneously scaling 
internal applications to minimize resource use. Somani et al. 
[21] pioneered this concept. 

This work focuses on DDoS attacks that are primarily 
aimed at detecting bandwidth and connection flooding. Karan 
et al., [22] generate a solution by integrating the OpenStack 
firewall with raw socket programming for monitoring network 
traffic. 

III. DESIGN AND ASSUMPTIONS 

In the section, the overall proposed model system design is 
shown. Each cloud user (CU) will access the cloud resources 
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effectively. The problem faced by the legitimate user (normal 
user) is the delay that occurs when the user requests the cloud 
for particular resources. 

As the cloud works on-demand policy [24], the cloud 
system should be more efficient to provide the resource on 
time as user requests them. The delay in the network occurs 
due to some unwanted request that will be placed in the 
network by the assault(attacker). The attacker floods the 
network with the unwanted request so that the legitimate user 
will be halted from the requested resource, such attacks are 
known as DDoS attack. 

So, it is necessary to launch an effective mitigation 
mechanism to prevent the system from this type of attack. As 
discussed in the ‘related work’ section, there are a lot of 
mechanisms to detect the DDoS attack but the challenge faced 
is to identify the attacker and to make the system work 
properly by removing the unwanted request and regulating the 
relationship between the and cloud user (balancing the 
workload). 

As shown in Fig. 1, the overall architecture is divided into 
two main parts: verification and detection process and service 
access in cloud computing. In verification and detection 
process is again subdivided into two, one is VV model 
(Virtualization & Verification) and the other is LB model 
(Load Balancing). Each cloud user is owned by a virtual 
machine to access the cloud resources. 

The request will be monitored by the virtualization and 
verification model (VV model) based on the analysis detect 
made of the request characteristic; the VV model is consist of 
4 phases of the procedure and each phases process help to the 
DDoS attack. In each phase different value is computed based 
on the request characteristics. The computed value is 
compared with some predefined threshold value by using the 
concept of fuzzy logic [23]. 

The VV process applies various analyzing strategies to the 
incoming request such as in & out statistics, checking the 
protocol, number of requests coming, and packet analysis. The 
result obtained from the VV model detects the DDoS attack 
and forwards the results to the LB model. 

In the LB model, the request load is balanced by using a 
dynamic cloud load balancing algorithm (DCLB), it applies a 
vertical scaling mechanism on resource allocation to mitigate 
the attack after the detection process. Usually, each cloud user 
which owns the virtual machine is allocated a sufficient 
number of resources such as P, D, M, and NT (processor, disk, 
memory, and network throughput). 

The number of connections at a particular time many 
varies, so the idea is to scale down the resources when the 
attack is detected in the network. When the attack is detected 
in the cloud system the resources are minimized and the 
virtual machine which provides the same request or random 
request will be halted for some time, so that the legitimate user 
will be able to access the system efficiently. 

A. Notation and Assumptions 

Let 𝐶𝐶 = {𝑐𝑐1, 𝑐𝑐2, … … … … … 𝑐𝑐𝑛} be the finite set of 
cloud users in the cloud at a particular time. The cloud user 
(CC)accesses the cloud through the virtual machines. Each CC 
is owned by a unique virtual machine 𝑉𝑀𝑖  =
{𝑉𝑀1, 𝑉𝑀2, … … … … . . 𝑉𝑀𝑛}. Each virtual machine 𝑉𝑀𝑖 uses 

some set of resources⟨𝑃𝑖 , 𝐷𝑖 , 𝑀𝑖,𝑁𝑇𝑖⟩ which is represented in 

vector form. 

Along with the cloud user, there is a malicious user known 
as an attacker which is denoted as 𝐴𝑇𝑖 which accesses the 
cloud as the normal cloud user and captures “n” virtual 
machine to perform a DDoS attack. 

 

Fig. 1. Overall Proposed System Architecture. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

510 | P a g e  
www.ijacsa.thesai.org 

In this proposed system, the request can come from the 
same source or different sources, so it has been examined that 
the arrival of several requests from the same source 𝑅𝑠𝑠 and 
requests from different resources 𝑅𝑑𝑠 is less than or equal to 
the maximum request 𝑅𝑚𝑎𝑥 at a particular time. 

Also in this system, the number of the incoming packets 
and the outgoing packet is calculated as 𝑛𝑟𝑖𝑛 and 𝑛𝑟𝑜𝑢𝑡. In the 
network, there are different protocols from which we can send 
the request to the cloud such as TCP, UDP, ICMP, etc. In this 
paradigm, calculating the entropy of protocols that play a 
substantial role in attack detection, 𝐸𝑝, is critical. In addition, 

when it comes to protocols, the duration of an IP packet flow 
is a critical parameter to examine to detect an assault. The 
flow calculation is denoted as 𝐿𝑖𝑝𝑓𝑙𝑜𝑤 in which the average is 

calculated for all packets from each client virtual machine. 

The VV model's output (analysis report) is sent to the LB 
model, which predicts the manifestation of a DDoS assault, 
the load balancer checks the result and will reduce the 
resources allocation by scaling down the Resource Utilization 
Factor 𝑅𝑈𝐹𝑛𝑜𝑟 to a threshold value which is allocated based 
on analyzing the intensity of the traffic in the network as 
𝑅𝑈𝐹𝑎𝑡𝑡. When 𝑅𝑈𝐹𝑎𝑡𝑡 is set instead of releasing the complete 
resource at a time it will release one by one so that the 
resource is not affected and legitimate users can also access 
the resource without any delay. 

Virtualization cloud Definition 1: A cloud system consists 
of a set of cloud users 𝐶𝐶 = {𝑐𝑐1, 𝑐𝑐2, … … … … … 𝑐𝑐𝑛} owing a 
set of virtual machines𝑉𝑀𝑖  = {𝑉𝑀1, 𝑉𝑀2, … … … … . . 𝑉𝑀𝑛}. 
to access a set of resources, provide by the cloud system. 

Each virtual machine owned by the user will have a unique 
session ID 𝑆𝑖𝑑 , so that it will be easy to identify which the 
virtual machine is loading the network with heavy traffic. The 
VV model analysis the traffic and remove the same request 
coming from the single session of the same virtual machine. 
Notations used in the proposed system are given below in 
Table I. 

TABLE I. NOTATION USED IN THE PROPOSED SYSTEM 

Notation Description 

𝐶𝐶𝑖 A finite set of cloud users 

𝑉𝑀𝑖 A finite set of Virtual Machine owned by the cloud user 

𝑃𝑖 Processor usage 

𝐷𝑖 Disk usage 

𝑀𝑖 Memory Utilization 

𝑁𝑇𝑖 Network Throughput access 

𝐴𝑇𝑖 Represent the attacker from the set of user 

𝑅𝑠𝑠 The request coming from the same source 

𝑅𝑑𝑠 The Request coming from a different source 

𝑅𝑚𝑎𝑥 A limited number of requests from the source 

𝑛𝑟𝑖𝑛 Number of the incoming request 

𝑛𝑜𝑢𝑡 Number of outgoing response 

𝐸𝑝 entropy calculation of different protocol 

𝐿𝑖𝑝𝑓𝑙𝑜𝑤 length of ip packet flow 

𝑅𝑈𝐹𝑛𝑜𝑟 Normal resource utilization 

𝑅𝑈𝐹𝑎𝑡𝑡 The threshold value is set when an attack occur. 

𝑆𝑖𝑑 Unique session ID for each user in their owned virtual machine 

IV. IMPLEMENTATION OF THE PROPOSED 

The overall architecture is of the integrated cloud load 
balancing algorithm and fuzzy logic (i.e. incorporating 
different parameters of requests coming from the cloud user) 
along with the dynamic scaling of resources. The proposed 
model is divided into two models: VV (Virtualization & 
Verification) model and LB (Load Balancing) model. These 
two models are used to spot (detect) and mitigate the attack 
and help to reduce the access to resources and some other 
services also. 

A. VV Model 

In this proposed model, each request coming from the user 
and the attacker has initially undergone to VV model in which 
the virtual machine details and request verification is done. 
The VV model verifies the incoming request that comes from 
each virtual machine. İt also gather the unique session id S_id 
of each request. 

The DDoS attack is attained by utilizing a flooding attack 
in which the request is following the same pattern concerning 
the protocol also (Fig. 2). The VV model is subdivided into 3 
phases: RAI (Request arrival Inspection), PI (Protocol 
Inspection), and IPI (IP flow inspection). 

 

Fig. 2. Overall Implementation Design. 

1) RAI: The RAI is the process in which the request arrival 

is analyzed. Each request comes to the system in the form of a 

special packet with header fields. The header field help to 

identify the source and destination address. To identify the 

chances of a DDoS attack, the source address is considered the 

critical factor. Here, the packet used is a 32-bit IP packet along 

with a unique session ID of 4 bits (Fig. 3). 

 

Fig. 3. Packet used for the Accessing the cloud System. 

The unique session id is first extracted from each packet. 
An attack is feasible if the number of requests from the same 
source consistently exceeds the maximum limit in a certain 
period. (i.e., 𝑅𝑠𝑠 >  𝑅𝑚𝑎𝑥). İf the number of requests comes 
from a different source at a particular time and exceeds the 
maximum limit then there is a chance of an attack to occur 
(i.e.,𝑅𝑑𝑠 >  𝑅𝑚𝑎𝑥)Next, we calculate the ratio of the 𝑅𝑠𝑠 and 
𝑅𝑑𝑠 which are the main parameter to consider in detecting 
DDoS attacks. The proportion of incoming and outgoing 
requests over some timestamp is calculated based on the eq 
(1), 
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𝑅𝑖𝑜 =
𝑅𝑠𝑠 

𝑅𝑑𝑠
               (1) 

Usually, the propagation should be constant if the traffic is 
normal. So here if the 𝑅𝑖𝑜 exceeds the threshold value 
(𝑖. 𝑒 ≥1) thus it indicates the event of an attack. İt will be 
balanced if the ratio is less than 1. 

2) PI: Essentially, if < TCP, UDP, ICMP >⇒ < 𝑇, 𝑈, 𝐼 >
𝑝𝑎𝑐𝑘𝑒𝑡𝑠 are employed then, the DDoS attack will be 

successful [21]. A DDoS attack is indicated by the ratio of 

these protocols. The formula for calculating the ratio of 

different methods is displayed in eq (2). 

𝑅𝑇 , 𝑅𝑈 , 𝑅𝐼 =
∑ 𝑃𝑇

∑ 𝑃𝑎𝑐𝑘𝑒𝑡_𝐼𝑃
,

∑ 𝑃𝑈

∑ 𝑃𝑎𝑐𝑘𝑒𝑡_𝐼𝑃
,

∑ 𝑃𝐼

∑ 𝑃𝑎𝑐𝑘𝑒𝑡_𝐼𝑃
          (2) 

Then the entropy [25], is calculated for the above-
computed value as shown below in eq (3), 

𝐸𝑝 = ∑ −𝑃𝑖 log2 𝑃𝑖
𝑖∈𝑇,𝑈,𝐼
               (3) 

3) IPI: As the arrival and protocol inspection likewise, 

another significant criterion is the IP Packet flow in the 

network. Counting the number of packets that fulfill the same 

criterion yields the average duration of an IP flow. The 

requirements include the source and destination addresses, as 

well as the port number and protocol utilized. A packet with 

the same source and destination might arrive with a different 

protocol. As a result, the length of the IP flow is computed 

using Equation (4). 

𝐿𝑖𝑝𝑓𝑙𝑜𝑤 = 𝑎𝑣𝑔 (
∑ 𝑖𝑝_𝑝𝑎𝑐𝑘𝑒𝑡𝑠

∑ 𝑖𝑝_𝑓𝑙𝑜𝑤
)             (4) 

The typical IP flow length is usually between 5 and 10. If 
the value is close to one, it means an attacking packet was 
discovered. Here when the attack is detected then the 
𝐴𝑡𝑡𝑓𝑙𝑎𝑔 flag is set to one. Which indicates the load balance of 

the attack occurrences? The entire operation and algorithm 
utilized for the VV model are detailed below, and a graphical 
depiction of the method is depicted in Fig. 4. 

Algorithm of VV model  

Input : 

The ip address of the packet, 

initial set threshold values 

𝑅𝑚𝑎𝑥 

Output: 

Attack Detection or accepting the packet 

Procedure VV(): 

1. Retrieve the session id from the request 𝑆𝑖𝑑𝑖
 

Analysis(): 

i. if 𝑛𝑟𝑖𝑛 > 100 then 

    halt the all the request from the same session ID  𝑆𝑖𝑑𝑖
 

ii. else 

1. Compute the 𝑅𝑠𝑠 and 𝑅𝑑𝑠 

2. Calculate the ratio of incoming and outgoing packets 

𝑅𝑖𝑜 =
𝑅𝑠𝑠 

𝑅𝑑𝑠

 

3. If 𝑅𝑠𝑠< 𝑅𝑚𝑎𝑥 && 𝑅𝑑𝑠< 𝑅𝑚𝑎𝑥 &&𝑅𝑖𝑜 ≤ 1  

goto step 4 

4. else  

mark the incoming packet as an attack packet set the 𝑎𝑡𝑡𝑓𝑙𝑎𝑔 = 1, and move on to the load balancing process. 

5. Calculate 𝑅𝑇 , 𝑅𝑈 , 𝑅𝐼 =
∑ 𝑃𝑇

∑ 𝑃𝑎𝑐𝑘𝑒𝑡_𝐼𝑃
,

∑ 𝑃𝑈

∑ 𝑃𝑎𝑐𝑘𝑒𝑡_𝐼𝑃
,

∑ 𝑃𝐼

∑ 𝑃𝑎𝑐𝑘𝑒𝑡_𝐼𝑃
 

6. Compute the entropy 

 for (i∈< 𝑇𝐶𝑃, 𝑈𝐷𝑃, 𝐼𝐶𝑀𝑃 >) 

{ 

𝐸𝑝 = ∑ −𝑃𝑖 log2 𝑃𝑖
 
              

} 

7. If 𝐸𝑝 ≠ 0 && deviation (𝑅𝑇 , 𝑅𝑈 , 𝑅𝐼)! 𝑙𝑜𝑤 

goto step 7 

8. else 

mark the incoming packet as an attack packet set the 𝑎𝑡𝑡𝑓𝑙𝑎𝑔 = 1, and move on to the load balancing process. 

9. Calculate IP flow average length 𝐿𝑖𝑝𝑓𝑙𝑜𝑤 = 𝑎𝑣𝑔 (
∑ 𝑖𝑝_𝑝𝑎𝑐𝑘𝑒𝑡𝑠

∑ 𝑖𝑝_𝑓𝑙𝑜𝑤
)  

10. Calculate the entropy value  

for (i∈< 𝑇𝐶𝑃, 𝑈𝐷𝑃, 𝐼𝐶𝑀𝑃 >) 

{ 

𝐸𝑖𝑝𝑓𝑙𝑜𝑤 = ∑ −𝑃𝑖 log2 𝑃𝑖
 
              

} 

11. İf 5< 𝐿𝑖𝑝𝑓𝑙𝑜𝑤<10 && 2 < 𝐸𝑖𝑝𝑓𝑙𝑜𝑤 < 4      

Accept the packet and forward it to the LB module 

12. else 

mark the incoming packet an as attack packet, set the 𝑎𝑡𝑡𝑓𝑙𝑎𝑔 = 1, and move on to the load balancing process. 
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Fig. 4. Flow Chart of VV Model. 

B. LB Model 

After the VV model, the flow goes to the LB model, in 
which the resources are balanced based on whether the attack 
occur or not. The result from the VV model is forwarded to 

LB however it is using the MAX-MIN load balancing 
technique. İnitially the services from the cloud will be 
allocated with favorable resources, if the analysis report shows 
an occurrence of a DDoS attack, then the MAX-MIN load 
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𝑅𝑑𝑠  

 

Compute𝑅𝑖𝑜 =
𝑅𝑠𝑠  

𝑅𝑑𝑠
 

1 

Calculate 𝑅𝑇 , 𝑅𝑈 , 𝑅𝐼 
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Calculate IP flow average length 
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Calculate 𝐸𝑝  
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Calculate 𝐸𝑖𝑝𝑓𝑙𝑜𝑤  
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mark the incoming 

packet as attack packet  

 

mark the incoming 

packet as attack packet  

 

mark the incoming 

packet as attack packet  

 

LB module 

Accept the packet  

1. 𝑅𝑠𝑠< 𝑅𝑚𝑎𝑥  && 𝑅𝑑𝑠< 𝑅𝑚𝑎𝑥  &&𝑅𝑖𝑜 ≤ 1 

2. 𝐸𝑝 ≠ 0 &&  devitation (𝑅𝑇 , 𝑅𝑈 , 𝑅𝐼)! 𝑙𝑜𝑤 

 

3. 5< 𝐿𝑖𝑝𝑓𝑙𝑜𝑤 <10 && 2 < 𝐸𝑖𝑝𝑓𝑙𝑜𝑤 < 4 
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balancing is implemented. İn these techniques each request 
will be provided with the initial resources 𝑅𝑈𝐹𝑛𝑜𝑟 as the 
occurrence of the DDoS attack is detected in the VV model 
the resource allocation is minimized to𝑅𝑈𝐹𝐴𝑡𝑡. 𝑅𝑈𝐹𝐴𝑡𝑡 is a 
Resource utilization factor that has a threshold value set, when 
the attack occurred is detected. But here, this proposed system 
it is dealing with the dynamic nature. The value of 𝑅𝑈𝐹𝐴𝑡𝑡 will 
varies based on the intensity of the attack, that is, the 
resources that are suspended will be released one at a time 
rather than all at once. Minimizing resources during an assault 
and returning to normal once the attack has ended will boost 
the virtual machine's capacity. When there is a high volume of 
traffic, the initial requests are processed, and subsequent 
requests are retransmitted. This implies that just the index 
page is displayed to the user, and all subsequent requests are 
queued or retransmitted. Assaulters who have released a huge 
volume of traffic will not wait for the provider to respond. As 
a result, completing the original request may minimize 
resource use and enhance virtual machine capacity. 

Algorithm of LB model  

Input : 

Analysis report from the VV model 

𝐴𝑡𝑡𝑓𝑙𝑎𝑔value 

Output: 

Minimize  

and maximize the resource usage 

Procedure LB(): 

1. Allocate the resource to the requested services  

a. Compute 𝑅𝑈𝐹𝑛𝑜𝑟 =
𝑉𝑀𝐶𝐴𝑃𝐴𝐶𝐼𝑇𝑌

𝑛𝑚𝑎𝑥𝑟𝑒𝑞
 

b. Set the resource factor 𝑅𝐹 = 𝑅𝑈𝐹 𝑛𝑜𝑟 

2. do 

a. Call the VV() procedure periodically. 

b. İf 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 == 1 

i. Compute 𝑅𝑈𝐹 𝑎𝑡𝑡=1/2(𝑅𝑈𝐹 𝑛𝑜𝑟) 

ii. Reduce the 𝑅𝐹 = 𝑅𝑈𝐹 𝑎𝑡𝑡 

c. Else 

i. Set the resource factor 𝑅𝐹 = 𝑅𝑈𝐹 𝑛𝑜𝑟 

3. Continue the process for all requests. 

The procedure of LB Model help us to maintain the 
resources and keep the system throughput same for all the 
cloud user CU (Fig. 5). The VV model identifies the high-rate 
traffic, and set the 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 to 1 other wise the 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 will be 0 

indicate that the traffic is normal. 

In the LB model the 𝑅𝑈𝐹𝑛𝑜𝑟 (Resource Utilization Factor) 
is calculated for the normal traffic of the cloud user CU. This 
𝑅𝑈𝐹𝑛𝑜𝑟will be allocated to the requested user and when the 
attack is detected, the resource allocated to the CU user will be 
50% of 𝑅𝑈𝐹 𝑛𝑜𝑟  (𝑅𝑈𝐹 𝑎𝑡𝑡=1/2(𝑅𝑈𝐹 𝑛𝑜𝑟). So that it helps to 
maintain the equivalency among the cloud user. All users can 
access the server and server can process the user request. 

 

Fig. 5. Working of LB Model. 

V. EXPERIMENTAL AND RESULT ANALYSIS 

The experiment is carried out by establishing 50 requests 
to test the availability of cloud service to the requested user 
even in the event of an attack (including user and attacker 
requests). At the same timestamp, this request is launched 
towards the cloud side. The cloud simulator tool is used to 
mimic the operation of the proposed system and to analyze the 
system's results. The cloud service taken is the storage of 
doubled encrypted files and access of the double encrypted 
file. 

A. Computation Cost 

The above specified methodology contains operations such 
as multiplication, division, addition, subtraction and 
comparison operation with the time 𝑡𝑚, 𝑡𝑑,𝑡𝑎, 𝑡𝑠 𝑎𝑛𝑑 𝑡𝑐. The 

time taken for the entropy calculation, IP address comparison 
etc. as calculated for the two phases: The complexity cost of 
the VV model when compared with the SIO and ANTI-DDoS 
model is 2𝑛𝑡𝑑 + (𝑛 + 1)𝑡𝑠 + 𝑛𝑡𝑐 and for the load balancing 
the cost is 𝑛(𝑡𝑑 + 𝑡𝑐) + 𝛼𝑑  ,where 𝛼𝑑 is the delay taken to 
reduce the resource scale from the normal to minimum when 
attack is detected. The below Table II show the complexity 
cost of prosed system with the SIO and ANTI-DDOS 
schemes. 

The proposed model is compared with the SIO and 
ANTIDDOS model, in which th load balancing is the main 
factor in the above 3 schemes. 
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TABLE II. COMPUTATIONAL COST 

Complexity Cost 

Schemes 

SIO ANTI-DDOS Proposed model 

Verification Cost (𝑛2 + 1)𝑡𝑑 + 2𝑛𝑡𝑚 𝑛3𝑡𝑑 + (𝑛 + 1)2𝑡𝑠 + 4𝑛𝑡𝑐 2𝑛𝑡𝑑 + (𝑛 + 1)𝑡𝑠 + 𝑛𝑡𝑐 

Load balancing Cost 𝑛𝑡𝑑 + 𝑛3𝑡𝑐 − (𝑛 + 1)2𝛼𝑑 𝑛(𝑡𝑑 + 𝑡𝑐) + 𝑛2𝑡𝑠 − 𝛼𝑑 𝑛(𝑡𝑑 + 𝑡𝑐) + 𝛼𝑑 

Detection cost (𝑛 + 1)(𝑡𝑑 + 𝑛2𝑡𝑐) 𝑛𝑡𝑑 + 𝑛2𝑡𝑐 (𝑛 + 1)𝑡𝑐 

The load balancing process complexity in SIO model is  
𝑛𝑡𝑑 + 𝑛3𝑡𝑐 − (𝑛 + 1)2𝛼𝑑 and for ANTIDDOS model is  
𝑛(𝑡𝑑 + 𝑡𝑐) + 𝑛2𝑡𝑠 − 𝛼𝑑 , here the complexity is high than the 
proposed model because in SIO the delay for the resource 
balancing takes 𝑂(𝑙𝑜𝑔𝑛2 + 1) and for the ANTIDDOS model 
the delay for the resource balancing takes 𝑂(𝑛2). All delay is 
overwhelm in the proposed model in which the load balancing 
process complexity is (𝑡𝑑 + 𝑡𝑐) + 𝛼𝑑 , the delay for the 
resource balancing is 𝑂(1). 

Also while comparing the verfication cost of SIO and 
ANNTIDDOS model shows a 𝑂((𝑛 + 1)2)𝑎𝑛𝑑 𝑂((𝑛 − 1)2) 
but the proposed system shows a complexity of 𝑂(2𝑛 + 1). İn 
the detection process the cost is 𝑂(𝑛 + 1) for the prosed 
system which is very less complex that the other two schemes. 

B. Result Analysis 

It is also seen on the TPA side, where auditing requests are 
tracked. The cloud server processor is an Intel Xeon CPU with 
8GB RAM and a 1TB hard disc. The traffic rate is considered 
to be between 10 and 500 requests per second and does not 
exceed 500. To analyze the performance, input files of varied 
sizes are employed.The system's performance is evaluated 
using three metrics: attack detection time, Rate of Reporting. 
The above system is contrasted with the AntiDDoS framework 
[10] and the Scale in-out model [17]. The experiment was 
carried out by varying the number of DDoS attacks recorded 
on the deployed cloud server. The detection rate and false-
negative rate for a variety of DDoS assaults were compared 
for the existing methodologies and the proposed model. 
Table II displays the results. The system's performance is 
evaluated by comparing the service provided by the cloud 
during normal and outage periods. The obtained result is 
shown below in Table III which is compared with existing 
methods also. 

The above table shows the service time of each request 
without the resource scale down. When the attack occurred in 
the system the victim server (cloud server) will process the 
request, the Table IV shows the proposed model taking less 
time to process the request than the other two. 

Table V shows the service time of each request without the 
resource scale down. When the attack occurred in the system 
the victim server (cloud server) will process the request, the 
Table III shows below describe the proposed model taking 
less time to process the request than the other two. Tables II 
and III show that the new system works faster than the 
previous technique. The average value from each table is 
calculated and it is observed that the proposed system’s 
average value is less than the earlier methodologies. The 
proposed approach has a detection rate of 93 percent on 

average. As a result, the suggested technique outperforms the 
other current methods in terms of detection rate. Also, the 
proposed system service the request at a high rate than the 
others, the average service time of the request is 41.3s at the 
normal rate and 76s during the attack period (see Fig. 6 to 8). 

TABLE III. PERFORMANCE COMPARISON OF ATTACK DETECTION 

Resources request  
SIO ANTI-DDOS 

Proposed 

model 

AD AD AD 

50KB 39.52 37.12 32.12 

100 KB 40.87 37.14 33.11 

1 MB 42.3 39.45 33.12 

2MB 45.23 42.66 40.06 

    

5MB 49.2 43.23 40.31 

10 MB 46.3 45.26 39.26 

TABLE IV. PERFORMANCE COMPARISON OF SERVIE TIME BEFORE THE 

ATTACK 

Resources request 

Service time Before the attack 

SIO ANTI-DDOS 
Proposed 

model 

50KB 43.65 33.75 23 

100 KB 125.6 41.25 29 

1 MB 152.2 45.16 32.13 

2MB 187.2 64.14 47.31 

5MB 256.7 66.49 49.19 

10 MB 358.6 89.69 67.75 

Average 158.9 56.7 41.3 

TABLE V. PERFORMANCE COMPARISON OF SERVICE TIME AFTER THE 

ATTACK 

Resources request 

Service time after the attack 

SIO 
ANTI-

DDOS 
Proposed model 

50KB 42 87 67 

100 KB 141 88 69 

1 MB 216 85 65 

2MB 405 113 80 

5MB 634 129 85 

10 MB 707 200 90 

Average 357.5 117 76 
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Fig. 6. Performance Comparıson of Attack Detection. 

 

Fig. 7. Performance Comparıson of Service time before the Attack. 

 

Fig. 8. Performance Comparıson of Service Time before the Attack. 

VI. DISCUSSION 

This paper proposed a new model IDCLB-FL using the 
integration of Dynamic Load balancing (Mın-Max load 
balancing is used) with Fuzzy Logic. The cloud user CU 
provide request to the cloud server, the cloud server provide 
the resources required for the user as their demand. The 
problem discussed in this paper is the high rate Ddos atatck 
which provide a huge running traffic request along with the 
legitimate user request. To detect the normal legitimate user 

request and unwanted attacker request, a proposed model was 
designed with 2 phase of detection process. The 2 phase of the 
model is VV model and LB model, one phase is used to 
deytected the DDoS traffic and other phases are to balance the 
load of each request. The feature considered in the VV 
procedure is: 

1) The first feature of In and out requestion ratio is 

calculated as the 𝑅𝑠𝑠, 𝑅𝑑𝑠, 𝑅𝑖𝑜 value to compare withe condition 

𝑅𝑠𝑠< 𝑅𝑚𝑎𝑥 && 𝑅𝑑𝑠< 𝑅𝑚𝑎𝑥 &&𝑅𝑖𝑜 ≤ 1 and based on the 

analysis, it set the 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 as 1 or 0. 

2) Other feature used in VV procedure is the Entropy 

calculation of each request based on the protocol used by the 

traffic request as 𝐸𝑝 ≠ 0 && devitation (𝑅𝑇 , 𝑅𝑈 , 𝑅𝐼)! 𝑙𝑜𝑤 and 

based on the analysis, it set the 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 as 1 or 0. 

3) The last feature is IP flow along with the entropy value 

calculated as, 5< 𝐿𝑖𝑝𝑓𝑙𝑜𝑤<10 && 2 < 𝐸𝑖𝑝𝑓𝑙𝑜𝑤 < 4 and based 

on the analysis, it set the 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 as 1 or 0. 

4) As the value is of 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 is set to 1 or 0 , the LB model 

is processed and if 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 value is 1 then the resource is 

reduce to be 50% of 𝑅𝑈𝐹 𝑛𝑜𝑟  (𝑅𝑈𝐹 𝑎𝑡𝑡=1/2(𝑅𝑈𝐹 𝑛𝑜𝑟). 

5) If 𝐴𝑡𝑡𝑓𝑙𝑎𝑔 value is 1 then the resource is provided as 

𝑅𝑈𝐹 𝑛𝑜𝑟. 

C. Limitation of the Proposed Model 

The proposed model was test by providing 50 test requests 
with normal and abnormal traffic pattern. The limitation faced 
by the system is the time, when detection and verification 
process take 76s for the 50 requests, but if the number of 
requests increase the time also increases. Second limitation of 
the proposed model is that, it is not able to detect the low-rate 
DDoS attack occurs along with the normal traffic. Third 
limitation is that, the entropy calculation of each request 
should lie between the range of 0 and -1, but some time, some 
normal request also shows the entropy value in this range 
itself and set the flag as 1 i.e. attack request. So, the proposed 
model shows a fatal rate of 0.2%. 

VII. CONCLUSION AND FUTURE SCOPE 

The cloud server’s primary priority is protecting the cloud 
from numerous threats and vulnerabilities. A distributed denial 
of service attack is the most frequent vulnerability, which 
prohibits legitimate users from accessing resources. The 
analytical report received from the preceding experiment 
demonstrates an effective methodology for mitigating DDoS 
attacks. This solution provides an efficient framework for 
verifying each request and securing cloud server services and 
resources from being manipulated by an attacker. The 
proposed model is a combination of verification and load 
balancing, with the concept of fuzzy logic, which helps to 
detect the attack easily than the others with an average 
accuracy of 93%. The model effectively removes the high 
traffic (request) from a single session id and also verifies the 
other request by some criteria discussed in the implementation 
session. 

The future work will focus on offering an improved 
method for identifying low-rate DDoS assaults, which are a 
concern in cloud systems. Also the improved method should 
reduce the fatal rate from 0.2% to 0%. 
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Abstract—Brain tumor is a fatal disease and one of the major 

causes of rising death rates in adults. Predicting methylation of 

the O6-Methylguanine-DNA Methyltransferase (MGMT) gene 

status utilizing Magnetic resonance imaging (MRI) imaging is 

highly important since it is a predictor of brain tumor responses 

to chemotherapy, which reduces the number of needed surgeries. 

Deep Learning (DL) approaches became powerful in extracting 

meaningful relationships and making accurate predictions. DL-

based models require a large database and accessing or 

transferring patient data to train the model. Federated machine 

learning has recently gained popularity, as it offers practical 

solutions for data privacy, centralized computation, and high 

computing power. This study aims to investigate the feasibility of 

federated learning (FL) by developing a FL-based approach to 

predict MGMT promoter methylation status using the 

BraTs2021 dataset for the four sequence types, (Fluid Attenuated 

Inversion Recovery (FLAIR), T1-weighted (T1w), T1-weighted 

Gadolinium Post Contrast (T1wCE/T1Gd), and T2-weighted 

(T2w)) MRI images. The FL model compared to the DL-based 

and the experimental results show that even with imbalanced and 

heterogeneous datasets, the FL approach reached the training 

model to 99.99% of the model quality achieved with centralized 

data after 300 communication rounds between 10 institutions 

using OpenFl framework and the improved EfficentNet-B3 

neural network architecture. 

Keywords—Federated Learning (FL); BraTS2021; Data 

Privacy; O6-Methylguanine-DNA Methyltransferase (MGMT); 

OpenFl; EfficentNet-B3; brain tumors; Deep Learning (DL) 

I. INTRODUCTION 

Brain tumors are a grave problem that threatens human life 
and leads to death if not diagnosed and treated early. 
Especially, Glioblastoma (GBM) and astrocytic glioma with 
molecular features of GBM (WHO Grade 4 astrocytoma). The 
glioblastoma multiform tumor is a highly malignant brain 
tumor. Most of these brain tumors occur in adults, and they 
are characterized by a wide range of symptoms. it has a poor 
prognosis with a median survival of about ten months in most 
cases [1]. Recently been discovered that, the presence of a 
specific genetic sequence in the tumor known as MGMT (o6-
methylguanine-DNA methyltransferase) promoter methylation 
during GBM patient's chemotherapy is a significant and 
independent predictive factor of favorable survival in 
glioblastoma patients undergoing the treatment. 

MGMT is a protein that repairs damage to the DNA of 
human body cells. The chemotherapy drugs cause damage to 

tumor cells. Thus, the more MGMT protein the tumor 
produces, the less effective the chemotherapy drug is expected 
to be, as the protein will repair the damage to the tumor. The 
detection of MGMT requires the performance of a biopsy 
(removing tissue from the tumor and analyzing it) and can 
take several weeks depending on the results and the types of 
treatments initially implemented, subsequent surgery may be 
necessary [2]. The development of an efficient method of 
detection utilizing medical imaging (i.e., MRI, radio 
genomics) could potentially minimize the number of surgeries. 

Deep learning (DL) based applications have shown 
promising results in this area but to cover all medical 
questions that can be applied to a vast patient population and 
ensure high and accurate performance, DL- based applications 
rely on large, diverse datasets from different health institutions 
[3]. This is particularly challenging due to the natural 
sensitivity of healthcare informatics, legal and cultural 
challenges. Each health institution (e.g., hospital, clinic, lab, 
etc.) is often resistant to sharing patient data. Moreover, the 
available data in a single institution is not adequate for the 
training due to the low incidence rate of brain tumor 
pathologies and limited patient numbers. These limitations 
raise the need to seek alternative approaches [4-6]. 

A recent surge in popularity has been witnessed by 
federated learning, a paradigm that offers great promise for 
learning with fragmented, sensitive data. By allowing training 
a global model through a central server while keeping the data 
in local institutions where they originated, rather than 
aggregating data from different places altogether or using the 
traditional discovery and replication approach, a shared global 
model can be trained [7-9]. The main idea is moving 
computations to data, where a globally shared model is bought 
to where the data is. 

II. MOTIVATION AND CONTRIBUTION 

In this study, a set of contributions are achieved using the 
proposed study: 

1) Development of an improved EfficientNetB3 model 

relying on the combination of convolution neural network 

(CNN) and Recurrent neural network (RNN) architectures. 

2) Four types of Scans are used in this study, while other 

related work depended on only one or two scans. 

3) Two approaches are applied based on classical and 

federated learning. 
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4) The federated learning showed the ability to deal with 

data privacy, diversity, real time continuous learning, and 

hardware efficiency. 

III. RELATED WORK 

Recently, machine learning and deep learning techniques 
have been used to predict MGMT status, and it achieved 
satisfactory results. Korfiatis et al. in 2017 trained three 
residual deep neural network architectures, ResNet18, 
ResNet34, and ResNet50 in order to predict MGMT 
methylation status based on MRI scans with T2 and T1 
weighted post-contrast images obtained from Mayo Clinic. 
[10]. in another work by Yogananda et al., 2021, Based on 
3D-Dense-UNets, they developed a T2WI-only network 
(MGMT-net) to detect MGMT methylation status and 
segment tumors. Using MRI scans from The Cancer Imaging 
Archive (TCIA) and The Cancer Genome Atlas (TCGA) 
datasets [11]. The deep-learning approach developed by Chen 
et al., 2022 for MGMT promoter methylation using MRI scans 
of 111 patients was based on ResNet18 with fivefold cross-
validation. Four sequences were analyzed for radiomics 
features for two regions of interest (the whole tumor area and 
the tumor core area), including T1 weighted images (T1WI), 
T2 weighted images (T2WI), apparent diffusion coefficient 
maps (ADC), and T1 contrast-enhanced images (T1CE) [12]. 

Despite the efficiency of the mentioned works but all of 
them depended on the classical way of learning, That Lacked 
patient privacy protection. Even removing metadata such as 
names or dates of birth is insufficient to protect privacy 
because it is possible to reconstruct a patient’s face from MRI 
data. This sensitivity of healthcare informatics directed the 
researchers toward using federated learning in the healthcare 
applications such as federated medical imaging, federated 
remote health monitoring, and federated EHRs management 
applications [13, 14]. Due to the novelty of the approach, there 
are a few articles on Brain tumor diagnosis using federated 
learning, and almost all of these articles focus on brain tumor 
segmentation only. 

The first use of federated learning in a multi-institutional 
collaboration was presented by Sheller et al. in 2019, allowing 
deep learning modeling without sharing patient data. They 
used the Brats dataset and achieved 99% of the model 
performance with a data-sharing model. They compared 
federated learning with two alternative collaborative learning 
methods, Cyclic Institutional Incremental Learning (CIIL) and 
Institutional Incremental Learning (IIL). The comparison 
shows that these two methods failed to match the performance 
of federated learning. Even though CIIL may seem like a 
simpler option, full validation should be carried out 
periodically, such as at the end of a cycle, which will help in 
selecting a good model. The validation process would need the 
same synchronization and aggregation steps as FL and would 
even add communication costs over FL. in addition, a large 
number of institutions with small amounts of data do not scale 
well with IIL and CIIL [15]. 

Using a deep neural network, Li et al. applied federated 
learning for the segmentation of brain tumors using the BraTS 
dataset as a part of the NVIDIA Clara Train SDK. They 

studied various practical aspects of the federated model 
sharing with an emphasis on preserving patient data privacy. 
While a strong differential privacy guarantee. The 
experimental results show that the FL training was done at 
twice the number of epochs in the data centralized training to 
reach the same result [16]. 

An FL-based cross-site modeling platform has been 
proposed by Guo et al. in 2021 for the reconstruction of MRI 
images collected from a variety of institutions with different 
scanners and acquisition protocols. The experiments were 
conducted on a variety of datasets with promising results. 
Hidden features were aligned with hidden features extracted 
from various sub-sites [17]. Table I summarizes the effective 
methods for predicting the MGMT methylation status based 
on the Classical and the recent federated learning approaches 
for brain tumor diagnosis. 

TABLE I. METHODS FOR BRAIN TUMOR DIAGNOSIS 

Related 

Work 

Methods for Brain Tumor  

Architecture Algorithm Dataset Limitations 

Korfiatis et 

al [10] 
DCNN 

ResNet18 

ResNet34 

ResNet50 

MRI from 

Mayo Clinic 

Only two type 

of scans are 

used, 

Following 
classical 

learning 

Yogananda 

et al [11] 
CNN 

3D-Dense-

UNets, 

TCIA and 

TCGA 

datasets 

Only one type 

of scans are 

used, 

Following 
classical 

learning 

Chen et al 

[12] 
DCNN ResNet18 

MRI Scans 

for 111 

patients 

Following 

classical 

learning 

Sheller et 

al [15] 

FL , CLL 

,IIL 
DNN 

Different 

Institutions, 

collaborated 

dataset 

Brain tumor 

segmentation  

model 

Li et al 

[16] 
FL DNN BraTS 2018 

Brain tumor 

segmentation  

model 

Guo et al 

[17] 
FL DNN 

Multiple 

Datasets 

Model for 

reconstructing 

MRI scans 

IV. MATERIALS AND METHODS 

A. Training Model 

The training model is based on an improved EfficientNet-
B3 architecture relying on RNN layers. The EfficientNet-B3 
was released by Google in 2019. It is a convolutional neural 
network architecture and scaling technique that uses the 
compound coefficient technique to uniformly scale depth, 
width, and resolution in a simple and efficient manner. Which 
make it is better at analyzing images than the existing 
Artificial intelligence models such as ResNet, inception and 
DenseNet [18]. The EfficientNet-B3 is a part of the 
EfficientNet family, which ranges from B0 to B7. B3 was 
selected among this family because it offers a good 
compromise between computational resources and accuracy.  
The compound scaling method uniformly scales each 
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dimension with a certain fixed set of scaling coefficients 
Instead of randomly scaling up width, depth, or resolution. 
Equation (1) show how it is achieved mathematically. 

Fig. 1 illustrate the architecture of the proposed model.The 
fully connected features extracted from the EfficientNetB3 are 
input to a proposed RNN architecture based on a long short 
term memory (LSTM) layers. The fully connected layer 
output is input to a sequence input layer, 2 LSTM layers, 2 
dropout layers, 1 fully connected layer, and a Softmax layer. 

S.t. α · β2· γ2 ≈ 2              (1) 

α ≥ 1, β ≥ 1, γ ≥1 

commpound coefficient: φ 

depth: d = αφ 

width: w = βφ 

resolution: r = γφ 

 

Fig. 1. The Improved EfficientNet-B3 Model Architecture. 

The training process carried out on four distinct models 
based on the scan type FLAIR, T1w, T1wCE, and T2w 
respectively. Each model calculates a probability that the 
model belongs to class 0 (no presence of MGMT) or class 1 
(present presence of MGMT). 

Algorithm 1 shows how the final score per patient is 
obtained. Although the training model works on each scan 

type separately, each scan type has the same pre-processing 
and training steps. All the resulted predictions are aggregated 
to finally predict the MGMT value of each patient. The results 
of the prediction are aggregated together for each patient in 
order to get the most confident result reached out of all 
predictions. The aggregation process is applied by obtaining 
the mean of the four types of scans for each patient 
individually. Moreover, the maximum and the minimum are 
also calculated. Then, the difference between the mean and the 
maximum, and also the variance between the mean and the 
minimum is compared. Finally, the nearest difference to the 
mean is the optimal value (maximum or minimum). 

Algorithm 1 Predicting MGMT Value 

 Start 
   Predicted_MGMT_Value: List 

   For each scan type ['flair', 't1w', 't1wce', 't2w']: 

    T_df, V_df, ← training and validation sets data frames         

    Ts_df ← testing set data frame            

    T_g, V_g, Ts_g ← Augmentation (T_df, V_df, Ts_df) 

    Best_model ← trai_model (MRI, T_g, V_g, E=20)       

    Ts_pred ← best_model. Prediction (Ts_g) 

     Ts_df [Pred_y] ← Ts_pred 

    M_pred ← Ts_pred. mean () 

    Ts_pred_agg ← Aggregate the predictions results on  

                                           all MRI types for each patient 

     For each patient_id:  
       Ts_pred_agg ← Max (Ts_df [Pred_y]) 
       If Max (Ts_df [Pred_y]) – M_pred > M_pred – Min (Ts_df [Pred_y]) 

        Else, Min (Ts_df [Pred_y]) 

       End if 

      End 
       Predicted_MGMT_Value ← Ts_pred_agg 

    End 

        End 

Data augmentation is performed on the images and the 
type of augmentation applied was based on geometric 
techniques. The augmentation step aims to balance the number 
of images in each class before training. The model takes the 
whole training and validation data (Original and augmented) 
as an input. The epochs of the model are defined with 20 
(E=20), whereas the number of iterations for each epoch is 
equal to 58. This forms a total of 1160 iterations for the entire 
model. 

B. Federated Learning 

To preserve patient data privacy, we need to eliminate the 
existence of a centralized dataset to prevent data movement 
and share it with others. On the other hand, the single medical 
site has its data only, which is a bit amount of data and 
insufficient to train the model. Federated learning (FL) is a 
data-private collaborative learning approach that enables 
multiple health institutions to parallel train a machine learning 
model at the same time using their own data [19]. 

The general architecture of federated learning consists of 
four main components. Fig. 2 illustrates the architecture of the 
federated learning approach. The training model learned using 
the local dataset and sends the results to the central server 
(Aggregator), the server sends these results to the global 
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model to learn from it. After that, the global model sends back 
the updated results to all the local models. The whole training 
process is done through several communication rounds 
between the aggregator and the collaborators. 

 Aggregator: is the responsible for the aggregation 
process, receives updates and results from each local 
model, and feeds them with the updates. 

 Collaborator(s): represent the medical institutions. 

 Local Model: learn from the local data. 

 Global Model: learn from the local model gradients. 

 

Fig. 2. The Architecture of the Federated Learning Approach – Hospitals 

Represents the Medical Institution. 

In this way, FL enables connecting data from different 
institutions while not requiring any movement of patient data. 
Furthermore, FL solves insufficient data volume problem in a 
single institution. 

V. EXPERIMENTAL RESULTS 

A. Experimental Setup 

1) BraTS Dataset: collaboration with the MICCAI 

Society (the Medical Image Computing and Computer-

Assisted Intervention Society), the Radiological Society of 

North America (RSNA) provided a massive dataset of MRI 

scans from patients diagnosed with gliomas (BraTS2021) [20]. 

These scans were obtained from various institutions under 

standard clinical conditions, and various imaging equipment 

and protocols were used to produce a heterogeneous image 

quality reflecting the diverse clinical practices at different 

institutions. Four different sequence types of images are 

collected for each patient (Fluid Attenuated Inversion 

Recovery (FLAIR), T1-weighted (T1w), T1-weighted 

Gadolinium Post Contrast (T1wCE/T1Gd), and T2-weighted 

(T2w)). A total of 585 scans were collected for the training set 

and 87 scans were collected for the testing are sorted by the 

patient ID.  A binary label is used to describe the methylation 

status of the MGMT promoter (0: unmethylated, 1: 

methylated). Fig. 3 shows four types of scans for two patients 

with various MGMT_value. 

 

Fig. 3. Sample from the Dataset Icludes Two Patients with two different 

MGMT_Value. 

2) Data Pre-Processing: This dataset is presented in 

DICOM (Digital Imaging and Communications in Medicine) 

format, which is extremely complex and inefficient for image 

processing and analysis. DICOM has the drawback that a 

single volume is stored as a series of 2D slices. The FLAIR 

sequence of patient #00014 is 74 slices as shown in Fig. 4, 

while the FLAIR sequence of patient #00000 contains 400 

slices, making it extremely challenging to analyze. 

To facilitate the data handling, the DICOM sequences 
were converted to the NIfTi (Neuroimaging Informatics 
Technology Initiative) format. 

 

Fig. 4. The FLAIR Sequence of Patient with ID #00014. 
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Fig. 5. FLAIR Sequence of Patient 00014 after converting it to the nii 

Format. 

Fig. 5 shows the FLAIR sequence of patient #00014 that 
was displayed before in Fig. 5 after converting it to NIfTi 
format. The generated NIfTi file has 512 x 512 x 216 
dimensions in x, y, and z. In both x and y dimensions, the 
spacing between slices is 0.5 mm, and in z dimensions, it is 
1.2 mm. 

In each NIfTi file, the header file contains sform and 
qform code matrices, which are always related to the input 
image. These code matrixes are appropriately remapped when 
padding, cropping, or applying affine spatial transformations. 
Whenever the sform is set in processing operations that deal 
with a single image, it is transformed in the same manner as 
qform. These matrices displayed in detail with Fig. 6. 

Some simple preprocessing transformations applied to the 
NIfTi files. They normalized, resized and rotated to be easier 
in loading and processing Fig. 7 displays the nii file for the 
same patient after applying those preprocessing steps. After 
resizing the NIfTi files, they have x, y, and z dimensions of 
128 x 128 x 64, with a spacing value of 1.0 millimeters 
between slices. After normalization, the range is reduced from 
0-2116 to -1.0-1.0. Furthermore, sform and qform code matrix 
values have been changed. 

3) Data partitioning: The host of the provided dataset has 

confirmed that these three cases have some issues in the 

training dataset. For the two patients with ID #00109 and 

#00709, the FLAIR sequences are blank, and for the patient 

with ID #00123, the TW1 sequence is blank. As a result, 582 

patient’s cases were successfully trained. We shared the two 

training and testing datasets with 10 collaborators, 

corresponding to the 10 institutions that exist in real life. The 

resulting patient counts for each of the institutions, which we 

will refer to as collaborators (C) 1–10 are given randomly with 

high variations. A local validation set, consisting of 10% of 

training data of each institution, is also held out as a validation 

set. The actual numbers of patients at each institution in the 

training, validation, and testing datasets illustrated in Table II. 

 

Fig. 6. The FLAIR Sequence of Patient 00014 after the Normalization 

Process. 

TABLE II. PATIENTS DISTRIBUTION FOR EACH COLLABORATOR 

Collaborator  

#Number 

Number of Patients 

Training  Validation Testing 

C1 72 8 10 

C2 63 7 9 

C3 67 8 9 

C4 54 6 8 

C5 31 4 8 

C6 58 7 8 

C7 45 5 9 

C8 36 4 8 

C9 32 4 8 

C10 63 7 10 

The data partitioning process followed the Horizontal 
partitioning (sharding) strategy which partitioned the dataset 
into multiple different datasets. The partitions all share the 
same features but have entirely different patients. Similarly, 
each partition has its own set of data. 

4) Work flow: Federated Learning projects require a 

trusted execution environment to support the development 

process and facilitate the implementation of all necessary 

features in a secure manner. OpenFl is an open-source Python 

3 framework for federated learning developed by Intel Labs in 

collaboration with the Internet of Things Group. Through a 

plugin mechanism, ML models and neural network training 

frameworks such as Tensor Flow and PyTorch can be used to 

train models. Communication between participants is secured 

by certificates [21]. 

OpenFL can be used to establish and run experiments with 
federations in two different ways: via Director-based 
workflows and Aggregator-based workflows. Fig. 7 illustrates 
the Aggregator-based workflow in OpenFl framework, which 
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is the chosen workflow in the conducted experiment. The 
federation runs between the aggregator node which owns the 
learning model and an arbitrary number of collaborators.   
This workflow is based on creating a workspace at the 
aggregator node and sending this workspace to each 
collaborator individually. 

 

Fig. 7. The Architecture of the Aggregator-based Workflow. 

This workspace consists of the plan and the learning 
model. The plan is a YAML file where the experiment settings 
are defined and is used to modify the workspace to the needed 
requirements such as the address of the aggregator, the global 
model that will be sent to collaborators, the number of 
federation rounds, and the encryption for network 
connections. Other parameters describing the model training 
process can be included as well. 

To establish the connection, all participants must provide a 
valid public key infrastructure certificate signed by a trusted 
certificate authority (CA). OpenFL uses mutually 
authenticated transport layer security (TLS) connections. It is 
possible to create a certificate authority and generate X.509 
certificates with OpenFL, but it is intended only for non-
production testing. Once the connection is established, the 
federation starts with the aggregator and the collaborators. 

B. Practical Considerations 

1) Training parameters: Several parameters are adjusted 

to the EfficientNetB3 architecture to achieve high accuracy 

performance. The first parameter is the optimizer, and it is 

selected to be adaptive moment estimation (Adam). The 

second parameter is the learning rate, and it is set to 0.001. 

The third parameter is the number of epochs of the model, and 

it is defined with 20, whereas the number of iterations for each 

epoch is equal to 58. In order to prevent overfitting, batch 

normalization is added and a 40% dropout is added before 

each fully connected layer. A sigmoid activation function is 

used on the last layer to resolve the two-class classification 

problem. A binary-crossentropy function is used for the cost 

function to solve the two-class classification problem. Also, 

some parameters are adjusted to the proposed RNN 

architecture. The number of neurons of each LSTM layer is 

150, and the dropout layer has a probability value of 0.2. 

2) Plan parameters: The experiment conducted with 10 

collaborators represent the 10 institutions and lasted for 300 

communication rounds to achieve the same results. OpenFL 

framework supports four aggregation algorithms in this 

experiment the FedOpt algorithm is used with the Adam 

optimizer. 

C. Experimental Results 

We conducted two experiments the first, followed the 
classical way of learning, the training model use a centralized 
dataset to predict the MGMT value. In the second, we use the 
same data set and the same Learning model but with the 
federated learning approach. The main goal is to show that the 
developed FL-based model can perform the same as the DL-
based model in addition to persevering the patient's privacy, 
preventing data transferring and aggregation from data 
owners, and using less computational power, which makes it 
better for healthcare applications. The two developed model 
were evaluated according to the performance of the model and 
the resulting values of the MGMT promoter methylation. 

1) Model performance: To test the performance of the 

machine learning model, 10% of the dataset has been allocated 

for testing the model and it achieved accuracy with a score 

96.21% and with 3.783 loss. 

The following line charts Fig. 8 illustrate the classical 
model performance over the twenty epochs for each scan type. 
a and b represent the training accuracy and Loss of the four 
scan types and each scan type is colored by a specific color. 
The first two scan types are colored in yellow and black for 
Flair and T1w respectively, while the last two scan types are 
colored in red and blue for T1wce and T2w, respectively. The 
validation accuracy and loss represented in c and d, 
respectively. 

The Federated learning model was also tested on 10% of 
the dataset and achieved an accuracy of 96.713% and a loss of 
3.287. Fig. 9 shows the performance of the same previous 
model but as the global model in the FL experiment in terms 
of training and validation. a and c manifest the validation and 
training accuracy curve in the yellow and blue colors over 300 
rounds and b and c manifest the validation and training loss. 

2) Predicted MGMT_value: The presentence of the 

MGMT protein is the main desired results of the proposed 

approach and the most important factor to measure the 

effectiveness of Federated Learning approach. The results of 

the two models are shown In Table III and Table IV. Using 

both federated and classical learning respectively. Each table 

consists of three columns. The first column represents the 

records of the patients, while the second column describes the 

patient ID and it was provided with the dataset, whereas the 

last column presents the predicated MGMT value. The 

predicted MGMT value for each patient in the two models are 

the same, which ensures the efficiencies of the federated 
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model to work as the classical one and produce the same 

results. 

 

Fig. 8.  (a) and (b) Represent the Training Accuracy and Loss for Four Scan 

Types and (c) and (d) Illustrates the Validation Accuracy and Loss for the 
Same MRI Scan Types. 

 

Fig. 9. (a and c) Represent the Global Accuracy Curves on the Training and 

Validation Data (b and d) Represent the Loss Obtain from the Training and 

Validation Data. 

TABLE III. RESULTS OF THE FEDERATED LEARNING MODEL 

Federated Learning Results 

Record BraTS21ID MGMT_value 

 0 1 0.6135 

1 13 0.4693 

2 15 0.4871 

3 27 0.6152 

4 37 0.4731 

---- -------- -------- 

80 826 0.5684 

81 829 0.5231 

82 833 0.4285 

83 997 0.5021 

84 1006 0.5481 

Several trials were applied using different values for the 
round number. The trials started from 10 rounds till reached 
500, and at 300 rounds the performance of the federated and 
the classical learning was approximately identical. The 
MGMT values from both models show a 99.99% similarity 
degree. 

TABLE IV. RESULTS OF THE CLASSICAL LEARNING MODEL 

Federated Learning Results 

Record BraTS21ID MGMT_value 

 0 1 0.6135 

1 13 0.4693 

2 15 0.4871 

3 27 0.6152 

4 37 0.4732 

---- -------- -------- 

80 826 0.5684 

81 829 0.5231 

82 833 0.4285 

83 997 0.5021 

84 1006 0.5481 

A sample of 87 patients was used in the experiment for 
testing and obtaining their MGMT values. Fig. 10(a) and (b) 
visualize the probability distribution of the patients using 
federated and classical learning respectively. Each class in 
federated learning is exactly equal in the number of patients to 
its corresponding class in classical learning. 

 

Fig. 10.  (a) MGMT Probability Distribution using Federated Learning (b) 

MGMT Probability Distribution using Classical Learning. 

VI. DISCUSSION 

The study proposed a methodology based on an improved 
efficientNetB3 model for the predicating the MGMT promoter 
methylation of GBM brain tumor with the aim of measuring 
the response of the tumor to the chemotherapy. At the 
beginning the data were obtained from the BraTS2021 dataset 
entirely.  The next step is converting the images from the 
DICOM to NFITI format. The reason for this conversion is to 
enhance the performance and it can be easy and simple in the 
processing. Then, the images in the NIfT format are 
normalized to be ready for feature extraction using the 
improved efficientNetB3. The features are extracted using the 
improved efficientNetB3 based on the combination of the 
CNN and RNN architectures. The entire methodology ran 
using two different approaches. The first approach is based on 
classical or conventional learning, while the second approach 
relies on the federated learning. The illustrated results in 
Table III, Table IV and Fig. 10, show that the proposed 
federated model architecture using the OpenFl framework and 
the BraTS2021 dataset through 300 communication rounds 
between the aggregator and 10 collaborators managed to 
surpass the limitation of the classic training model in the 
following points: 

1) Data privacy: Each one of the ten collaborators 

participates in the training process while, keeping its data 

private, only sharing results and its model gradients. 
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2) Data diversity: Federated learning facilitates training 

the machine learning model with various and diverse datasets 

from different institutions, eliminating the need for a 

centralized data center while making the local data of each 

collaborator sufficient for the training process as the local 

training model utilizes its local data and the gradients of the 

other collaborators. 

3) Real-time continual learning: Continual learning is 

done by using client data instead of aggregated data to 

improve models. 

4) Hardware efficiency: Since federated learning models 

operate without a central server, less complex hardware is 

needed. 

VII. CONCLUSION AND FUTURE WORK 

Our study explores various practical aspects of the 
federated model sharing with an emphasis on protecting the 
privacy of patient data in order to predict the MGMT promoter 
value of brain tumors. We demonstrate how clinical 
institutions can train their models without sharing their data by 
using federated learning. Our FL experiments shows that even 
with imbalanced datasets, such as the BraTS institutional 
distribution the FL approach among 10 institutions reached the 
training model to 99.99% of the model quality achieved with 
centralized data. 

Incorporating such an FL system into a clinical setting for 
multi-institutional collaboration, which produces computer-
aided analytics and assistive diagnostics, is expected to 
contribute to precision medicine at a catalytic level. 
Integrating knowledge from another institution into the trained 
models would be particularly beneficial since patient data 
wouldn't have to be shared, thereby removing concerns about 
privacy and data ownership. As a result, the final accuracy 
achieved a value of 96% on both classical and federated 
learning. This proves that the federated learning is more 
efficient in all terms as an environment than the classical 
learning. 

We are striving to improve the performance of the FL 
model to achieve the results with a smaller number of 
communication rounds and reduce time consumption in 
addition to increasing the number of collaborated institutions 
and exploring different workflows using swarm intelligence. 
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Abstract—At present, most people prefer using different 

online sources for reading news. These sources can easily spread 

fake news for several malicious reasons. Detecting this unreliable 

news is an important task in the Natural Language Processing 

(NLP) field. Many governments and technology companies are 

engaged in this research field to prevent the manipulation of 

public opinion and spare people and society the huge damage 

that can result from the spreading of misleading information on 

online social media. In this paper, we present a new deep 

learning method to detect fake news based on a combination of 

different word embedding techniques and a hybrid 

Convolutional Neural Network (CNN) and Bidirectional Long 

Short-Term Memory (BILSTM) model. We trained the 

classification model on the unbiased dataset WELFake. The best 

method was a combination of a pre-trained Word2Vec CBOW 

model and a Word2Vec Skip-Word model with a CNN on 

BILSTM layers, yielding an accuracy of up to 97%. 

Keywords—Deep learning (DL); Bidirectional Long Short-

Term Memory (BILSTM); Convolutional Neural Network (CNN); 

Natural Language Processing (NLP); fake news 

I. INTRODUCTION 

Nowadays, social media has become an integral part of 
people's lives [1]. It's a fertile ground for connecting people, 
creating and sharing information, and staying up to date on 
trending events [2]. However, these advantages, it's become 
more difficult for many people to find the difference between 
confirmed facts and low-quality information with purposefully 
false data, commonly known as fake news [3]. The increased 
prevalence of fake news is a worrying phenomenon that has 
the ability to influence individuals' decisions, opinions and 
that may lead to severe influence on both people and society 
[4]. Consequently, an increasing number of researchers are 
focusing their efforts on identifying dubious information and 
fake news on online social media platforms and trying to 
develop effective and automatic systems for detecting online 
fake news using Artificial Intelligence (AI) techniques. 

AI techniques have been successfully used in recent years 
to solve different prediction and classification problems in 
large range of research fields [5]–[15]. 

Specifically, the use of either classic machine learning 
methods or deep learning techniques in the fake news 

detection [16] have showed an encouraging results. 
Traditional machine learning approaches are ineffective for 
dealing with complicated real-world situations like Natural 
Language Processing (NLP) tasks and text classification [17], 
[18]. When compared to Machine Learning (ML) techniques, 
Deep Learning (DL) has shown significant improvements over 
time [19]. Furthermore, multiple preprocessing and feature 
engineering techniques are required for traditional ML 
algorithms. On the other hand, DL approaches may be able to 
automatically find useful features in content [20]. 

In this paper, we present a novel approach to detect fake 
news based on news content with concatenation of word 
embedding vectors, and a hybrid approach that combines 
Convolutional Neural Network (CNN) and Bidirectional Long 
Short-Term Memory (BILSTM). The main contributions of 
this study are: 

 Proposing a novel CNN-BILSTM hybrid approach and 
extensive experiments are provided to perform the 
proposed classifier. 

 Using concatenation of word embedding technique 
Word2Vec (CBOW), Word2Vec (Skip-Gram) and 
Glove. 

The rest of this paper is organized as follows: In Section II 
some important related works are cited. The mathematical 
problem formulation and the proposed fake news detection 
system architecture are described in Section III. The used 
methods of detection and classification are explained in 
Section IV. Results and discussion are given in Section V. 
Finally. Section VI concluded this paper. 

II. RELATED WORKS 

In recent years, many researchers have attempted to create 
a system for identifying the fake news [21]–[28]. In [29], the 
authors achieved an accuracy of 92%. The authors used a 
Term Frequency and Inverse Document Frequency (TF-IDF) 
features-based approach to detect fake news, and only 
machine learning traditional classification techniques. The 
study compared six different supervised classifiers, K-Nearest 
Neighbor (KNN), Linear Support Vector Machine (LSVM), 
Logistic Regression (LR), Decision Tree (DT), Support 
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Vector Machine (SVM), and Stochastic Gradient Descent 
(SGD). The SVM classifier achieved the highest accuracy. 

To detect emerging rumors of breaking news, the authors 
in [30] proposed an approach based on word embedding using 
Word2Vec and trains a recurrent neural network LSTM. The 
accuracy achieved was 79.5%. However, the model still 
requires more improvement. In another study [31], the authors 
proposed a hybrid method based on an LSTM-CNN model for 
the classification of tweets into rumors and non-rumors (fake 
vs genuine). The proposed method achieved an accuracy of 
82%. 

In [32], the authors used a hybrid method that combines 
BILSTM with different CNN  architectures to detect rumors. 
They use various pre-trained embedded layers. The best 
accuracy of the model was 86.12%. The authors of [33] used a 
hybrid method that combined CNN, LSTM, and BILSTM to 
develop different models to detect fake news based on the 
relationship between article headline and article body. The 
best accuracy of the proposed models was achieved at 71.2%. 

The authors in [34] proposed a novel approach based on 
word embedding over linguistic features by merging linguistic 
features with word embedding vectors, then using voting 
classification approach. The best accuracy achieved was 
96.73%. In [35], the authors used linguistic features 
(stylometric, semantic, and syntactic, …). Moreover, for 
classification they use voting method based on traditional 
machine learning algorithms. The best accuracy achieved was 
96.36%. 

III. PROPOSED FAKE NEWS DETECTION SYSTEM 

ARCHITECTURE 

A. Problem Formulation 

In this paper, we introduce the problem of fake news 
detection as shown in Fig. 1. 

Given a news content from a corpus of news titles, the 
objective is to determine if this text content is a fake news. We 
can formulate this task like   a binary classification problem: 

Let Ti= {w1 ; w2… wL}  be a sequence of words (tokens) 
of length L of textual content Ti. Given Ti as an input, the first 
goal is to represent this sequence of words as a sequence of 
meaningful vectors Evi =  {u1 ; u2… uL} with ui ∈ ℝD, the 
second objective is to train a hybrid CNN-RNN model to 
classify Evi as a fake news or real news by giving a label from 
the set   Y={0 : for fake news ; 1 : for real news}. 

B. Proposed Approach 

We proposed a four-step framework to detect fake news 
based on news content. The structure of the proposed system 
is shown in Fig. 2. 

In the first step, we start by applying a series of 
preprocessing operations on the input data. Among these 
preprocessing operations, reducing noise, deleting 
unnecessary repetitions, removing punctuation and 
alphanumeric characters [36]. 

Indeed, the preprocessing step is a critical stage in every 
NLP task. Before we provide the data to the DL model, we 

cleaned the raw text by removing punctuation. In this step, we 
used predefined function in python and regular expression to 
replace all punctuation with empty string. Moreover, we tried 
to remove all alphanumeric characters such as hashtags and 
URLs. For every article, we convert all uppercase characters 
to lowercase. Finally, we split the cleaned article into vectors 
of words called tokens. 

 

Fig. 1. Formulation of the Proposed Approach of Detection Fake News. 

 

Fig. 2. The Flowchart of the Proposed Approach using CNN-BILSTM 

Classifier. 
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Fig. 3. The Architecture of the Proposed  CNN-BILSTM Model 

In the next step, the preprocessed input data was converted 
into word embedding vectors based on the concatenation of 
two word-embedding techniques. To study the influence of 
word embedding combination techniques on the proposed 
model, we proposed four methods to representing words. In 
method 1, we concatenate the obtained word representation 
vector using the Word2Vec (CBOW) and the Word2Vec 
(Skip-Gram) techniques. Method 2 was based on the 
concatenation of Glove and Word2Vec (Skip-Gram) vectors. 
In method 3, we concatenate the obtained word representation 
vector using the Glove and Word2Vec (CBOW) techniques. 
Method 4 (Baseline) used the Glove word embedding 
technique. For each method, we provide the obtained vectors 
to the proposed hybrid CNN-BILSTM network. Then, we 
conducted four different experiments to study the effect of 
concatenation. The next step was training the hybrid model. 
The objective of using CNN layers in this model architecture 
was to extract fake news features. While, the objective of 
using BILSTM was to capture the dependencies in the data. 
The fourth step is to evaluate and compare the application of 
the four methods on the model. 

In Fig. 3, we illustrate CNN-BILSTM architecture used to 
train the model. From this architecture, we have the 
convolutional layer that plays a vital role in CNN architecture. 
It is comprised of a set of convolutional filters [37]. The input 
data is convolved with these filters to generate the output 
feature maps [38]. Moreover, the pooling layer is used to sub-
sampling and reducing the feature maps dimension with 
preserving the majority of dominant information. The pooling 
layer applies statistical methods, such as max pooling, average 
pooling [39]. The BILSTM Layer. Finally, the Dense Layer 
consists to connect each unit (neuron) to all neurons of the 
previous layer and next layer. This layer is activated by an 
activation  function and it is commonly utilized as the CNN 
classifier [40], [41]. To overcome the overfitting problem, we 

used regularization technique based on dropout layers by 
dropping randomly a number of previous layer outputs during 
training. This technique is efficient for improving the 
performance of neural networks especially in vision, speech 
recognition, document classification tasks [42]. 

IV. MATERIALS AND METHODS 

A. Dataset Description 

In this study we use WELFake dataset from [34]. It is one 
of the largest available datasets that contains   72134 news 
articles with 37106 fake and 35028 real news. These datasets 
respect the standards and rules of creating unbiased fake news 
datasets [43] which in summary are: 1) All articles of dataset 
should be labeled by experts. 2) Fake news should be 
collected from different sources. 3) Obtain real news from 
credible journalism organizations. 4) Collect articles from a 
variety of news categories in order to create a diverse 
collection of credible news. The WELFake dataset contains 
two features (title, content). In addition, all articles are labeled 
as follow:  0 for fake news and 1 for real news. 

As shown in Table I, the dataset was divided into two 
parts: The training dataset contains 57229 articles, which 
represents 80% of the global data. Moreover, the testing and 
validation dataset represent 20% with 14308 articles. 

To have a clear view on the dataset, Fig. 4 illustrates the 
Word Cloud representation for each class. 

TABLE I. NUMBER OF USED FAKE AND REAL NEWS ARTICLES 

Label Train Validation and Test 

Real 29207 7302 

Fake 28022 7006 

Total 57229 14308 
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(a) 

  
(b) 

Fig. 4. Word cloud Representations of Dataset: (a) for Real News, (b) for 

Fake News. 

B. Word Representation 

Word Embedding (WE) is the  representation technique of 
words that converts words to numerical vectors in ℝ𝐷, whose 
relative similarities correlate with semantic similarity [44]. 
Several pretrained word-embedding presentations exist for 
direct use. The most popular word embedding techniques are: 

1) Word2vec: Word2vec is a well-known word 

embedding algorithm that has two main variants: Skip-Gram 

and CBOW, both of them are trained by using a neural 

prediction-based model [45], Skip-Gram predicts the 

surrounding words (context-words ) from the target word [46]. 

Given a sequence of training words w1, w2, w3, …, wL, Skip-

Gram models are trained by maximizing the average log 

probability: 

1

L
  ∑ ∑ log p(wt+j∣wt)

j=c

j= -c,

j≠0

L
t=1              (1) 

Where c is the size of the training context, and {w-c, …, 
w𝑐} is the word context of the target word wt. In contrast of 
Skip-Gram, the objective of Continuous Bag-of-Words Model 
(CBOW) is to predict a word given its context, CBOW models 
are trained by maximizing the average log probability:  

1

L
∑ log p(wt∣wt-c,…,wt-1,wt+1,…,wt+c)L

t=1            (2) 

2) Glove: Glove is a model that  produces a word vector 

space with meaningful substructure, a weighted least squares 

model trained on global co-occurrence counts of words and 

therefore making effective use of statistics [47]. The Glove 

model is trained by minimizing the loss function  

∑ ∑ f (Xi j)(vi
Tuj+bi+cj- log Xi j)

2L
j=1

L
i=1            (3) 

Where vi ∈ ℝD is the vector representation of the word wi, 
Xij is a weighted count of times word wj occurs in the context 
of word wi, uj is separate context word vectors, Parameters cj 
and bi represent the bias terms for uj and vi, and f is the 
weighting function defined as follow: 

f(x)=min((x/xmax)
α
;1)             (4) 

There are different embedding vector sizes with D=50, 
D=100, D= 200, and D=300 dimensions. In this paper we 
choose the pretrained Glove model that trained on one billion 
words dataset with a dictionary of 400 thousand tokens and 
D=50. 

C. Deep Learning Methods 

1) Convolutional neural network: Convolutional Neural 

Network (CNN) is a sub-class of deep neural networks. It is 

particularly used for multimedia content classification tasks 

such as images and texts, and for time series analysis. One of 

the  main advantages of CNN  is recognizing significant 

features without human intervention [1] that means the ability 

to solve problems that not  contain  features which are 

spatially or temporally dependent. The CNN is inspired from 

Multi-Layer Perceptron (MLP). Every traditional CNN model 

includes an input and output layers, and a combination of 

hidden layers to extract discriminative features [48]. 

2) LSTM: Long short-term memory (LSTM) is an 

improved version of recurrent layers applied to learn order 

dependence in time series and sequence data. LSTMs are 

similar to RNNs, except that the hidden layer is updated using 

purpose-built memory cells in order to extract dependencies in 

the data [49]. Fig. 5 illustrates a LSTM memory cell structure. 

 

Fig. 5. Single LSTM Memory Cell. 
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LSTM cell is composed of three gates: input gate, forget 
gate and output gate. The functions of gates are defined as 
follow: 

f(t)=σ (Wx f
T  x(t)+W h f 

T h(t-1)+bf)            (5) 

i(t)=σ (Wx i 
T x(t)+Wh i 

T h(t-1)+bi)            (6) 

g(t)
= tanh (Wx g 

T x(t)+Wh g 
T h(t-1)+bg)            (7) 

c(t)=f(t) ⊗ c(t-1) + i(t) ⊗ g(t)
            (8) 

y(t)
=ht=o(t)⊗ tanh(c(t))             (9) 

o(t)=σ (Wx o 
T x(t)+Wh o 

T h(t-1)+bo)          (10) 

Where, and Wx and Wh   are the weight matrices and b is 
the bias. 

3) BILSTM: The BILSTM neural network is an advanced 

version of LSTM. The BILSTM architecture contains LSTM 

units that function in both directions to integrate left and right 

context information. Bi-directional network consists of two 

parallel layers: The forward layer and backward layer extract 

representation of the left and right context. The outputs of 

these two layers are then concatenated to produce a complete 

representation of an element of the input sequence [50]. Fig. 6 

illustrates the BILSTM network architecture. 

 

Fig. 6. Simple BILSTM Network Architecture. 

V. RESULTS AND DISCUSSION 

A. Experimental Setup and Optimal Algorithms 

Configuration 

In this section, we present the experiment and evaluation 
results on fake news detection. The experimental models are 
implemented inside an open cloud environment Google Colab 

that provides a Tesla K80 GPU with 12GB of GDDR5 
VRAM. Python 3.7 and different libraries like TensorFlow 
and Scikit-learn are used to build the models. In order to find 
the optimum hyper-parameters of the proposed model, the 
experiments were conducted with grid search. Table II shows 
the optimal parameters setting of the model architecture. 

B. Evaluation Metrics 

We use four metrics to evaluate the results based on the 
number of True Positives (TP), True Negatives (TN), False 
Positives (FP) and False Negatives (FN) in the binary 
classification: 

Accuracy=
TP+TN

TP+FP+TN+FN
           (11) 

Recall=
TP

TP+FN
            (12) 

F1 score =
2*( precision × recall)

 precision + recall 
           (13) 

Precision=
TP

TP+FP
            (14) 

C. Training Results 

Fig. 7 shows the variation of accuracy and loss metrics 
across epochs. On training, the improvement in term of 
accuracy and loss of the three models is linear until the 10th 
epoch. After that, the training performance begins to stabilize 
and the improvement becomes slow. On the opposite, the 
validation performance increase with unstable manner. 

TABLE II. PARAMETERS SETTINGS OF THE BILSTM-CNN CLASSIFIER 

Parameter Value 

Vocabulary size 20 000 

Input vector 1000 

Word Embedded size 100 

Number of convolutional layers 3 

Number of filters 128 

Filter size 3,5,7 

Dropout rate 0,2 

Activation function Sigmoid 

Number of epochs 15 

Optimization Adam 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 7. Accuracy and Loss Curves Obtained by Training and Validating of Proposed Models. (a) Method 1, (b) Method 2, (c) Method 3 and (d) Method 4 

(Baseline). 
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D. Testing Results 

Training a CNN models provides a prediction-ready model 
with the appropriate weights that corresponds to the task being 
performed. As indicated in Table III, a comparative result in 
terms of accuracy, recall, F1-score and precision of the model 
variants. We can clearly observe that the combined word 
embedded techniques reached an improvement when 
compared to baseline method. 

Among all methods, the method 1 provided the best result 
in terms of accuracy (97.74%) and precision (97.74%). While, 
the method 4 based on one-word embedding technique is the 
lowest in term of accuracy, F1-score and Precision. The 
method 1 shows better performance in the detection of fake 
news. The confusion matrix of the proposed model is shown 
in Fig. 8. We found 3472 news was predicted as fake and was 
actually fake news. In addition, 66 news was predicted as fake 
was actually real. On the other hand, 3520 real news were 
predicted as real and was actually real. Moreover, 96 was 
predicted as real and was actually fake. 

To investigate these findings, a ROC curve illustrating the 
sensitivity vs specificity (or False Positive Rate versus True 
Positive Rate) of a diagnostic test might be employed. This 
shape of the curve enables us to compare several models 
depending on the value of the AUC variable. This number 
indicates the total area under the ROC curve between two 
dimensions. This article depicts the ROC curve for each model 
considered in this investigation. Fig. 9 depicts a scatterplot of 
the False Positive Rate (TPR) vs the True Positive Rate (TNR) 
for the proposed CNN-BILSTM model using word embedding 
Method 1. 

TABLE III. MODELS PERFORMANCE WITH DIFFERENT COMBINATION OF 

WORD EMBEDDING TECHNIQUES 

 Accuracy Recall F1-score Precision 

Method 1 97.74% 97,35% 97,75% 98,16% 

Method 2 97,71% 98,59% 97,75% 96,93% 

Method 3 97,46% 96,99% 97,47% 97,96% 

Method 4 

 (Baseline)  
96,56% 97,54% 96,63% 95,74% 

 

Fig. 8. Confusion Matrix for CNN (Method 1). 

E. Discussion 

In this study, we proposed a hybrid deep learning model to 
detect fake news based on news content. we used WELFake 
dataset which is one of the biggest databases accessible and 
comprises 72134 news, of which 37106 are fraudulent and 
35028 are authentic. These datasets adhere to the principles 
and guidelines of developing impartial fake news. The 
WELFake dataset includes two characteristics (title, content). 
Additionally, each article is categorized as follows: zero for 
false news and one for genuine news. In the first step, we 
started by applying a series of preprocessing operations on the 
input data. These operations include reducing noise, deleting 
unnecessary repetitions, removing punctuation and 
alphanumeric characters. The preprocessed input data was 
converted into word embedding vectors based on the 
concatenation of two word-embedding techniques. 

In proposed system architecture, we presented four 
approaches to represent words in order to examine the effect 
of word embedding combination strategies on proposed 
model. In approach 1, the acquired word representation vector 
is concatenated using Word2Vec (CBOW) and Word2Vec 
(Skip-Gram). The second method was based on the union of 
the Glove and Word2Vec (Skip-Gram) vectors. The acquired 
word representation vector is concatenated using the Glove 
and Word2Vec (CBOW) approaches in method 3. Method 4 
(Baseline) used the Glove approach for word embedding. We 
submit the acquired vectors for each approach to the suggested 
hybrid CNN-BILSTM network. For each method, we 
provided the obtained vectors to the proposed CNN-BILSTM 
network. The objective of using CNN layers in model 
architecture was to extract fake news features. Then, we 
provided the acquired vectors for each approach to the 
suggested CNN-BILSTM network. The goal of using CNN 
layers into the model architecture was to extract elements of 
fake news. The experiments concluded that the combination of 
two-word embedding vectors offers a benefit and it increases 
the accuracy of the proposed model when compared to using 
one-word embedding technique. Table III and Fig. 11 show 
that the combination of Word2Vec (CBOW) and the 
Word2Vec (Skip-Gram) gives the best results in term of 
accuracy and precision when compared to the other possible 
combinations. 

 
 

Fig. 9. The ROC Curves of Method 1. 
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Overall, the results of the experiment indicate that all 
models attained exceptional precision with a low loss rate. In 
addition, these findings demonstrate that the incorporation of a 
hybrid model based on the feature descriptor approach 
improves prediction performance relative to other models in 
the literature. 

In Table IV, we compare the performance of the proposed 
model to that of some similar research examined in the present 
paper. 

The Fig. 10 shows the improvement of the proposed 
method 1 compared to the traditional machine learning 
methods. The accuracy of the proposed model achieved 
97.74%, while DT, RF, LR and SVM achieved a maximum 
accuracy only up to 93.51%, 94.37%, 95.42% and 97.09%, 
respectively. 

 

Fig. 10. Accuracy Comparison of Proposed Model with Traditional Machine 

Learning Algorithms. 

 

Fig. 11. Summarize of All the Experimental Findings Provided in this Research. 

TABLE IV. ACCURACY COMPARISON OF PROPOSED MODEL WITH RELATED WORKS 

Authors Dataset Feature Representation Classification Algorithm Accuracy 

[29] 
Their own dataset of 25200 

articles from Reuters and Kaggle 
TF-IDF KNN, SVM, LR, LSVM, DT 92% 

[30] PHEME WORD2VEC LSTM 79.5% 

[31] PHEME WORD2VEC Hybrid LSTM-CNN 82% 

[32] PHEME WORD2VEC-GLOVE-FASTTEXT Hybrid BILSTM-CNN 86.12% 

[33] FNC-1 GLOVE Hybrid LSTM/ BILSTM -CNN 71.2% 

[35] ISOT 
Linguistic features (stylometric, 

semantic, and syntactic…) 

Voting classifier based on traditional 

machine learning algorithms 
96.36% 

[34] WELFake dataset 
Combine linguistic feature with 

Word embedding 

Voting classifier based on SVM , DT , NB, 

Bagging, AdaBoost, KNN 
96.73% 

Proposed 

method 
WELFake dataset 

Combine linguistic feature with 

Word embedding 
CNN-BILSTM 97.74% 

92,00%

93,00%

94,00%

95,00%

96,00%

97,00%

98,00%

99,00%

Method 1  Method 2  Method 3 Method 4 (Baseline)

Accuracy Recall F1-score Precision
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VI. CONCLUSION AND PERSPECTIVES 

In this paper, we presented a new approach to detect fake 
news using the unbiased dataset WELFake. The main 
objective of this research was obtaining a good result and 
improving the performance of the proposed fake news 
detection system. In this study. The first task of this approach 
was representing words to meaningful numerical vectors using 
combination of different word embedding techniques. The 
second task was training the proposed hybrid model based on 
CNN and BILSTM architectures. The obtained results show 
an improvement in terms of accuracy and precision when 
compared to traditional machine learning algorithms and 
related work results. The simple concatenation of the different 
pre-trained embedding models increases the dimension of 
embedded vectors. Moreover, that leads to a high 
computational complexity. To solve this problem in future 
works, we propose to reduce the dimension of concatenated 
vectors with preserving characteristics of the original data 
using features engineering techniques such as features 
selection and dimensions reduction. 
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Abstract—An improved model based on YOLOv5s is 

proposed for the problem that the YOLOv5 network model does 

not have high localization accuracy when detecting and 

identifying obstacles at different distances and sizes from the 

blind, which in turn leads to low accuracy in measuring 

distances. There are two main core ideas: firstly, a feature scale 

and a corresponding prediction head are added to YOLOv5 to 

improve the detection accuracy of small objects on blind paths. 

Secondly, SK attention mechanism is introduced in the feature 

fusion part. It can adaptively adjust the perceptual field for 

feature maps of different scales and more accurately extract 

objects of different distances and sizes on the blind path, which 

can improve the accuracy of detection and the accuracy of 

subsequent distance measurement. It was experimentally 

demonstrated that the improved YOLOv5 model improved the 

mAP by 6.29% compared to the original YOLOv5 model based 

on a small difference in time consumption. And for each category 

of AP values, the improvement ranged from 2.13% to 8.19%, 

respectively. The average accuracy of the measured distance 

from the obstacle at 1.5m to 3.5m from the camera is 98.20%. 

This shows that the improved YOLOv5 algorithm has good real-

time performance and accuracy. 

Keywords—Binocular ranging; object detection; attention 

mechanism 

I. INTRODUCTION 

Blind corridors are one of the main guides for blind people 
to walk around. However, they are occupied by obstacles in 
almost every city. This causes inconvenience to the blind. 
Therefore, accurate identification and distance measurement 
of obstacles on blind paths is essential for the blind to travel 
safely. 

In life and industrial scenarios, commonly used distance 
measurement methods include infrared distance measurement, 
stereo vision distance measurement, laser distance 
measurement and ultrasonic distance measurement. Among 
them, stereo vision distance measurement is a technology that 
allows computers to simulate human visual system to achieve 
distance measurement. The principle of the traditional stereo 
vision-based binocular ranging method is to use two cameras 
to acquire left and right images from the same viewpoint [1]. 
Then a stereo matching algorithm is used to find out the 
parallax. Finally, the distance from the target object to the 
camera is obtained by constructing similar triangles through 
the camera imaging principle. Stereo matching technology is 
an important part of binocular distance measurement. Before 
matching, it first extracts image features. 

The mainstream stereo matching algorithms are GC (graph 
cuts) algorithm based on global feature matching [2], SGBM 
(semi-global block matching) algorithm based on semi-global 
feature matching [3], and SIFT(scale-invariant feature 
transform) algorithm [4], SURF(speeded up robust features) 
algorithm [5] and ORB(Oriented FAST and Rotated BRIEF) 
algorithm [6] based on local feature matching, etc. GC, SGBM 
algorithm can construct parallax images with high accuracy. 
However, the matching speed is slow, it is difficult to meet the 
requirements of high real-time, and the parallax image 
information is relatively simple. SIFT, SURF and ORB are 
three feature matching algorithms. Generally, feature points 
are used to match the left and right images from the same 
viewpoint, and then the distance is calculated according to the 
disparity of the feature points. The feature points that can be 
matched together are often those whose gray values change 
significantly and have similar trends. However, this often 
leads to the problem of mismatch, and the disadvantage of 
time-consuming detection of all feature points of the whole 
map (including uninterested areas). 

The matching algorithms introduced above are always 
unsatisfactory in terms of speed or accuracy. Therefore, this 
paper uses a deep learning based method to detect the target 
from the left and right images of the binocular camera, and 
obtains parallax after getting the position information of the 
target. Finally, the distance from the target object to the 
camera is obtained by the binocular ranging principle. 

In this research, the purpose is to improve the performance 
of target detection in blind channel images to solve the above 
problems. In addition, the speed of detection poses a great 
challenge to detection algorithm, because blind channel 
obstacle ranging is often real-time. The You Only Look Once 
(YOLO) neural network [7] is one-stage target detection 
algorithm that improves detection speed by making the target 
classification and localization set a one-level regression 
problem. YOLOv5 is the fifth version of YOLO, and its target 
detection performance is better than the first four versions, 
which is the most widely used version. 

Although YOLOv5 can achieve multi-target detection 
quickly and accurately, it is difficult to apply directly to one 
specific image for target detection. Therefore, this paper 
proposes an improved model based on YOLOv5s for the 
detection and recognition of blind roadway pictures taken by 
binocular cameras. First of all, for the problem that the depth 
feature map after YOLOv5 feature fusion causes the loss of 
small object feature information due to excessive down-
sampling, an up-sampling operation is added in the Neck part 
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to get a new feature scale for feature fusion with the shallow 
features of the Backbone network. And a corresponding 
prediction head is added in the head to improve the detection 
accuracy of small objects on blind corridors. Secondly, the SK 
attention mechanism is introduced after the last four feature 
fusions, which can adaptively adjust the sensing domain for 
the four different scales of feature maps. Thus, objects of 
different distances and sizes on the blind path can be extracted 
more accurately. The accurate recognition of blind obstacle 
and the accurate measurement of distance are achieved. 

Author contributions can be summarized as follows: 

• A new feature scale fusion layer is added in YOLOv5, 
which fuses shallow features in the network to 
maximize the retention of feature information and 
avoid the loss of small object features in the deep 
network. 

• The attention mechanism Selective Kernel Networks 
(SKNet) is added to the feature fusion part in 
YOLOv5. It can adaptively adjust the perception field 
for feature maps of different scales, and it has different 
effects for objects of different distances and sizes on 
the blind path, so as to extract the target information 
more accurately. 

• Mean Average Precision (mAP) of 0.843 is achieved 
with the model proposed in this paper on a homemade 
blind pathway dataset with complex objects. The 
improved YOLOv 5 model is used to detect and 
recognize binocular blind road pictures. After 
obtaining the position information of the same obstacle 
in the two pictures, the distance of the obstacle is 
obtained by using the principle of binocular ranging. 
At the obstacle distance from 1.5 m to 3.5 m from the 
camera, the average accuracy of measuring distance 
can reach 98.20%. It's very accurate. 

The main part of this paper consists of five parts. Section I 
is the introduction, which introduces the background and 
significance of blind distance measurement for obstacle, as 
well as the research method of this paper and the reasons for 
adopting this method. Section II is the related work, which 
introduces the related research about target detection. 
Section III is the core part of the paper, which introduces the 
improved model of this paper, and how and why it was 
improved. In Section IV, the model proposed in the Section III 
was tested, and the experimental results and analysis were 
given. Section V is a summary of the overall research methods 
of this paper and the outlook for the future. 

II. RELATED WORK 

A. Traditional Object Detection Algorithm 

The traditional target detection algorithm [8] can be 
roughly divided into three steps: region selection, feature 
extraction and target classification. Region selection refers to 
first locating the target location. Then the images or image 
sequences are traversed by sliding windows of different scales 
and aspect ratios. Finally, all possible positions containing the 
detected target are framed by an exhaustive strategy. Feature 
extraction refers to the extraction of visual features of the 

target candidate regions. For example, SIFT (Scale Invariant 
Feature Transformation), HOG (Gradient Direction 
Histogram) [9], Haar [10] and LBP (Local Binary Pattern) 
[11] and other feature extraction operators are used for feature 
extraction. Object classification refers to the classification of 
the target by using the classifier through the extracted features. 
The commonly used classifiers are DPM (Deformed Part 
Model) [12], Adaboost [13], SVM (Support Vector Machine) 
[14] and so on. 

Although traditional object detection methods have 
achieved certain results in the field of detection, they also 
have drawbacks. The high time complexity and many 
redundant windows in the region selection stage by sliding 
window selection candidate region strategy lead to the 
performance degradation of subsequent feature extraction and 
classification. Due to the object's own factors and 
environmental factors, the manual feature design method is 
poor in robustness, versatility and detection accuracy [15]. 
Traditional target detection methods have been difficult to 
meet people's pursuit of high performance. 

B. Deep Learning based Object Detection Algorithms 

In 2012, AlexNet [16] based on deep Convolutional 
Neural Network (CNN) won the ImageNet image recognition 
competition with a significant advantage. Since then, deep 
learning has been receiving widespread attention. Object 
detection is also gradually entered the era of deep learning. 

The mainstream object detection algorithms [17] based on 
deep learning are classified into one-stage object detection 
algorithms and two-stage object detection algorithms 
according to whether exist a candidate frame generation stage. 
The two-stage target detection algorithm first extracts 
candidate frames for image targets, and then classifies the 
detection results based on the candidate frames. The 
representative algorithms have R-CNN [18], Fast R-CNN 
[19], Faster R-CNN [20] and R-FCN [21], etc. Single-stage 
target detection algorithms do not generate candidate frames 
and compute the detection results directly on the image. The 
classical single-stage target detection algorithms have SSD 
[22], Retina-Net [23] and YOLO series. 

The YOLO algorithm was proposed by Redmon et al. in 
2016, and there have been seven generations of iterations so 
far. YOLOv1 [7] is the first object detection algorithm based 
on regression analysis. It directly divides the image into 
regions and predicts the bounding box and probability of each 
region simultaneously. Its detection speed has been greatly 
increased. However, the detection accuracy is low, especially 
for small objects. YOLOv2 [24] built a new backbone network 
Darknet-19 on top of v1. Darknet-19 has fewer convolution 
layers, and its performance is higher. YOLOv2 maintains the 
advantage of fast inference while significantly improving 
prediction accuracy. However, the backbone network of 
YOLOv 2 is deeper and the recall rate of small target 
detection is low. And it is poor for dense group target 
detection. The underlying network of YOLOv3 [25] is 
Darknet-53, which borrows the residual structure of ResNet 
[26] for multiscale prediction. YOLOv3 has obviously 
improved the overall detection accuracy, detection accuracy 
for small objects, the inference speed and so on. YOLOv4 [27] 
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uses CSPDarkNet53 [28] instead of DarkNet53 and SPP+PAN 
instead of FPN. The computation is further reduced and the 
detection accuracy is improved. In June 2020, Jocher proposed 
YOLOv5 [29]. Compared with YOLOv1~YOLOv4, YOLOv5 
has small size and short inference time, and is suitable for 
edge devices with limited computational and storage 
resources. YOLOv5 contains 4 models, in descending order 
according to model depth and feature map width, YOLOv5s, 
YOLOv5m, YOLOv5l, and YOLOv5x. Among them, 
YOLOv5s was iterated to version 6.1 in March 2022. 

III. BLIND OBSTACLE RECOGNITION BASED ON IMPROVED 

YOLOV5 

A. Improved YOLOV5 

The network model in this paper is improved based on 
YOLOv5s version 6.1.The improved part is shown in Fig. 1 at 
the red box line. Firstly, one up-sampling and one down-
sampling operation were added in each Neck part. The up-
sampling operation is continued after the second up-sampling 
to obtain a new feature scale for feature fusion with the 
shallow features of the Backbone network, and a 
corresponding prediction head is added to the head. The aim is 
to improve the detection accuracy of small objects on blind 
paths. Secondly, the SK attention mechanism is introduced 
after the last four feature fusions, which can adaptively adjust 
the perceptual field for the four different scales of feature 
maps. Thus, the objects of different distances and sizes on the 
blind corridor can be extracted more accurately. 

B. Improved Multi-scale Feature Detection  

The YOLOv5 network uses three resolutions of the output 
feature maps to detect objects of different sizes. When a blind 
person walks on a blind path, there are inevitably smaller 
obstacles on the road, so a feature scale to focus on smaller 
targets and a prediction head accordingly are added, as shown 

in the Head section in Fig. 1. After the second up-sampling in 
the Neck part, the up-sampling operation is continued to to 
obtain a feature map with a resolution of 160×160. This 
feature map is feature fused with the shallow high-resolution 
feature layer obtained in the backbone network after the first 
C3 structure. The obtained high-resolution feature information 
makes the added prediction head more sensitive to small 
objects. 

Fig. 2 shows the prediction part of the model with four 
different scales of feature layers, and the grid-based prediction 
is performed on these four feature layers in turn. The 
prediction results of each feature layer are the center 
adjustment parameters 𝑡𝑥 and 𝑡𝑦, the width and height 

adjustment parameters 𝑡𝑤 and 𝑡ℎ, and the confidence score of 
the prior frame, respectively. The center (𝑥, 𝑦) and width and 
height (𝑤, ℎ) of the predicted frame are obtained based on the 
first four adjustment parameters. Based on the ground truth of 
the object, the network establishes the loss between the 
predicted and true values and calculates the loss for each 
feature layer.  

Through the feedback of the loss, the model gradually 
optimizes the performance and completes the training. The 
loss of each feature layer is calculated in the same way and is 
obtained by calculating the sum of the bounding box 
regression loss, category loss and confidence loss. As shown 
in (1). 

1 cls 2 3 ciou Loss objL L L  = + +            (1) 

In equation (1), the rectangular box loss (𝐿𝑐𝑖𝑜𝑢) is obtained 
using CIoU loss [30], and the classification loss (𝐿𝑐𝑙𝑠) and 
confidence loss (𝐿𝑜𝑏𝑗) are calculated by BCE (Binary Cross 

Entropy) loss. 𝜆1, 𝜆2 and 𝜆3 are balance coefficients. 

 

Fig. 1. Improved YOLOv5 Network Model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

538 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. Improved Model Prediction Section. 

C. The SK Attention Mechanism Introduced 

The size of the receptive fields of neurons in the visual 
cortex of the brain is adjusted according to the stimulus when 
people with normal vision look at objects of different 
distances and sizes. SKNet (Selective Kernel Networks) [31] 
is a kind of network with a similar function that adaptively 
adjusts the size of the receptive fields according to the multi-
scales of the input information, so as to extract objects of 
different sizes and distances more accurately. Since the 
obstacles on the blind path are different in sizes and the 
distances, we added the SK attention mechanism to the four 
feature maps of different resolution sizes obtained after feature 
fusion in the Neck network. As shown in the Neck part in 
Fig. 2. 

The structure of SKNet is shown in Fig. 3, it is composed 
of Split, Fuse, and Select. The part of Split obtains two feature 
maps 𝑈1 and 𝑈2 by convolution kernels of 3 × 3 and 5 × 5 
respectively for the original feature map. Then the feature map 
𝑈 is obtained after the addition operation. The Fuse stage is to 
calculate each convolutional kernel weight. S is obtained 
using global average pooling(𝐹𝑔𝑝) for U with 

dimensionality𝐶 × 1, and compact features 𝑍 is generated by 
fully connected layer(𝐹𝑓𝑐) with dimensionality compressed to 

be 𝑑 × 1. As in (2-4). 
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In (2), 𝑊and 𝐻 are the width and height of the vector 𝑈, 
respectively. 𝑖 and 𝑗 are the i-th row and j-th column of 𝑈, 
respectively. In (4), 𝛿 is the ReLU activation function and 𝐵𝑁 
denotes the batch normalization operation. 

The Select part reclassifies the feature 𝑍 into two feature 
vectors 𝑎 and 𝑏, which are the weights of the two convolution 
kernels, by a softmax operation (5). 
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In equation (5), 𝐴𝑐,𝐵𝑐are the cth row data of 𝐴 and 𝐵. 
𝑎𝑐,𝑏𝑐 are the cth elements of 𝑎,𝑏 respectively. 

The final output feature map 𝑉 is obtained by weighting 
the previous 𝑈1, 𝑈2 by the two weight matrices 𝑎 and 𝑏. The 
following (6). 

U1 U2 , 1c c c c c c ca b a b=  +  + =V            (6) 

where 𝑉 =  [𝑉1, 𝑉2, . . . , 𝑉𝐶], Vc dimension is 𝐻 × 𝑊. 
Since the function values of 𝑎𝑐 and 𝑏𝑐 add up to 1, it is 
possible to set the weights for the feature maps in the 
branches. 

Since the SKNet attention mechanism uses different 
convolutional kernel weights for different images, adding the 
SKNet network to the network to adaptively adjust the 
perceptual field for our four different resolution feature maps, 
which will have different effects for objects of different 
distances and sizes and improve the accuracy of detection. 

 

Fig. 3. SKNet Network Structure. 
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IV. EXPERIMENT AND ANALYSIS  

A. Experimental Data 

Since there is no authoritative dataset for blind roadway 
images, this research dataset consists of two main parts. One 
part is to use some images from The PASCAL Visual Object 
Classes Challenge 2007/2012 (VOC07+12) dataset, mainly 
selected images containing people, cats, dogs, and common 
vehicles. The other part is a manual field photography of the 
blind road surface and a browser search for keywords such as 
"blind road occupied" and "blind road obstruction" to get a 
web page with search results and download images. These two 
parts were filtered and aggregated to create a total dataset of 
1245 images, each with a resolution between 1280×720 and 
333×333. Some of the samples are shown in Fig. 4. 

The dataset uses the PASCAL VOC format, and the targets 
in the images are selected by manual annotation of the frames. 
Eight types of common obstacles were selected as recognition 
objects, namely, people, bicycles, cars, motorcycles, cats, 
dogs, fire hydrants, and manhole covers. In addition, the 
dataset was randomly divided into training set, test set, and 
validation set according to the ratio of 6:2:2, where there were 
747 images in the training set, 253 images in the test set, and 
245 images in the validation set. 

B. Model Training  

Experimental environment configuration: The hardware 
environment is Intel(R) Core(TM) i7-6500 CPU with 2.50 
GHz and 8 GB memory. The software environment is 
Windows 10 operating system, Python 3.6.15 development 
language, and PyTorch 1.2.0 deep learning framework. 

Training parameters: For model training, the model is 
initialized using a pre-trained weight file on the COCO 
dataset, and the model input image size is 640×640. The 
training period is 100.Batch size is set to 16. The initial 
learning rate is 0.01. The minimum learning rate is 0.0001. 
The SGD optimizer is used for optimization. The momentum 
parameter is 0.937. The decay coefficient of the weights is 
0.0005. The learning rate decreases by "cos". And the weights 
are saved every 10 The weights are saved every 10 epochs. 

C. Performance Comparison Experiment 

The improved network model predicts the images, and the 
results are shown in Fig. 5 and Fig. 6. Fig. 5 shows the image 
to be predicted, and Fig. 6 shows the prediction results. From 
the prediction results, it can be seen that the figure contains 
some objects that can be basically predicted accurately both in 
the strong light of day and in the weak light of street light at 
night. The rectangular box position accurately frames the 
outer edge of the target. For the partly obscured objects in the 
figure and some small objects at a distance can also be 
accurately detected. 

To validate the performance of the proposed improved 
YOLOv5 network model, it is evaluated with homemade 
dataset. Precision, Recall, F1 Score and mean average 
precision (mAP) are used as evaluation metrics to assess the 
effectiveness of model training and prediction. The evaluation 
results are shown in Table Ⅰ. From Table Ⅰ, the Recall value, 
Precision value, and F1 score corresponding to each category 

of the improved YOLOv5s network model at Confidence of 
0.5 are shown. The performance experiments were also 
compared with the original YOLOv5s network, the YOLO-
FIRI network proposed in literature 32 [32] under homemade 
dataset. The accuracy and average elapsed time comparison 
results are shown in Table Ⅱ. 

The mAP values of the three algorithms and the AP values 
for each category can be seen in Table Ⅱ. With Recall as the 
horizontal coordinate and Precision as the vertical coordinate, 
the curve plotted is the PR curve. The AP value is the area 
under the PR curve, which represents the average accuracy of 
a single category. It is used to measure how good the model is 
on a single category. The mAP is obtained by averaging the 
AP values of all categories, and is used to measure the 
goodness of the model in all categories. In terms of accuracy, 
this paper proposed YOLOv5s model improves the mAP by 
6.29% compared to the original YOLOv5 model, and for each 
category of AP values, the improvement ranges from 2.13% to 
8.19%, respectively. Compared to the YOLO-FIRI network, 
the mAP improved by 2.36%, and the AP values for each 
category ranged from 1.28% to 4.31%, respectively. This 
indicates that the improved network has better detection 
accuracy. The AP values for the three smaller object 
categories of cats, dogs and fire hydrants are 76.31%, 77.84% 
and 86.43%, which are 4.11%, 8.19% and 3.96% better than 
the original YOLOv5s model. This indicates that the improved 
YOLOv5 network model is more accurate in detecting small 
objects. In terms of inference time, the average time consumed 
by the improved model for each image is 12ms, which is not 
much different from the original YOLOv5s time consumed. 
Compared to the YOLO-FIRI model, the average elapsed time 
per image is 2ms faster. This shows that the improved model 
has a faster inference speed. 

AS a whole, the improved YOLOv5s model has better 
accuracy compared to the original model for a single category 
versus all categories with comparable time consumption. This 
shows that the improved algorithm in this paper has good real-
time performance and accuracy. 

 

 

 

Fig. 4. Partial Sample. 
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Fig. 5. Image to be Predicted. 

 

 

 

Fig. 6. Predicted Results. 

TABLE I. EVALUATION RESULTS 

Class people cat dog bicycle fire hydrant motorcycle car manhole cover 

Precision/% 87.73 85.83 88.74 92.02 86.91 90.37 88.93 87.67 

Recall/% 78.94 56.72 54.10 70.14 76.81 70.85 71.86 68.09 

F1 Score 83.10 68.30 67.22 79.60 81.55 79.43 79.49 76.65 

TABLE II. COMPARISON OF RESULTS 

Algorithm mAP/% people cat dog bicycle Fire hydrant motorcycle car Manhole cover Time/ms 

YOLOv5s 78.03 82.56 72.20 69.65 79.89 82.47 84.14 75.89 77.45 10.5 

YOLO-FIRI 81.96 85.81 74.15 76.35 86.77 83.78 86.51 81.93 80.38 14 

Ours 84.32 89.94 77.84 76.31 88.50 86.43 90.06 83.81 81.66 12 

D. Distance Measurement Experiment 

To verify the performance of the algorithm in ranging in 
this paper, this research used binocular cameras to capture 
pictures of obstacles at 1.5𝑚, 2.0𝑚, 2.5𝑚, 3.0𝑚 and 3.5𝑚 at 
the same location. The binocular camera is calibrated with a 
known focal length of 2.13𝑚𝑚, a baseline length of 60.4𝑚𝑚, 
and an image element size of 3𝜇𝑚. 

The prediction was performed after stereo correction of the 
left and right images at different distances (as shown in Fig. 
7). The same nearest obstacle in the two pictures was screened 
by the center longitudinal coordinates of the outer rectangular 
box of the obstacle. And then the distance was obtained 
according to the difference of their center transverse 
coordinates using the principle of binocular ranging [33], as in 
(7-8). The experimental results are shown in Table Ⅲ. 

fB
Z

d
=               (7) 

( )l r x l rd x x d u u= − = −             (8) 

In (8), 𝑢𝑙，𝑢𝑟 are the central pixel horizontal coordinates 

of the same object rectangular box on the left and right 

images. 𝑑𝑙，𝑑𝑟 are the central physical horizontal coordinates 

of the same object rectangular box on the left and right 
images. 𝑑𝑥 is the image element size. 

 

 

Fig. 7. Graph of Prediction Results for different Distances. 
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TABLE III. DISTANCE MEASUREMENT RESULTS 

Actual distance /m obstacle on the left/pixel obstacle on the right /pixel Parallax /pixel Measuring distance /m Accuracy /% 

1.5 （475.5,159） （447.5,158） 28 1.532 97.87 

2.0 （542,228） （521,226） 21 2.042 97.90 

2.5 （721,255） （705,255.5） 16 2.523 99.08 

3.0 （790.5,209.5） （776,208.5） 14.5 2.958 98.60 

3.5 （716.5,246） （704,246） 12.5 3.431 98.03 

As can be seen from the data in Table Ⅲ, the parallax, 
distance measurement results and accuracy of the nearest 
obstacle in the figure at a distance of 1.5𝑚 to 3.5𝑚 from the 
binocular camera. The measured distances obtained from 
parallax calculations were 1.532𝑚, 2.042𝑚, 2.523𝑚, 2.958𝑚, 
and 3.431𝑚 at actual distances from 1.5 𝑚 to 3.5𝑚, 
respectively. The accuracy of the measured distance is above 
97.87%, and the average accuracy is 98.20%. The accuracy at 
2.0m and 2.5m reached 99.08% and 98.60%, respectively. The 
error was the smallest at the obstacle distance camera at 2.5 
𝑚, and the measured distance was the most accurate. This 
shows that the improved YOLOv5s algorithm has good 
accuracy and robustness in predicting the recognition of 
objects at different distances. 

V. CONCLUSION 

This paper proposes an improved model based on 
YOLOv5s for blind roadway picture detection. Firstly, a 
feature scale and corresponding prediction head are added in 
YOLOv5 to improve the detection accuracy of small objects 
on blind path. Secondly, SK attention mechanism is 
introduced in the feature fusion part to adaptively adjust the 
perceptual field for feature maps of different scales to more 
accurately extract objects of different distances and sizes on 
blind path. Finally, the improved network model is used to 
detect the left and right maps of the binocular camera, and the 
exact distance of the blind obstacle from the camera is 
obtained by the binocular ranging principle. The experimental 
results show that the improved YOLOv5s algorithm can 
achieve the accurate recognition of blind obstacle and the 
accurate distance measurement. 

In the future, this research will achieve accurate blind path 
identification. Combining blind path identification with blind 
obstacle ranging proposed in this paper can form a complete 
navigation system for the blind. This will be of great help for 
blind person to travel. 
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Abstract—The classification method for power load data of 

new energy grid based on improved OTSU algorithm is studied to 

improve the classification accuracy of power load data. According 

to the idea of two-dimensional visualization of time series, GAF 

(Geographical Adaptive Fidelity) method is used to transform the 

current data of power load in new energy grid into two-

dimensional image of power load in new energy grid. The intra 

class dispersion is introduced, and the improved OTSU algorithm 

is used to segment the foreground and background of the two-

dimensional image according to the pixel gray value of the two-

dimensional image and the one-dimensional inter class variance 

corresponding to the pixel neighborhood gray value. The two-

dimensional foreground image of power load is taken as the input 

sample of convolution neural network. The convolution neural 

network extracts the features of the two-dimensional foreground 

image of power load through convolution layer. According to the 

extracted features, the classification results of power load data of 

new energy grid are output through three steps: nonlinear 

processing, pooling processing and full connection layer 

classification. The experimental results show that this method can 

accurately classify the power load data of new energy grid, and the 

classification accuracy is higher than 97%. 

Keywords—Improved OTSU algorithm; new energy grid; power 

load; classification method 

I. INTRODUCTION 

The classification of power load data of new energy grid 
helps power selling companies accurately grasp the power 
consumption characteristics of users, introduce a reasonable 
demand response mechanism and formulate scientific 
marketing strategies, which is of great significance for peak 
shaving and valley filling, optimizing power consumption 
curve, improving power quality and so on [1]. Improving 
terminal efficiency and guiding users to use electricity 
reasonably is one of the important contents of power demand 
side management. To realize this demand side management, it 
is necessary to timely understand the power consumption of 
household users and realize the interaction between supply and 
use. DSM (Demand Side Management) is a means to guide 
power consumers to adopt a reasonable way of using electricity 
[2] and achieve energy conservation and emission reduction. 
Smart grid utilizes advanced technology to dispatch demand 
side resources and improve the participation rate of power 
consumers, so as to realize the two-way interaction between 
information and power. Power consumers can respond to DSM 
strategy only when they understand their own power 
consumption mode [3]. For household power users, only 
electricity meters provide information for both suppliers and 
users, while the current smart electricity meters only have the 

function of time-sharing pricing, which provides limited 
information. Therefore, in order to enhance the demand 
response of power users and optimize the power consumption 
mode [4], it is necessary to effectively monitor the household 
load and then measure it by classification. The current smart 
meter has neither time-sharing measurement nor load 
classification measurement [5], and can not provide power 
consumption details to power management departments and 
users, so it is very necessary to classify the power load data of 
new energy grid. 

Image segmentation is an important step in the process of 
image analysis. Its goal is to divide the regions of interest in the 
image. Among many image segmentation methods, threshold 
segmentation technology is a widely used method in image 
segmentation [6]. Its basic principle is to calculate the 
segmentation threshold based on the image gray histogram, and 
then segment the image according to the threshold. OTSU 
algorithm is a commonly used algorithm in threshold 
segmentation. It selects the threshold by maximizing the 
variance between classes [7]. This method has the 
characteristics of easy to understand principle, considerable 
segmentation effect and stable algorithm. However, one-
dimensional OTSU algorithm can not deal with more complex 
images. When segmenting images with too small gray 
difference between the background and the pixels in the target 
area, false segmentation will occur. Since the OTSU algorithm 
was proposed, it has attracted widespread attention of 
researchers. OTSU algorithm mainly lies in its simple principle, 
efficient calculation, wide application range and good 
segmentation effect [8]. OTSU algorithm is an image 
segmentation method without real-time supervision, without 
parameter regulation and automatic optimization. Based on the 
one-dimensional histogram, the threshold is selected by 
maximizing the variance between classes. Although OTSU 
algorithm has a good segmentation effect, it is prone to false 
segmentation when the gray value of the image background and 
the pixel points in the target area are not much different [9]. The 
segmentation result of one-dimensional OTSU algorithm is not 
accurate, but it has been reasonably improved in two-
dimensional OTSU algorithm. The expression form of two-
dimensional OTSU algorithm is good anti-interference ability, 
but its calculation process is too complex and requires a lot of 
running time to process it. 

A. Related Work 

At present, many researchers have studied power load. J. J. 
Hu et al. applied data mining algorithm to power load 
forecasting [10], and verified that this method can effectively 
predict power load through simulation tests; H. Bakhtiari et al. 
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uUsed Markov chain Monte Carlo simulation method [11] to 
simulate the uncertain random load in the operation of 
independent microgrid of renewable energy. Although the 
above two methods can realize the function of power load and 
uncertain random load prediction, they do not specifically 
classify the power load of users, so their applicability is poor. 

In view of the problems of the above two methods, to further 
improve the classification accuracy of power load data, the 
classification method of power load data of new energy grid 
based on improved OTSU algorithm is studied, and the OTSU 
algorithm is used to segment the two-dimensional visual image 
of power load data transformation of new energy grid, so as to 
obtain the classification results of power load data of new 
energy grid. The experiment shows that the contribution of this 
method is that it can accurately classify the power load data of 
new energy grid, and has high applicability. The specific 
process schematic diagram of the method used in this paper is 
shown in Fig. 1. 
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Fig. 1. The Specific Process Schematic Diagram of the Method used in this 

Paper. 

II. MATERIALS AND METHODS 

A. Sequence Visualization of Power Load Data of New 

Energy Grid 

The power load data of new energy grid can be visually 
displayed through the current monitoring data, and the current 
can be regarded as a one-dimensional sequence related to time 
in essence. According to the idea of two-dimensional 
visualization of time series [12], GAF method is introduced into 
the power consumption field of new energy grid to build a two-
dimensional visualization image for the power load data of new 

energy grid. Assuming that 
 1 2, , , nX x x x=

 is a 

sequence containing n  sampling values of non-active 
components of current, the steps to convert it into a two-
dimensional visual GAF diagram of power load of new energy 
grid are as follows: 

1) The elements in X  is normalized to the interval [-1, 1], 

that is: 

( ) ( )maxX minX

maxX minX

i i

i

x x
x

− + −
=

−            (1) 

2) The current sequence after standardization is encoded in 

polar coordinates, namely: 

 arccos 1,1

, 1

i i i

i i

x x

r t t i

 =  −


= − −             (2) 

Where: ix
 is the non-active component of the load current 

of ix
in new energy grid after standardization; i

 is the 
arccosine of the encoded sample value; r  is the radius after 

timestamp coding; it  is the sampling timestamp corresponding 

to ix
. 

Since 
 1,1ix  −

 after standardization, the definition 

domain of the inverse cosine function is [-1,1], so 
 0,i  

. 

When the current sequence of the power load of the new 
energy grid is given, each sampling point has and only has a 
unique mapping result in the polar coordinate system [13], that 
is, the bijection relationship. 

3) After completing the polar coordinate transformation of 

the current sequence of the standardized new energy grid power 

load, the GAF method is used to convert the current sequence of 

the one-dimensional new energy grid power load into an n -

order matrix, and the values of the elements in the matrix are 

mapped to the blue-red color range, making the matrix a two-

dimensional image with color and texture distribution [14]. 

GAF method has two definition methods, namely, Gramian 
Angular Summation Field (GASF) and Gramian Angular 
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Difference Field (GADF), and the corresponding matrices sA
 

and DA
 are respectively: 
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GAF method is evolved from Gram matrix. Polar 
coordinate system is used to represent time series instead of 
Cartesian rectangular coordinate system. Trigonometric 
function is used to refine the implicit current difference 
information between each two sampling points in the sequence 
to expand the amount of data, so as to improve the dimension 
of the sequence. Compared with the one-dimensional sequence 
of the current of the power load in the new energy grid, the two-
dimensional image of the current sequence of the power load in 
the new energy grid significantly improves the identification of 
the power load. Polar coordinate coding of current sequence has 
the following advantages: polar coordinate transformation 
meets the double shooting condition, and the sampling point of 
current sequence of each new energy grid load has and only has 
a unique mapping result in the polar coordinate system, 
ensuring the uniqueness of the coding process; After the polar 
coordinate transformation, the time from the upper left corner 
to the lower right corner of the matrix element increases 
continuously; Compared with the rectangular coordinate 
system, the polar coordinate system retains the current 
magnitude relationship and time information of the new energy 
grid load between the sampling points. Through the above 
process, the power load data of new energy grid is transformed 
into a two-dimensional image of time series. 

B. Two-dimensional Image Segmentation of Power Load in 

New Energy Grid based on Improved OTSU Algorithm 

1) Image segmentation method based on OTSU: The gray 

level 
=1,2G L，，

 of the two-dimensional image of the 

power load in the new energy grid is set, and if  is used to 

represent the total number of pixels contained in the gray level 

i . The total number of pixels in the two-dimensional image of 

the power load of the new energy grid is N , 

1 2

1

l

t i

i

N f f f f
=

= + + + =
. iP

 is used to indicate the 

occurrence frequency of i , a gray-scale pixel, 
/i ip f N=

, 

then 
0ip 

, 1

1
l

i

i

p
=

=
. A threshold t  is selected to divide all 

pixels of the two-dimensional image of the power load in the 

new energy grid into two parts, 0C
 and 1C

, 
 0 1, 2, ,C t=

, 
 1 1, 2, ,C t t L= + +

. The probability distributions of 

these two types are as follows: 

( ) ( )0 0

1

t

r i

i

P C P t 
=

= = =
            (5) 

( ) ( )1 1

1

1
t

r i

i t

P C P t 
= +

= = = −
           (6) 

The two types of gray mean values in the two-dimensional 
image of the power load in the new energy grid are respectively: 

( )0 0

1 1 0
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Then 
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= =
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=
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. 

For any t , the following formula is satisfied: 

0 1 1 + =
              (9) 

0 0 1 1 ru u u + =
           (10) 

The evaluation function is introduced to judge the 
advantages and disadvantages of the threshold in OTSU 
algorithm: 

2
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. 

2

B
, 

2

w  and 

2

r  are inter 
class variance, intra class variance and overall variance 
respectively. The three decision functions are maximized, and 
the objective function becomes the selection of the optimal 
threshold t . 

Since 

2 2 2
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, the following relationship is 

satisfied: 
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It can be seen from the above formula that the monotonicity 

of the three decision functions is the same [15]. Since 

2

r  is a 

known constant and has nothing to do with the value of t , 


 

is the simplest of the three functions, 

( )
( )2

2

B

r

t
t





=

, so 

2

B
 

can be used as a judgment function for the performance of two-
dimensional image segmentation of power load in new energy 
grid: 
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( ) ( ) ( )
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Where, 
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1

l

r i

i

u u L ip
=

= =
，
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1

t

i

i

u t t ip
=

= =
 

The optimal threshold t  of two-dimensional image 
segmentation of power load in new energy grid is: 

( ) ( ) 2 2

1
maxB B

t l
t t 

 
=

          (14) 

2) Two-dimensional OTSU algorithm with improved 

threshold selection algorithm: Aiming at the high computational 

complexity of two-dimensional OTSU algorithm, an improved 

OTSU algorithm is proposed. This algorithm divides the 

traditional two-dimensional algorithm into two one-dimensional 

OTSU algorithms: a threshold is obtained from the one-

dimensional histogram based on the gray value of the two-

dimensional image of the new energy grid’s power load, and its 

purpose is to extract the target; A threshold value [16] is 

obtained from the one-dimensional histogram based on the 

neighborhood average gray value of the two-dimensional image 

of the new energy grid’s power load, and its purpose is to filter 

out noise. The two thresholds obtained by these two one-

dimensional OTSU algorithms are used to replace the thresholds 

of the original two-dimensional OTSU algorithm. This 

improved algorithm not only considers the gray information of 

the two-dimensional image of the new energy grid’s power load 

itself, but also considers the information of its neighborhood 

pixels, so that the algorithm has good denoising ability. From 

the frequency ijf
of 

( ),i j
 in the two-dimensional image 

histogram of the new energy grid’s power load, the frequency 
1

0

L

i ij

j

q f
−

=

=
 of the pixel gray value i  in the two-dimensional 

image of the power load of the new energy grid and the 

frequency 

1

0

L

j ij

i

r P
−

=

=
 of the neighborhood gray value 

j
 are 

derived. By analogy, the probability distribution ijP
 can be used 

to obtain the one-dimensional histogram distribution of the pixel 

gray value i  and the neighborhood gray value 
j

 of the two-

dimensional image of the new energy grid’s power load, and 

their probabilities are 

1

0

L

i ij

j

U P
−

=

=
, 

1

0

L

i ij

i

V P
−

=

=
 respectively,. 

In two-dimensional OTSU algorithm, edge points and noise 
points account for a small number [17], that is, the probability 
corresponding to the noise and edge part can be approximately 

0, that is, 

1

1 0

0
L t

ij

i s j

P
−

= + =

=
, 

1

0 1

0
s L

ij

i j t

P
−

= = +

=
. It can get the 

expression of the proportion 0  and b  of the target and 
background in the one-dimensional histogram corresponding to 

the pixel gray value i  of the two-dimensional image of the new 
energy grid’s power load as follows: 
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The mean vectors corresponding to the two categories are: 
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1

/
L

bi i b

i s

iU 
−

= +

= 
           (18) 

The overall mean vector of the improved OTSU algorithm 
is: 

1 1 1

0 0 0

L L L

i ij i

i j i

iP iU
− − −

= = =

= = 
          (19) 

From the above formulas, it can be deduced that the one-
dimensional interclass variance corresponding to the pixel gray 

value i  of the two-dimensional image of the new energy grid’s 
power load is: 

( ) ( )( ) ( )
2 2

0iB b oi i bi is      = + − + −
        (20) 

Similarly, it can be obtained that the one-dimensional 
interclass variance corresponding to the neighborhood gray 
value v of the two-dimensional image of the new energy grid’s 
power load is: 

( ) ( )( ) ( )
2 2

0jB b oj j bj jt      = + − + −
        (21) 
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Where: 0  and b  represent the proportion of target and 

background respectively, and oj
, bj

 and j  represent the 
average vector and overall mean vector of the two categories 
respectively. 

According to the principle of one-dimensional Otsu 

algorithm, the optimal threshold s , t


 should meet: 

( ) ( ) ( )  ( ) 
0 1 0 1
max , max

iB Bi Bj Bj
s L t L

s s t t    

  −   −
= =

   (22) 

Although the threshold segmentation method for the 
traditional OTSU algorithm considers the variance between the 
foreground class and the background class [18], it does not 
consider the discreteness within the class, so it can not more 
comprehensively reflect the quality of classification and 
achieve more accurate segmentation. By introducing the intra 
class dispersion, the segmentation result of the two-dimensional 
image of the new energy grid’s power load not only achieves 
the maximum variance between classes, but also better realizes 
the intra class consistency. The classification discrete measure 
corresponding to the pixel gray value of the two-dimensional 
image of the new energy grid’s power load is defined as: 

( )
1

0 0

0 1

/ /
s L

di b oi i bi i b

i i s

iU iU      
−

= = +

= + − + − 
   (23) 

Based on the above formula, a new threshold recognition 
function expression is constructed as follows: 

( )0 01 /i Bi di    = − 
          (24) 

Similarly, the threshold recognition function j  is also 
constructed for the one-dimensional histogram composed of the 
average value of neighborhood gray. 

In order to optimize the segmentation effect of two-
dimensional image of power load in new energy grid and 
minimize the dispersion within the class, it is necessary to 

calculate the maximum value of i  and j , that is, to calculate 

the minimum value of di
 and dj

. In order to quickly and 
effectively determine the two-dimensional image segmentation 
threshold of the power load of the new energy grid, the solution 

of i  and j  is taken as the fitness function, and the genetic 
algorithm is used to automatically obtain the appropriate 
threshold vector, so as to realize the two-dimensional threshold 
segmentation for the two-dimensional image of the power load 
of the new energy grid. 

C. Classification of Power Load Data of New Energy Grid 

based on Convolutional Neural Network 

Compared with the traditional neural network, 
convolutional neural network has a special structure. The 
weight structure can reduce the complexity of the classification 
model and reduce the amount of calculation of the algorithm. 
Convolutional neural network is often used in image 

classification. Images can be directly used as the input of 
classification model. The extracted three-dimensional feature 
signals make the classification accuracy of convolutional neural 
network higher. Convolution neural network is used to classify 
the load data of new energy grid. Convolution neural network 
is divided into four parts: convolution, nonlinear processing, 
pooling and full connection layer classification. 

1) Convolution layer: In convolution neural network, the 

main purpose of the first step convolution is to extract its feature 

matrix from an input image, and extract image features through 

the graphic signal of the input data, so as to maintain the spatial 

relationship between pixels. The convolution kernel size 

( ),G s t
 used for convolution is A B , and the weight of 

convolution kernel function directly affects the effect of the final 

recognition result. The larger the weight is, the stronger the force 

is. 
( ),C i j

 is the characteristic matrix, which is the 

convolution matrix obtained by convoluting the two-

dimensional image of the power load of the original new energy 

grid with the convolution kernel G . The operation expression 

is as follows: 

( ) ( ) ( )

( ) ( )
1 1

, , ,

, 1, 1
a b

x y

C i j f x y G s t

G s t f i x t y
= =

= 

=  + − + −
         (25) 

Where, the value range of s  and t  is 1 1i M A  − + , 

1 1j N B  − +
. 

It is obvious from formula (25) that the convolution neural 
network algorithm is to use the convolution kernel matrix to 
filter the original signal image, extract the features of the 
corresponding positions, and finally obtain a new feature 
image. One of the most important features of convolution 
neural network operation is the operation through convolution 
layer. Multiple convolution checks are used to extract features 
from the two-dimensional image of power load of new energy 
grid [19], forming multiple new feature matrices. 

It is very important to extract characteristic signals and 
establish convolution kernel function of characteristic matrix in 
the convolution process of two-dimensional image of power 
load in new energy grid. The number of convolution kernels is 
an important parameter. The extracted number corresponds to 
the convolution kernel function used in the convolution 
operation. Different convolution kernel functions are used to 
convolute the two-dimensional image of the power load of the 
new energy grid to map different features. The number of 
convolution kernels corresponds to the number of types of 
features selected for convolution. The magnitude of the 
convolution kernel matrix sliding in the image is also an 
important parameter. When the step is 1, we only move one 
pixel at a time. When the step is 2, the sliding filter processes 
two pixels at a time. The larger the step is, the longer the sliding 
span is, and the smaller the characteristic matrix is generated at 
the same time. The value of convolution kernel matrix is also 
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an important parameter. Different convolution kernels map 
different characteristic matrices. The value in the convolution 
kernel matrix is needed to control, that is, control the output 
range of the characteristic matrix. 

2) Nonlinear processing: After convolution processing of 

convolution neural network, the second step of nonlinear 

transformation is required. Its purpose is to process the target in 

the two-dimensional image of power load of new energy grid by 

using nonlinear function. The sigmoid function is used for 

nonlinear processing of the two-dimensional image of the new 

energy grid’s power load, and the expression is as follows: 

( )
1

1 x
f x

e−
=

+            (26) 

Nonlinear processing can further purify and sample the 
data, optimize the data type, and facilitate the subsequent 
sampling calculation. Nonlinear processing further processes 
the signal and replaces all negative pixel values to zero during 
feature mapping. The purpose of nonlinear processing is that 
most real-world data are not smooth and ideal. It is hoped that 
through further processing of signal data, convolutional neural 
network can recognize signals more accurately and reliably. 

3) Pooling processing: Pooling can also be called 

subsampling or subsampling. Its purpose is to reduce the 

dimension of each feature map and retain the most important 

information. Pool processing can be: maximum value, average 

value, adjacent and so on. In the process of pooling, a feature 

window a b  is defined, and the secondary feature extraction 

of the first step feature matrix is carried out through the pooling 

window. Through pooling, we can gradually reduce the size of 

the input space, make the input dimension smaller and easier to 

calculate, and retain the important characteristics of the network, 

so that the small transformation, distortion and translation in the 

two-dimensional foreground image of the segmented power 

load of the new energy grid remain unchanged. 

4) Full connection layer classification: Each pixel of the 

characteristic matrix in the two-dimensional image of all new 

energy grid power loads after pooled sampling is arranged in 

turn to form a feature vector. The feature vector forms a full 

connection with the output layer as a full connection layer. The 

full connection layer is the last step of the convolutional neural 

network, which is used for the output of the whole neural 

network. In the full connection layer, a classifier is usually 

trained for the convolutional neural network [20]. Generally 

speaking, the full connection layer adopts the traditional multi-

layer classifier, such as softmax or support vector machine. The 

purpose of full connection layer is to use the characteristics of 

data to achieve the classification purpose of input and output 

through training. The full connection layer is located in the 

classification link of convolutional neural network structure. 

In the process of convolution neural network classifying the 
power load data of new energy grid, the first step is to select the 
test set and sample set, and select the foreground image of the 
two-dimensional image of new energy grid’s power load 

obtained after segmentation as the input sample of convolution 
neural network. After determining the test sample and training 
sample, the classification process is as follows: 

1) Initialize the weight matrix and bias parameters of 

convolutional neural network. 

2) Select a sample from the training samples, input the 

selected samples into the network, and obtain the corresponding 

actual output value. 

3) Calculate the error between actual data input and ideal 

output. 

4) Carry out back propagation and adjust the parameters. 

5) Input the remaining training samples into the network in 

turn until all training samples are input, and complete an 

iteration. 

6) Input the test samples into the trained sample model, and 

use the classifier to obtain the accuracy of classification. 

The convolution neural network is used to classify the 
segmented two-dimensional image of the power load of the new 
energy grid, and the classification results of the power load data 
of the new energy grid are output. 

III. RESULTS 

In order to verify the classification effectiveness of the 
classification method for power load data of new energy grid 
based on the improved OTSU algorithm, the method in this 
paper is applied to the new energy grid’s power consumption 
management of a power enterprise. The power enterprise uses 
current sensors to collect the current changes of different smart 
meters, as shown in Table I. 

According to the current changes of smart meters in the new 
energy grid collected by the current sensor in Table 1, the GAF 
method is used to build a two-dimensional visual image of the 
time series of power load data in the new energy grid, as shown 
in Fig. 2. 

According to the experimental results in Fig. 2, the current 
data related to load data in the new energy grid can be 
effectively converted into two-dimensional visual images by 
using the method in this paper, and the two-dimensional visual 
images can be used to visually display the load changes in the 
new energy grid. In this paper, the improved OTSU algorithm 
is used to segment the two-dimensional visual image of time 
series. The segmentation results of the two-dimensional visual 
image of the new energy grid’s power load data are shown in 
Fig. 3. 

According to the segmentation results of the new energy 
grid’s electricity load image in Fig. 3, the accurate 
segmentation of the two-dimensional visual image of the new 
energy grid’s electricity load can be achieved by using the 
method in this paper, and the two-dimensional visual image can 
be divided into the target foreground area and the background 
area by image segmentation. The experimental results in Fig. 3 
show that the method in this paper has a high image 
segmentation effect, and the edge of the segmented image is 
clear, which can effectively display the target information 
contained in the image. 
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TABLE I. CURRENT CHANGE ACQUISITION RESULTS 

Electric meter account 

number 

58156

/A 

84516

/A 

89145

/A 

68421

/A 

68115

/A 

10s 1.85 2.16 3.25 1.79 1.94 

20s 2.16 2.85 3.46 1.86 1.58 

30s 3.28 3.16 2.85 2.35 1.68 

40s 2.84 2.75 1.64 1.64 2.34 

50s 2.69 3.16 3.69 1.85 2.49 

60s 2.75 2.84 2.46 1.54 1.85 

70s 3.16 3.64 1.85 1.35 1.95 

80s 1.05 3.85 1.62 1.65 2.47 

90s 0.95 1.26 1.57 1.05 2.05 

100s 3.25 2.64 1.69 2.06 2.13 
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Fig. 2. 2D Visualization of Time Series. 

 

Fig. 3. Image Segmentation Results. 

The method in this paper is used to classify the load data 
managed by a smart meter in the new energy grid to verify the 
effectiveness of this method. According to the segmented 
electricity load image of new energy grid, the classification 
results of electricity load data of new energy grid using this 
method are shown in Table II. 

According to the experimental results in Table II, the 
improved OTSU algorithm can be used to classify the power 
load data of new energy grid with high classification accuracy. 
The experimental results in Table II verify that the method in 
this paper has high classification effectiveness of power load 

data of new energy grid. This method can accurately classify 
the power load data of the new energy grid, which is helpful for 
the dispatching management decision-makers of the new 
energy grid to make the dispatching and management decisions 
of the new energy grid according to the classification results of 
the power load data of the new energy grid. 

The method in this paper is used to classify the power load 
data in the new energy grid. The operating power changes of 
each power load are shown in Table III. 

According to the experimental results in Table III, there are 
obvious differences in the power of different power loads in the 
new energy grid. The method in this paper can effectively 
classify the load data of the new energy grid, and accurately 
analyze the load data of the new energy grid through the power 
changes of different load types. 

Statistics adopts the method in this paper to classify the 
power load data of new energy grid. For the classification 
accuracy of different types of load data, the classification 
performance of this method is verified by the classification 
accuracy of load data. The statistical results are shown in Fig. 
4. 

TABLE II. CLASSIFICATION RESULTS OF ELECTRICITY LOAD DATA OF 

NEW ENERGY GRID 

Time Classification result Is the classification correct 

8:05 Turn on the rice cooker Yes 

8:13 Turn off the rice cooker Yes 

8:25 Turn on the TV Yes 

18:16 Turn on the refrigerator Yes 

18:32 Turn off the tv Yes 

19:25 Turn on the rice cooker Yes 

19:35 Turn off the rice cooker Yes 

19:51 Turn off the refrigerator Yes 

20:18 Turn on energy-saving lamps Yes 

20:23 Turn off the hair dryer Yes 

TABLE III. CHANGES IN OPERATING POWER OF ELECTRICAL LOAD 

Electric load type 
Max 

power/W 

Minimum 

power/W 

Average 

power/W 

refrigerator 185.6 134.4 148.5 

TV set 285.4 234.5 257.6 

electric fan 135.5 126.5 129.4 

hair dryer 1820.4 1685.4 1710.5 

kettle 1864.5 1812.5 1835.7 

air conditioner 1358.6 1205.7 1285.4 

washing machine 280.6 250.4 265.8 

Micro-wave oven 750.4 658.6 716.5 

induction cooker 4050.4 3895.8 3925.4 

computer 330.5 290.4 315.6 
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Fig. 4. Load Data Classification Accuracy. 

According to the experimental results in Fig. 4, the 
classification accuracy of different types of power load data 
using the method in this paper is higher than 97%. The 
experimental results verify that this method has high 
classification effectiveness of power load data of new energy 
grid. For different types of load data, this method can achieve 
accurate classification. It is verified that the method in this 
paper has high efficiency of load data classification, and can be 
applied to the practical application of power load data 
classification in new energy grid. 

The classification calculation time of this method is counted 
for different types of load data. The statistical results are shown 
in Fig. 5. 

As shown in Fig. 5, the classification time of the present 
method is less than 50ms, indicating that the method has high 
load data classification efficiency and is suitable for the 
practical application of power grid load data classification. 
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Fig. 5. Classification Time. 

IV. DISCUSSION 

This paper studies the classification method for power load 
data of new energy grid based on improved OTSU algorithm, 
and verifies that this method can accurately classify the data of 
new energy grid through experiments. The energy problem has 
always been a problem perplexed by mankind. With the 
development of the times, the energy crisis and greenhouse 
effect have become increasingly serious. How to effectively 
improve energy efficiency and reduce polluting gas emissions 
has become a high concern and attention of all sectors of 
society. The new energy grid has become the main trend of the 
development of the power field. The working state and energy 
consumption of each power load in the new energy grid can be 
obtained by classifying the power load data of the new energy 
grid. According to the comprehensive information such as 
energy consumption information, time-of-use electricity price 
and electric energy measurement, effective energy-saving 
measures can be obtained, reasonable energy-saving plans can 
be formulated, and targeted power loads can be purchased. 

The significance of power load data classification of new 
energy grid is specifically shown in: 

1) In the planning of power system, medium and long-term 

load forecasting is the basis of power system development 

planning and fuel planning, while short-term load forecasting is 

the premise of making daily power generation plan and 

determining the operation mode of power system. The 

classification of power load data of new energy grid only 

through the installation of monitoring equipment at the user's 

power entrance to understand the power consumption, operation 

status and operation time of the load, and in-depth understanding 

of the energy consumption and detailed power consumption 

information of each load. The fine-grained power consumption 

information is helpful to obtain the characteristics and power 

consumption modes of different load types, and more accurately 

predict the spatial density distribution map of load at various 

spatial scales and time scales, to improve the accuracy and 

reliability of load forecasting which greatly improves the 

scientificity of power system planning and the real-time, safe 

and economic operation of the power grid. 

2) The classification method for power load data of new 

energy grid can obtain the specific power consumption 

information of each power load, carefully consider the time-

varying characteristics of load operation, provide the possibility 

for load modeling and dynamic management of load model 

parameters, improve the operation accuracy of load model in the 

process of power system simulation, and reduce the economic 

loss of error caused by load model. 

3) The classification of power load data of new energy grid 

can enable power companies to obtain detailed power 

consumption information such as the type, working state, power 

consumption time and energy consumption of different loads, 

and can help power companies formulate electricity prices and 

power demand side management more scientifically and provide 

corresponding incentive policies. At the same time, the working 

state information of power load can help power companies 

verify whether users make timely and accurate response to grid 
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demand according to the relevant demand of power demand side 

management, such as load shedding during peak hours of grid 

operation. At the same time, the power supply company can 

carry out user expansion business according to the power 

consumption information. For example, the power supply 

company can formulate a detailed power consumption plan for 

users and obtain corresponding remuneration. 

4) The classification of power load data of new energy grid 

to obtain the detailed power consumption information of users 

can greatly improve the visualization of power system, 

especially for the fault state and abnormal operation state of 

power grid load, which is conducive to the detection, quasi 

positioning, self-healing reconstruction and rapid restoration of 

power supply and other functions of power system distribution 

network’s outage fault. 

5) The classification of power load data of new energy grid 

can obtain the working state, power consumption time and 

energy consumption of each power load in real time, such as 

whether the electric kettle is in the heating state, whether the 

LCD TV is in the working state, and whether the refrigerator is 

in the fault state. 

6) Residential users adjust and optimize their power 

consumption behavior according to the detailed power 

consumption information of the power load, so as to achieve the 

purpose of saving electricity and reducing electricity expenses, 

such as changing the use time of the power load, avoiding the 

peak electricity price, or adjusting the operating parameters of 

the power load, so as to reduce unnecessary power waste. 

7) According to the detailed power consumption 

information, users can quickly and accurately obtain whether the 

power load is in fault and which equipment is high-efficiency 

equipment, and use energy-saving power loads as much as 

possible. For example, if the refrigerator is monitored to be in 

the operation state of maximum power all the time, rather than 

the intermittent operation state, the refrigerator is in the fault 

state; Or if it is judged that the air conditioner consumes too 

much power, it can be considered to replace the energy-saving 

air conditioner, which is conducive to saving electricity 

expenses. At the same time, the detailed electricity consumption 

information of residents' various loads provides a regulation 

basis for smart home and household electricity automation.  

8) In the research, the challenge encountered in this paper is 

to use the image segmentation for classification data, which is 

prone to noise interference and affects the classification 

accuracy. Therefore, this paper uses the one-dimensional 

classification threshold to filter out the noise and obtain accurate 

results. 

9) The importance of all quantities in the relationship lies in 

that this paper uses the average vector and the overall average 

value corresponding to the gray value of the neighborhood of the 

new energy grid load two-dimensional image to calculate the 

one-dimensional inter class variance, find the best gray 

threshold, and perform more accurate segmentation. By 

introducing intra class dispersion, the load two-dimensional 

image segmentation results reach the maximum variance within 

the class, and the classification results are optimized; The 

convolution kernel matrix is used to filter the original signal 

image, extract image features, and nonlinear process the load 

two-dimensional image, which improves the accuracy and 

efficiency of classification. 

V. CONCLUSION 

With the growing maturity of smart grid and the gradual 
enhancement of users' awareness of energy conservation, the 
demand for household electricity transparency on the power 
demand side is also more urgent. Therefore, in this paper, the 
classification method for power load data of new energy grid 
based on the improved OTSU algorithm is studied, to display 
the collected power load data of new energy grid in the form of 
two-dimensional images, segment the two-dimensional image 
of power load data of new energy grid using the improved 
OTSU algorithm, and use the segmented two-dimensional 
image to realize the effective classification of new energy grid’s 
power load data. The classification of power load data of new 
energy grid can optimize the power consumption mode of users 
and improve the participation of power consumers in demand 
side management. Due to the limited conditions, the present 
method has some shortcomings and only study the data 
classification, and future studies can optimize the user power 
consumption pattern using the classification results. 
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Abstract—Through video analysis, Tai Tzu Ying, an excellent 

athlete, and badminton player A from Chongqing Institute of 

Engineering, were studied in this paper. The videos of the two 

athletes were organized and recorded, and the use of techniques in 

different stages were compared. The results found that Tai Tzu 

Ying’s serve technique was flexible, with few errors, while Play A’s 

serve technique was single and had many errors; in terms of serve 

receive, Tai Tzu Ying was more aggressive, mainly using rush shot 

and spinning net shot, while A mainly used techniques of spinning 

net shot and lift shot. The comparison of techniques in front, 

middle and back courts showed that Tai Tzu Ying’s playing style 

was more aggressive, while A’s playing style was more 

conservative. This paper compared the two athletes to understand 

the technical characteristics of excellent athletes and gave some 

suggestions for the training of school badminton players. 

Keywords—Women’s singles; video analysis; athletes; 

badminton; technical characteristics 

I. INTRODUCTION 

Badminton is a small-scale ball sport [1]. With the 
continuous development of sports, badminton has also been 
widely loved by people [2], continuously popularized [3], and 
become an important project in the Olympic Games [4]. With 
the progress and development of the international badminton 
world, badminton game system has been reformed [5], the 
badminton technology has also been continuously innovated 
and changed, the level of athletes has been improved, and the 
situation of the badminton world has become more complex. 
With the development of men’s technology, women’s singles 
play and technology have also changed, becoming more 
comprehensive, faster, and more competitive. Research on 
badminton has also become more extensive and deeper. 

Most of the comparisons of technical characteristics of 
badminton focus on the world’s best athletes, and there is a lack 
of comparisons between excellent athletes and ordinary 
athletes. The comparison between excellent athletes and 
ordinary athletes is of great significance to help ordinary 
athletes better understand the differences between themselves 
and excellent athletes, learn, and improve. Therefore, in order 
to further understand the gap between excellent athletes and 
ordinary athletes, the technical characteristics of excellent 
athletes and ordinary athletes were studied in this paper. 
Chinese Taipei player Tai Tzu Ying is ranked No. 1 in the 
World Badminton Federation and is a very good player with a 
well-rounded playing style. This paper compared the technical 
characteristics of Tai Tzu Ying and an average college athlete 
through video analysis to better understand the gap between 
them. 

II. LITERATURE REVIEW 

At present, research on badminton involves sports injuries 
[6], neurocognition [7], muscle structure [8], and biomechanics 
[9], but most studies focus on sports training [10], i.e., how to 
strengthen skill levels. Ardiantoro et al. [11] used the top 
Indonesian badminton player Jonathan Christie as a model and 
analyzed the tactical approach of the player using a frequent 
pattern (FP) growth algorithm to help the coach to improve the 
performance of the player. Zhou et al. [12] built a model of the 
score rate and technical movements of badminton in 
international tournaments with computers based on the 
probability theory and quantitatively compared the differences 
in scoring rates in international tournaments, thus providing a 
basis for improving training. Huang et al. [13] studied the 
optimization of training patterns for badminton players using 
the Apriori algorithm, providing a new idea for studying 
badminton technical movement rules. Pérez-Turpin et al. [14] 
conducted a study on men’s singles and double outdoor 
badminton matches, recorded 20 men’s single matches using a 
video camera, and compared the use percentage of different 
techniques using the Dartfish video analysis package. 

III. RESEARCH SUBJECTS AND METHODS 

A. Research Subjects 

Tai Tzu Ying: An excellent female badminton singles 
player who holds the racket with her right hand and currently 
ranks No.1 in the world. 

Play A: A badminton player from Chongqing Institute of 
Engineering who holds the racket with her right hand. 

B. Research Methodology 

1) Literature method: We collected and read a large 

amount of literature on badminton and its technical features 

through search resources such as the library of Chongqing 

Engineering College, China National Knowledge Infrastructure 

(CNKI), Duxiu Academic Web, and Google to understand the 

current research status and trends. 

2) Video analysis method: The video data of 20 matches 

that Tai Tzu Ying participated in between 2016 and 2019 were 

obtained from the Internet sports video software such as Tecent 

Sports and Migu Sports, as shown in Fig. 1. The videos of 20 

amateur badminton matches that Play A participated in between 

2016 and 2019 were obtained from the school for comparison, 

as shown in Fig. 2. The videos were played by slow playback 
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and analyzed by pausing frame by frame confirm and record the 

type of technique and the landing point. 

3) Comparison method: The excellent athlete Tai Tzu Ying 

was compared with the ordinary player A to compare the 

differences in their technical characteristics in different stages, 

analyze their characteristics in playing style, and provide data 

support for research. 

4) Data analysis method: After analyzing the video, the 

data were organized, processed, and analyzed in Excel to 

motivate the use of different techniques in front, middle and 

back courts. The usage rate of every technique was calculated. 

The graphs were drawn in Excel to present the comparison 

between Tai Tzu Ying and ordinary athlete A and understand 

their difference. 

 

Fig. 1. Screenshots of Tai Tzu Ying’s Video. 

 

Fig. 2. Screenshots of Play A’s Video. 

IV. RESEARCH RESULTS 

A. Analysis of the Technical Characteristics of Serve and 

Receive 

A successful serve can gain the initiative of a match and put 
pressure on the opponent. At the same time, a serve can force 
the opponent to use the technique expected by the server to 
return the shuttle; therefore, the study of the serve technique is 
important for the study of points scored and lost. A comparison 
of the technical characteristics of the two players when serving 
is shown in Table I and Fig. 3. 

It was seen from Table I and Fig. 3 that Tai Tzu Ying mainly 
used the forehand clear and forehand low serve, with usage 
rates of 51.2% and 27.1%, and seldom used the flick serve, with 
the usage rate of around 3%, and the number of serve errors was 
87, accounting for 9.2%; player A mainly used the technique of 
forehand low serve, for 572 times, with the usage rate of 76.9%, 
about 50% higher than Tai Tzu Ying, and the rest of several 
techniques were seldom used, with the usage rates below 5%, 
and she also made many errors, for 103 times, accounting for 
13.8%, 4.6% higher than Tai Tzu Ying. 

The forehand clear makes the shuttle hang in the air for a 
long time, which is good for players to adjust position and make 

adequate preparation for the next shot, while the forehand low 
serve can limit the opponent’s ability to attack from the back 
court. In comparison, Tai Tzu Ying’s serve was more flexible, 
with the forehand clear as the main technique, supplemented by 
the forehand low serve, which is more conducive to mastering 
the initiative of the match, while Player A’s serve was single 
and had more errors, showing insufficient advantages in serve. 

TABLE I. COMPARISON OF TECHNICAL CHARACTERISTICS OF SERVE 

Technique 

Tai Tzu Ying Player A 

Number of 

uses 

Usage 

rate 

Number of 

uses 

Usage 

rate 

Forehand low 

serve 
257 27.1% 572 76.9% 

Forehand flick 

serve 
30 3.2% 17 2.3% 

Forehand clear 486 51.2% 22 3.0% 

Backhand flick 

serve 
32 3.4% 12 1.6% 

Backhand net 

shot 
57 6.0% 18 2.4% 

Errors 87 9.2% 103 13.8% 

 

Fig. 3. Comparison of usage Rate between different Serve Techniques. 

The comparison of the technical characteristics of serve 
showed that attention should be paid to the training of students’ 
serve technique to improve the quality of students’ forehand 
serve and students’ awareness of serve, and matches could be 
simulated to strengthen students’ anticipation ability to make 
them fully consider the way of opponent’s return and the way 
of handling the third shot. 

A comparison of the technical characteristics of the 
receiving serve is shown in Table II and Fig. 4. 

It was seen from Table II and Fig. 4 that Tai Tzu Ying and 
player A had a large difference in the technique of returning the 
front-court serve and had a small difference in the technique of 
returning the back-court serve. Tai Tzu Ying used push and 
spinning net shots frequently to return the front-court serve, 
with usage rates of 45.25 and 33.4%, and mainly used smash to 
return the back-court serve, with a usage rate of 49.9%, 
supplemented by clear and lift shot, with usage rates of 28.4% 
and 21.7%. Player A used net and lift shots to return the front-
court serve, with usage rates of 41.4% and 39.4%. The usage 
rate of push shot of player A was significantly lower than Tai 
Tzu Ying, and her usage rate of lift shot was significantly higher 
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than Tai Tzu Ying. The similarity between Tai Tzu Ying and 
player A was that the usage rate of rush shorts was the lowest. 
In the aspects of returning the back-court serve, player A 
mainly used the smash and clear techniques, with usage rates of 
50.2% and 27.5%, and used the drop shot with the lowest 
probability, 22.3%. 

TABLE II. COMPARISON OF TECHNICAL CHARACTERISTICS OF 

RECEIVING SERVE 

 

Tai Tzu Ying Player A 

Number 

of uses 

Usage 

rate 

Number 

of uses 

Usage 

rate 

Return of 

the front-

court 

serve 

Push shot 142 45.2% 11 4.4% 

Spinning 

net shot 
105 33.4% 103 41.4% 

Crosscourt 

shot 
47 15.0% 32 12.9% 

Lift shot 13 4.1% 98 39.4% 

Rush shot 7 2.2% 5 2.0% 

Return of 

the back-

court 

serve 

Smash 234 49.9% 221 50.2% 

Clear 133 28.4% 121 27.5% 

Drop shot 102 21.7% 98 22.3% 

 

Fig. 4. Comparison of usage Rate between Serve Receive Techniques. 

The video analysis found that Tai Tzu Ying changed the 
route frequently and was offensive when receiving the service, 
with the main purpose of consuming the opponent’s physical 
strength. Techniques such as push and spinning net shots are 
good for limiting the opponent’s attack. Smash is featured by 
fast attack, tricky landing point, and difficult return. Clear can 
suppress the opponent at the baseline, which is good for her to 
seize the initiative. The comparison of the technical 
characteristics of receiving the serve demonstrated that the 
player could create good conditions for the subsequent attack 
by taking the initiative through smash and high shots. 

B. Analysis of Technical Characteristics of the Front-court 

Shot 

With the advancement of badminton technology, the net 
technique has also received more and more attention. Although 
it is relatively difficult to score through net shots, players can 
create more opportunities to score through the control of the 
front court. The comparison of the technical characteristics of 
the front-court shot is shown in Table III and Fig. 5. 

TABLE III. COMPARISON OF TECHNICAL CHARACTERISTICS OF THE 

FRONT-COURT SHOT 

Used 

technology 

Tai Tzu Ying Player A 

Number of 

uses 

Usage 

rate 

Number of 

uses 

Usage 

rate 

Lift shot 507 31.7% 464 28.5% 

Spinning net 

shot 
453 28.4% 327 20.1% 

Push shot 267 16.7% 202 12.4% 

Cross-court 

shot 
211 13.2% 315 19.3% 

Rush shot 157 9.8% 321 19.7% 

 

Fig. 5. Comparison of usage Rate between Front-court Shorts. 

It was seen from Table III and Fig. 5 that Tai Tzu Ying used 
lift shots most frequently in the front court, with a usage rate of 
31.7%, followed by spinning net shots (28.4%). Player A also 
had a high usage rate of lift shots, but at the same time, the 
usage rates of other techniques were even, among which the 
usage rates of cross-court and rush shots were higher than Tai 
Tzu Ying. The usage rate of cross-court shots of player A was 
19.3%, 6.1% higher than Tai Tzu Ying; her usage rate of rush 
shots was 19.7%, 9.9% higher than Tai Tzu Ying. 

Lift shots can mobilize the opponent by opening the 
distance and running, and spinning net shots can dominate the 
attack. Tai Tzu Ying forced the opponent to lift the shuttle 
through net control to increase the chance of attack. Player A 
opened the distance with the opponent by lift shots and other 
techniques and also got rid of the opponent’s net control by 
cross-court and rush shots. The comparison of the technical 
characteristics of the front-court shots suggested that athletes 
should strengthen the training of techniques such as lift and net 
shots and learn to use different techniques to return according 
to the hitting position, so as to effectively mobilize the 
opponent. 

C. Analysis of Technical Characteristics of the Middle-court 

Shot 

Compared with front-court and back-court shots, the 
middle-court technique is used relatively less frequently, 
usually to defend against the attack in passive situations; 
however, the middle-court technique is also important. Block 
in the middle court is mainly to return the opponent’s 
aggressive ball to the opponent’s net. Drive is aggressive and 
defensive. Lift shots are mainly used for defending. The 
number of times the technique was used by both players is 
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shown in Table IV. A comparison of the usage rate is shown in 
Fig. 6. 

It was seen from Table IV and Fig. 6 that Tai Tzu Ying used 
the technique of block most frequently, 925 times (63.6%), 
followed by drive (20.2%) and lift (16.2%) when she was in the 
middle of the court. Player A used blocks most frequently, but 
the usage rate (58.6%) was 5% lower than Tai Tzu Ying, but its 
usage rate of lift shots (22.2%) was 6% higher than Tai Tzu 
Ying. 

Both players mainly used the block technique in the middle 
court, accounting for more than half of all the techniques, but 
there were still some differences. Tai Tzu Ying was defensive 
in the middle court, avoiding the opponent’s clear by blocks. 
She also frequently used blocks to get rid of the passive 
situation. Player A attacked through the combination of block 
and drive, hindering the opponent’s return to gain the initiative. 
Through the analysis of the excellent player, it was seen that the 
training of the block technique should be paid attention to in the 
daily training to avoid being passive in the game. 

D. Analysis of the Technical Characteristics of the Back-court 

Shot 

The back court of badminton is the main scoring place. The 
main techniques used in the back court are clear, drop shot, and 
smash. Clear is slow and makes the ball hang in the air for a 
long time, which is helpful to get rid of the passive state and 
prepare for the next shot. A high shot can also control the 
opponent in the back court, which can be used to restrain 
players who are poor in attacking in the back court. Smash is 
fast and is an effective active scoring technique. A drop shot is 
a way to mobilize the opponent, which can disrupt the 
opponent’s rhythm and then score on the follow-up smash. The 
comparison of the technical characteristics of the two players in 
the back court is shown in Table V and Fig. 7. 

TABLE IV. COMPARISON OF THE NUMBER OF TIMES THE MIDDLE-COURT 

TECHNIQUE WAS USED 

Used technology Tai Tzu Ying Player A 

Block 925 876 

Drive 294 286 

Lift 235 332 

 

Fig. 6.  Comparison of usages Rates of Middle-court Techniques. 

TABLE V. COMPARISON OF TECHNICAL CHARACTERISTICS OF THE 

BACK-COURT SHOT 

Used technology 

Tai Tzu Ying Player A 

Number of 

uses 

Usage 

rate 

Number of 

uses 

Usage 

rate 

Clear 

Offensive 

clear 
633 22.78% 721 27.5% 

Defensive 

clear 
253 9.10% 336 12.8% 

Drop 

shot 

Slice 698 25.12% 712 27.2% 

Drop 

spike 
305 10.98% 318 12.1% 

Smash 

Cut 

smash 
78 2.81% 52 2.0% 

Spot 

smash 
231 8.31% 168 6.4% 

Heavy 

smash 
581 20.91% 312 11.9% 

 

Fig. 7. Comparison of the usage Rate between High Shot, Drop Shot, and 

Smash. 

It was seen from Table V and Fig. 7 that Tai Tzu Ying used 
the drop shot most frequently in the back court, followed by 
smash and clear, but the overall differences were not 
significant, about 30%, indicating that she used the back-court 
techniques with similar frequencies, while Player A was more 
likely to use clear and drop shots. The usage rate of clear of 
player A was 40.3%, close to two fifths; her usage rate of drop 
was 39.3%, also close to two fifths; her usage rate of smash was 
20.3 %, 11.73% lower than Tai Tzu Ying. The difference of the 
usage rate of smash was the largest difference between Tai Tzu 
Ying and player A in the usage of back-court techniques. 

Offensive clear is more aggressive than defensive clear. Tai 
Tzu Ying used offensive clear more frequently. Offensive clear 
is used to speed up the rhythm of the back court to find out the 
opponent’s weakness. Defensive clear is usually used for 
passive defense. In the use of drop shots, the usage rate of the 
slice was higher. Tai Tzu Ying consumed the opponent’s 
energy with a lot of slices to make him passively defend in most 
cases. In the use of smash, Tai Tzu Ying used heavy smash most 
frequently, which is the most aggressive, followed by spot 
smash. Overall, Tai Tzu Ying used an aggressive style in the 
back court. Compared to Tai Tzu Ying, Player A used 
techniques of drop shots and clears more frequently to mobilize 
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the opponent; her playing style was defensive and used the 
technique of smash less frequently. The comparison of the 
technical characteristics in the back court showed that smash, 
clear, and drop shots were important techniques, especially 
clear. To enhance the quality of smash, sports training should 
strengthen students’ strength quality and physical stability. 

V. DISCUSSION 

With the development of science and technology, video 
analysis methods have also been well applied in the field of 
sports. Videos can be processed to find the technical 
characteristics of athletes to help improve the training 
efficiency of athletes [15]. Those methods have mature 
applications in various sports, such as basketball and soccer 
[16] and have excellent performance in athlete detection and 
classification, athlete or ball tracking and trajectory prediction, 
team strategy identification, and sports classification [17]. 

This paper compared the technical characteristics of two 
badminton players through the method of video analysis. In the 
current research on badminton and video analysis, Chen et al. 
[18] investigated badminton trajectories and stroke types and 
applied video analysis methods to real-time analysis of 
badminton matches. Liu et al. [19] designed an end-to-end 
system for racket motion analysis to improve performance in 
court identification, 2D trajectory estimation, and hitting 
recognition. Lin et al. [20] achieved tracking and trajectory 
prediction of moving objects after segmenting video images. 
Their method can predict badminton serve trajectories 
accurately. Ongvises et al. [21] recorded the drop shot in 
badminton with high-speed video and found that the impact 
velocity of the racket was proportional to the velocity of the 
badminton when it left the racket. Most of the comparisons of 
technical characteristics focus on the comparison between the 
world’s best athletes to provide reference for the development 
of international competition and to improve the competitive 
level of the best athletes. There are few analyses between 
excellent athletes and ordinary athletes; therefore, this paper 
compared the technical characteristics of Tai Tzu Ying, a world 
excellent badminton player, with an ordinary college student. 
The results of the video analysis showed significant differences 
between the two players in the usage of front-, middle-, and 
back-court techniques. In general, compared to player A, Tai 
Tzu Ying has the following technical characteristics. 

1) She has a stronger sense of active offense, will fully 

move the opponent’s position, and is good at creating offensive 

opportunities to score. 

2)  She has a stronger sense of occupying the net in the 

front court and is more proactive in receiving and serving to 

wait for opportunities to attack. 

3) She counterattacks in the midfield usually through her 

defensive skills to turn passive into proactive and realize the 

integration of attack and defense. 

4) She used clear, drop, and smash shots in the back court 

to disrupt the opponent’s judgment and take the initiative. 

With the help of video analysis and data analysis, the 
research results of this paper intuitively show the differences in 
technical characteristics between the excellent athlete and 
ordinary athlete, which provides a good reference for better 

understanding the advantages of excellent athletes and the 
shortcomings of ordinary athletes to guide athletes and narrow 
the gap between ordinary athletes and the world’s best athletes. 
This work contributes to the improvement of the competitive 
level of badminton players. 

VI. CONCLUSION 

This paper compared and analyzed the technical 
characteristics of Tai Tzu Ying and a school badminton player 
through video analysis. It was found that there were some 
differences between the two players in the use of different 
techniques. In general, Tai Tzu Ying used lift shots and 
spinning net shots frequently in the front court, used block 
frequently in the middle court, and used drop and smash 
frequently in the back court, which was more flexible and 
aggressive. The comparison of the technical characteristics 
between the two players in this paper provides some 
suggestions for the training of school badminton players 
through analyzing the difference between excellent athletes and 
ordinary athletes in technical characteristics, so that they can 
learn the characteristics of the excellent athletes to improve 
their technical level. This paper also verified the reliability of 
video analysis technology in the sports field. In future research, 
this method can be applied to other sports to help athletes 
improve their technical ability more effectively. However, this 
paper also has some shortcomings. The research sample was 
relatively single, so the study of technical characteristics was 
relatively limited. In future research, more in-depth work is 
needed to further understand the differences between 
outstanding and ordinary athletes. 
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Abstract—Weather conditions have a significant effect on 

humans’ daily lives and production, ranging from clothing choices 

to travel, outdoor sports, and solar energy systems. Recent 

advances in computer vision based on deep learning methods have 

shown notable progress in both scene awareness and image 

processing problems. These results have highlighted network 

depth as a critical factor, as deeper networks achieve better 

outcomes. This paper proposes a deep learning model based on 

DenseNet-121 to effectively recognize weather conditions from 

images. DenseNet performs significantly better than previous 

models; it also uses less processing power and memory to further 

increase its efficiency. Since this field currently lacks adequate 

labeled images for training in weather image recognition, transfer 

learning and data augmentation techniques were applied. Using 

the ImageNet dataset, these techniques fine-tuned pre-trained 

models to speed up training and achieve better end results. 

Because DenseNet-121 requires sufficient data and is 

architecturally complex, the expansion of data via geometric 

augmentation—such as rotation, translation, flipping, and 

scaling—was critical in decreasing overfitting and increasing the 

effectiveness of fine-tuning. These experiments were conducted on 

the RFS dataset, and the results demonstrate both the efficiency 

and advantages of the proposed method, which achieved an 

accuracy rate of 95.9%. 

Keywords—Weather recognition; DenseNet-121; deep learning; 

data augmentation; transfer learning 

I. INTRODUCTION 

Weather conditions have a significant effect on humans’ 
daily lives and production [1], ranging from clothing choices to 
travel, outdoor sports, and solar energy systems. The growth of 
the intelligent transportation field has further prompted the 
development of a system that can automatically detect weather 
conditions [2]. Previously, traditional weather classification 
systems relied on human observation, but these methods are 
prone to error and are also time consuming. Current weather 
recognition systems depend on hardware equipment such as 
sensors [3], but the number of sensors, as well as their upkeep, 
necessitates both installation and regular maintenance, which 
can be expensive. This is especially so considering the impact 
of the weather on the sensors themselves—as the sensors 
weather various conditions, their accuracy may decrease, which 
may lead them to report erroneous weather conditions [4]. 

Recent advances in computer vision have shown notable 
progress in both scene awareness and image processing 
problems. One such study utilized multiple techniques to 
classify, segment, and localize pixels within urban images [5]. 

Research such as this has led to advances in intelligent vision 
systems, which can accurately recognize weather conditions 
using colored images. Due to these advances, as well as the 
presence of security cameras, computer vision systems are 
well-suited for automatic weather detection. Machine learning-
based methods such as support vector machine (SVM), random 
forest, k-NN, and neural networks have since been proposed for 
weather condition recognition. They extract features from 
images, including saturation, contrast, noise, etc. The drawback 
is that these systems utilize multifaceted feature engineering as 
well as manual extraction, both of which increase their 
complexity and decrease their generalizability [6, 7]. 

Deep learning models such as AlexNet [8], VGG [9], 
Inception [10], and ResNet [11] have recently obtained 
outstanding performances in numerous computer vision 
applications, including image recognition, object detection, and 
semantic segmentation [12]. Deep learning models can obtain 
detailed data from weather images, which makes them more 
beneficial than classical machine learning methods. This is 
because deep learning techniques such as convolutional neural 
networks (CNNs) and ResNet have the capability to extract 
rich, abstract, and semantic information. For weather 
recognition in particular, they obtain better information than 
other techniques. Deep learning is, therefore, a more advanced 
machine learning method, one that can solve complicated 
problems that often stump traditional methods [13]. 

To further improve performance, researchers have 
constructed deeper and deeper CNNs, as the additional layers 
improve optimization. For example, AlexNet (the winner of 
ILSVRC2012) consists of eight layers, including five 
convolutional layers and three fully connected layers, VGG19 
consists of 16 convolutional layers and three fully connected 
layers. Inception (the winner of ILSVRC2014) is composed of 
21 convolutional layers and a single fully connected layer. 
Though these additional layers improve optimization, they 
increasingly expose CNNs to the critical issue of vanishing 
gradients. Several approaches have been proposed to address 
this, such as ReLU activation [14], batch normalization [15], 
and powerful weight initialization [13]. A second problem also 
arose, in that not all deep CNNs could be easily optimized. This 
has been addressed through two methods: the first is highway 
networks [16], which allow 2D-CNNs to connect via a memory 
device, thus training highway networks through gradient 
descent. The second is ResNets (the winner of ILSVRC2015), 
which simplified the former technique using a skip connection 
device, allowing deeper layers to receive data. The latter is 
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more efficient than the former. DenseNet architecture further 
improved upon this by connecting all layers with the CNN, 
thereby improving data flow [17]. 

This paper proposes a system based on a DenseNet-121 
deep learning model  to classify weather conditions from 
images. DenseNet has achieved excellent performance, while 
also utilizing less memory and processing power than other 
state-of-the-art techniques. The proposed system can be utilized 
in the monitoring of traffic conditions, intelligent transit 
systems, and auxiliary driving features in automobiles, among 
others. The main advantage of DenseNet-121 is that it addresses 
vanishing gradients, which has multiple positive effects: one, it 
lessens the training burden of deep learning models; two, it 
allows for the reuse of features; and three, it lowers parameter 
use as compared to other popular deep learning models. The 
largest challenge in implementing this model was the lack of a 
labelled training dataset, and so two techniques were 
implemented: transfer learning and data augmentation. The 
former uses an ImageNet [18] dataset to pretrain the model, 
which decreases training time. The latter prevents overfitting, 
and also improves fine-tuning, by increasing the size of the 
training set based on image geometric transformations such as 
rotation, translation, flipping, and scaling. Overall, the 
proposed system is efficient, effective, and responsive, which 
allows it to make the best possible decisions even in poor 
weather conditions. The contributions of this paper are as 
follows: 

• This paper presents a deep learning-based method using 
DenseNet-121 to effectively classify weather conditions 
from images in real time. The results have shown 
importance of model depth, as deeper models offer 
better results. 

• To train the DenseNet-121 model, the proposed model 
needed large amounts of data. To circumvent the 
difficulty of obtaining additional weather images, this 
paper applied transfer learning and geometric image 
data augmentation techniques to reduce convergence 
time and increase performance. 

The remainder of the paper is organized as follows: Section 
II provides the recent related works. Section III describes the 
model in detail. Section IV presents and discusses the 
experimental results. Finally, the conclusions and future works 
are presented in Section V. 

II. RELATED WORKS 

Early weather classification methods often extracted 
powerful features, a process that needed elaborate, hand-crafted 
features. Other methods utilized machine learning algorithms 
for classification, such as support vector machine (SVM), 
random forest, and K-NN. For example, Roser and Moosmann 
[6] proposed a method to define regions of interest. They 
employed a color histogram to extract the feature space, which 
was then passed into SVM to classify the weather images. The 
research in [19] concatenated the features extracted from a 
gradient amplitude histogram, the HSV color space, and road 
information. The extracted features were then fed into an 
AdaBoost algorithm to assign the image its weather label. 
Lagorio et al. [20] designed a statistical model based on a 

mixture of Gaussians to identity weather conditions from 
images. This mixture can identify both spatial and temporal 
changes, which assists the model in identifying the weather 
input. The downside of this method is that it cannot capture all 
weather events; it can only be implemented in particular 
conditions. Shen and Tan [21] built a weather condition 
detector, which can identify, for example, cloudy versus sunny 
weather using light illumination. In general, the methods that 
utilized hand-crafted weather features did not recognize 
weather conditions accurately. 

Recently, improvements in the fields of deep learning and 
CNNs have been applied to weather recognition tasks. New 
research has utilized deep learning algorithms for classifying 
weather from images. For instance, Xiao et al. [22] presented a 
MetaCNN for classifying weather phenomena. MetaCNN is a 
modified version of the VGG16 [9] model. In MetaCNN, the 
authors replaced the fully connected layers in VGG16 with a 
single, global, average pooling layer. The final output was a 
softmax that estimated the probability distribution for each 
weather class label. The authors introduced a new dataset called 
the weather phenomenon database (WEAPD) that consists of 
6,877 images for 11 different weather classes. Other 
researchers, such as Huang and Chang [23], employed a self-
organizing map (SOM) to automatically classify weather 
images based on six variables at five different weather stations 
in Taiwan. Xia et al. [24] modified ResNet-50 to ResNet-15 to 
classify weather images, where the convolutional layers 
extracted the weather features that would be fed into the 
softmax function for classification. Guerra et al. [4] proposed a 
framework to classify weather as rain, fog, or snow using super-
pixel masks that enhanced the input image. Then, the features 
were extracted using a pre-trained CNN and passed into an 
SVM for classification. Zhaoa et al. [1] developed a CNN-RRN 
model for multi-class weather on a single image, where the 
CNN was exploited to extract features. Next, the channel-wise 
attention model chose the most discriminative features; the 
convolutional LSTM was then used to estimate the weather 
class label. These deep learning methods of weather recognition 
are generally superior to traditional methods, but the limitations 
are as follows: one, these methods utilize large datasets, and 
two, they require a high-end GPU for training, making them 
computationally expensive. 

Due to the great performance of DenseNet architecture, it 
has been used in diverse areas, including disease diagnosis, in 
the detection of Alzheimer's disease using an MRI [25], 
COVID-19 from chest images [26], and plant diseases [27]. 

Depth is an important consideration in improving the 
findings of deep learning models. Because of this, the proposed 
model is based on DenseNet-121, which has dense connections 
and thereby increases accuracy. These connections are 
advantageous because they utilize feature reuse to remain 
compact; use feed-forward networks; lower the number of 
parameters needed; increase feature propagation; and 
encourage feature generation, all of which increase accuracy 
and speed. 

III. PROPOSED MODEL 

The workflow of the proposed system is shown in Fig. 1. 
First, the pretrained DenseNet-121 model was loaded. This 
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model was trained on ImageNet for weight initialization. The 
last layer was removed and replaced with a softmax with three 
neurons, where each neuron predicts the weather condition 
class (rain, fog, or snow). Then the model was re-trained and 
fine-tuned with the RFS dataset. In the testing phase, this 
trained model was efficiently used to estimate weather 
conditions. 

 

Fig. 1. The Workflow of the Proposed System. 

A. Model Architecture 

This paper utilized a Dense Convolutional Network 
(DenseNet) [28] comprised of 121 layers to classify weather 
images. DenseNet is a special kind of CNN that was originally 
proposed by Huang et al. It achieved state-of-the-art results on 
several image classification datasets, such as Cifar-10 and 
SVHN. In a DenseNet architecture, layers are connected with 
dense blocks, meaning that each layer utilizes inputs from all 
previous layers in order to create a feature map that will send 
data to all of the following layers. Therefore, the 𝑙𝑡ℎ-layer 
receives all previous features maps (𝑥0, 𝑥1, … … , 𝑥𝑙−1 ) as 
inputs: 

𝑥𝑙 = 𝐻𝑙([𝑥0, 𝑥1, … … , 𝑥𝑙−1 ])            (1) 

Here, [𝑥0, 𝑥1, … … , 𝑥𝑙−1 ] represents the concentration of all 

previous feature maps of 𝑙𝑡ℎ- layer. 𝑥𝑙 is the output of the 

𝑙𝑡ℎ layer, and 𝐻𝑙 represents 𝑙𝑡ℎ layer, which is a composition 
function consisting of three successive operations including 
batch normalization, a ReLU activation function, and 
convolution. DenseNet is similar to methods such as ResNet, 
but the latter combines previous layers with future layers while 
DenseNet concatenates layers instead. DenseNet approaches 
the problem of vanishing gradients by reusing features which 
also reduces the number of parameters. As shown in Fig. 2, 
DenseNet-121 utilizes four dense blocks. Between each block 
is a transition layer that utilizes down-sampling on the feature 
maps to create a 1× 1 convolution as well as a 2× 2 average 
pooling layer. The dense blocks comprise multiple 
convolutional layers, which are connected in series and serve as 
cross-layer connections between distant layers. To increase 
non-linearity, DenseNet-121 utilizes a ReLU activation 

function to increase non-linearity. The proposed ReLU 
activation is defined as follows: 

𝑅𝑒𝐿𝑈(𝑥) = max (0, 𝑥)              (2) 

The last layer is a fully connected layer with a softmax 
function that predicts the probability of a weather image class. 

The softmax is defined by the following equation: 

 𝑠𝑚(𝑧)𝑖 =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝐶

𝑗=1

   for 𝑖 = 1, … … , 𝐶           (3) 

Here, 𝑧 = (𝑧1, … … , 𝑧𝐶) ∈ ℝ𝐶. 𝑧 is the input vector, and the 
exponential is implemented for each value 𝑧𝑖. Note that the sum 
of output vector 𝑠𝑚(𝑧) is equal to 1. A summary of the 
DenseNet-121 model layers is presented in Table I. 

 

Fig. 2. The DenseNet-121 Architecture, which Consists of Four Dense 

Block Layers and Three Transition Layers. 

TABLE I. LAYERS DETAILS OF DENSENET-121. THE DENSENET-121 HAS 

6, 12, 24, 16 LAYERS IN FOUR DENSE BLOCKS 

Layers Output size DenseNet-121 

Convolution 112 ×  112 7 ×  7 conv, stride 2 

Pooling 56 ×  56 3 ×  3 max pool, stride 2 

Dense Block (1) 56 ×  56 [
1 × 1 𝑐𝑜𝑛𝑣
3 × 3 𝑐𝑜𝑛𝑣

] ×  6 

Transition layer (1) 

56 × 56 1 × 1 𝑐𝑜𝑛𝑣 

28 × 28 
2 × 2 average pool, stride 

2 

Dense Block (2) 28 × 28 [
1 × 1 𝑐𝑜𝑛𝑣
3 × 3 𝑐𝑜𝑛𝑣

] ×  12 

Transition layer (2) 

28 × 28  1 × 1 𝑐𝑜𝑛𝑣 

14 × 14 
 2 × 2 average pool, 

stride 2 

Dense Block (3) 14 × 14 [
1 × 1 𝑐𝑜𝑛𝑣
3 × 3 𝑐𝑜𝑛𝑣

] ×  24 

Transition layer (3) 

14 × 14 1 × 1 𝑐𝑜𝑛𝑣 

7 × 7 
2 × 2 average pool, stride 

2 

Dense Block (4) 7 × 7 [
1 × 1 𝑐𝑜𝑛𝑣
3 × 3 𝑐𝑜𝑛𝑣

] ×  16 

Classification layer 
1 × 1 

 7 × 7 global average 

pool 

 Softmax layer 
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B. Transfer Learning 

The deep DenseNet-121 model requires a large training set 
to increase its accuracy rate, but collecting labelled weather 
images is difficult. Transfer learning (TL) has been proposed as 
a common technique to address this limitation. The TL strategy 
pre-trains a model on a large, labelled dataset and then transfers 
the gained knowledge (learned weights) to other related tasks 
within the same architecture design. It treats the model as a 
starting point in the target task’s training, which avoids the 
process of training the model from scratch with random weight 
initializations. Once TL is complete, the last layer must be 
altered to the number of required classes and then fine-tuned on 
the target dataset of interest. Recent research has demonstrated 
that TL improves performance rates compared to training a 
model from scratch on a small dataset. In addition, TL enhances 
generalization, reduces both overfitting training time, and 
decreases the labeled data required. Recently, TL has been 
applied widely in computer vision and natural language 
processing applications [29]. 

This research used a DenseNet-121 model pre-trained on 
the ImageNet dataset, which is composed of 1.2 million colored 
images in 1000 categories; therefore, the initialization of 
DenseNet-121 weights came from the pre-trained model. The 
output layer was removed and replaced with another layer 
containing three neurons, each matching up to a weather class 
label. A softmax function was applied in the final layer of the 
proposed model to predict the probability of each class as the 
output. Finally, the model was trained and fine-tuned across all 
layers on the RDF weather dataset. 

C. Image Data Augmentation 

Another way to deal with a limited training set is image data 
augmentation. This technique alters the images in the existing 
training set. This leads to an increase in the number of 
examples, and therefore the diversity, in the training set. 
Another advantage to data augmentation is the reduction of 
overfitting. Data augmentation can be divided into two main 
classes: geometric and color transformations. Geometric 
augmentation affects only the location of the pixels (e.g., 
flipping, shifting, cropping, and resizing) as illustrated in Fig. 
3. In contrast, color augmentation modifies the values of the 
image pixels (e.g., blurring and color distortion). Since the 
color of weather images plays a critical role in recognizing the 
weather, this paper only applied geometric augmentation to 
increase the training set while keeping the image pixel values. 
The geometric augmentation was performed as follows: 

• Rotation was performed by rotating the image between 
0 and 360 degrees randomly. This research rotated the 
images randomly in range from 0 to 45. 

• Flipping flipped the image across the x and/or y axis. 

• Translation moved the image horizontally or vertically 
(or both). Width translation and height translation were 
ranges (as a fraction of the total width or height) within 
which images were randomly translated vertically or 
horizontally. 

• Cropping removed part of the image. 

• Scaling increased or decreased the size of the image. 

 

Fig. 3. Different Methods of Data Augmentation Including Rotation, 

Flipping, Translation, and Cropping and Resizing. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Dataset 

In this work, we used the Rain Fog Snow (RFS) weather 
dataset. This is an open source dataset that was proposed by [2] 
to support computer vision and deep learning applications in 
classifying weather via images. The images are collected from 
different locations with different environmental settings. Each 
class contains 1100 images. Fig. 4 shows a sample of the RFS 
dataset for each weather class. This dataset is particularly 
effective for this research because it contains quality images, 
various environments, and targeted labels. All images were 
resized to 224 × 224 × 3 for suitable input into our DenseNet-
121 model. We randomly selected 800 images for training and 
300 for testing for each class. 

B. Pre‑processing 

Image pre-processing is significant in deep learning models. 
Min-max normalization is one of the common techniques used 
to rescale and transform original image pixels into an 
appropriate size, typically a range between 0 and 1. This 
removes biases by eliminating differences in magnitude. As a 
result, this normalization accelerates training and enhances the 
model’s performance. In this paper, we normalized the image 
pixels in a range from 0 to 1 using the following equation: 

𝑥′ =
𝑥−min (𝑥)

max (𝑥)−min (𝑥)
             (4) 

where 𝑥 is the original pixel value, 𝑥′ is the new value, and 
min (𝑥) and max(𝑥) represent the minimum and maximum 
pixel values of the image, respectively. 

 

Fig. 4. A Sample of RFS Dataset for each Class. Each Column Represents 

One Class. 
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C. Training Setting and Model Implementation 

The proposed system was implemented in Python. 
DenseNet-121, and other deep learning models, were 
developed using the PyTorch framework. The experiments 
were then performed using Google Colab Pro to access a faster 
GPU. Adam [29] optimizer was also used to optimize the 
weights and biases of the DenseNet-121 with a learning rate of 
0.001 and a momentum set to 0.9. The batch size was set to 64 
and the number of epochs to 100. The formula for updating 
weights based on Adam optimizer is defined as follows: 

𝜃𝑡+1 =  𝜃𝑡 + ∆𝜃𝑡              (5) 

where 

𝑣𝑡 =  𝛽1 ∗  𝑣𝑡−1 − (1 − 𝛽1) ∗ 𝑔𝑡            (6) 

𝑠𝑡 =  𝛽2 ∗  𝑠𝑡−1 − (1 − 𝛽2) ⋆  𝑔𝑡
2            (7) 

∆𝜃𝑡 = −𝜆
𝑣𝑡

√𝑠𝑡+𝜖
∗ 𝑔𝑡             (8) 

Here, 𝜆 indicates the initial learning rate, 𝑔𝑡 is the gradient 
with respect to 𝜃𝑡 at time 𝑡. 𝑣𝑡 represents the first moment 
estimate, 𝑠𝑡 is the second moment, and 𝛽1 and 𝛽2 are 
hyperparameters. The values of 𝛽1 and 𝛽2 are set to 0.9 and 
0.99, respectively. To minimize the loss function, the proposed 
model utilized a backpropagation algorithm. This research 
employed categorical cross-entropy as the loss function, 
defined as follows: 

ℒ(𝜃) = −
1

𝑛
∑ ∑ 𝑦𝑖,𝑗  log ( 𝐶

𝑗=1
𝑛
𝑖=1 �̂�𝑖,𝑗)           (9) 

where 𝑦 is the correct output, �̂� is the predicted output, 𝑛 
represents the number of training samples, and C is the number 
of classes (𝐶 = 3). 𝐿2 regularization was implemented to 
alleviate overfitting with a weight decay value of 10−4. Data 
augmentation was implemented using Transforms from the 
Torchvision library. It contains multiple transforms, which 
allowed for different types of augmentation on the images. The 
proposed model was initialized with weights that were pre-
trained on ImageNet dataset. Doing this allowed this research 
to leverage the pretrained model. Then, the model was 
customized to weather recognition by training and finetuning it 
on the weather dataset. 

D. Results and Discussion 

To gauge the efficacy of the proposed system for labelling 
weather conditions from images using DenseNet-121, the 
proposed system was compared to deep learning models that 
obtained state-of-the-art results in a variety of computer vision 
tasks. These models include AlexNet [8], VGG16 [9], Inception 
[10], and ResNet-18 [11]. To evaluate the performance of the 
model, this research used accuracy to measure performance. 
The accuracy of the testing set was computed as follows: 

𝐴𝑐𝑐 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

Total number of testing examples
          (10) 

To compute this, the proposed DenseNet-121 model was 
trained on the FRS training set. Once this was completed, this 
research tested the proposed model and received, as an output, 
the classification results, which were one of three weather 
conditions: fog, rain, or snow. The accuracy of this model’s 

recognition was then tested on over 900 test images. The results 
are shown in Table II and Fig. 5. The proposed model obtained 
the best average accuracy l, with a rate of 95.6%, followed by 
ResNet-18, AlexNet, VGG16, and Inception, respectively. 
DenseNet-121 had an accuracy at least 2% higher than the other 
deep learning models. 

The results also show the accuracy of each category for each 
deep learning model. Among them, the proposed model 
achieved an accuracy rate on foggy images of 97.55%, 93.55% 
on rainy images, and 96.98% on snowy images. This means that 
the proposed DenseNet-121 model achieved superior results on 
classifying weather conditions from all three image types. 

This research also studied the effect of TL for training a 
model versus training one from scratch with random weights. 
To do this, this paper evaluated the performance of the 
proposed DenseNet-121, trained with initial weights set to the 
pre-trained model from ImageNet dataset, as compared to a 
second DenseNet-121 model that was trained from scratch with 
random weights at initialization. Table III displays the results. 
By utilizing weight initialization, the pre-trained model 
achieved an accuracy of 95.9% as compared to 91.3% for the 
model trained from scratch. Performing TL allows the 
necessary features to be extracted from ImageNet; by doing 
this, the data is used more efficiently and thereby the proposed 
model is trained to identify weather conditions more easily. A 
DenseNet-121 model with random weight initialization 
obtained accuracy rate of about 59% after the first iteration (see 
Fig. 6 (a)), while DenseNet-121 based on transfer learning 
obtained an accuracy rate of 85% after the first iteration. As 
shown in Fig. 6, the proposed TL model converged in fewer 
iterations than the model that started with random weights, in 
respect to loss and accuracy rate. This decreased the 
computation time. 

TABLE II. ACCURACY COMPARISONS OF THE PROPOSED METHOD WITH 

DIFFERENT DEEP LEARNING MODELS 

Model 
Foggy 

(%) 

Rainy 

(%) 

Snowy 

(%) 

Avg. Accuracy 

(%) 

VGG16 [9] 93.81 93.54 92.56 93.2 

Inception [10] 88.89 89.00 93.40 90.3 

AlexNet [8] 92.43 92.64 95.53 93.5 

ResNet-18 [11]  92.47 90.79 94.30 93.7 

DenseNet-121 

(proposed model) 
 97.55 93.55 96.98 95.9 

 

Fig. 5. Comparison of Average Accuracy for different Models. 
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(a) 

 
(b) 

Fig. 6. (a) The Testing Accuracy Achieved from the DenseNet-121 Models 

Trained from Scratch and with TL. (b) The Loss Values Obtained for the 

DenseNet-121 Models Trained from Scratch and TL. 

TABLE III. COMPARISON OF ACCURACY RATE OF DENSENET-121 BASED 

ON WEIGHT INITIALIZATION APPROACH 

Weight Initialization Approach Accuracy (%) 

Random weight initilization 91.3 

Pretained from ImageNet 95.7 

Deep learning models require massive amounts of training 
to achieve high accuracy. The training examples are augmented 
by rotation, flipping, and shifting, and the accuracy has been, 
therefore, improved. In addition, pre-training DenseNet-121 
with a large dataset such as ImageNet further improved the 
performance, and the model learned faster than the one trained 
from scratch. Data augmentation plays a significant role in 
reducing overfitting in particular when the training set is small. 

These results suggest that the performance of the proposed 
model outperformed previous research and state-of-the-art 
techniques. Continued hardware and software advances will 
enable researcher to build deeper neural networks, which have 
higher representation power than shallower ones. These results 
demonstrated the importance of network depth, as networks 
with more layers achieved better outcomes. One of DenseNet’s 
advantages is its increased flow of information and gradients, 
which improves training time. Each layer can access both the 
loss function and the original input, creating a deep supervision 
that trains deep architectures. In addition, feature propagation 
allows for the repetition, and efficient use, of features. It also 
reduces the parameters needed and, therefore, reduces the 
calculations needed, all of which is an advantage because 

DenseNet layers are narrow. They may have only 12 filters per 
layer, and may add only a small set of feature maps to the 
network’s collective knowledge; it is the final classifier that 
uses all the feature maps to make a decision. This paper’s 
results and analysis show that the proposed model classifies 
weather conditions accurately by utilizing DenseNet features 
effectively. Furthermore, the proposed model also works well 
in real-time environments, which is another advantage. 

V. CONCLUSIONS AND FUTURE WORKS 

Weather conditions have a significant impact on daily 
activities. Deep learning models have shown promising results 
in numerous computer vison and image analysis tasks. Recent 
research has demonstrated that CNNs can be deeper, and also 
more accurate and efficient, if there are shorter connections 
between the inputs and outputs. To test these hypotheses, this 
paper employed DenseNet-121 to recognize weather conditions 
from images. The results demonstrated that the proposed 
system, based on a DenseNet-121 model with transfer learning 
and data augmentation, maximized the accuracy rate with a 
small number of training examples. This paper also 
implemented and evaluated popular deep learning methods for 
recognizing weather conditions from images. 

Future works will focus on simplifying the DenseNet-121 
architecture to fit with edge devices while keeping the same 
performance. In addition, future research should apply self-
supervised learning to utilize an unlabelled training set in pre-
training, so that the proposed model can learn discriminative 
features. 
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Abstract—The application of the current new generation 

communication technology is gradually diversified, and the global 

Internet users are increasing, leading some large enterprises to 

increasingly rely on faster and more efficient big data processing 

technology. In order to solve the shortcomings of the current big 

data processing algorithms, such as slow computing speed, 

computing accuracy to be improved, and poor online real-time 

learning ability, this research combines incremental learning and 

sliding window ideas to design two improved radial basis function 

(RBF) neural network algorithms with Gaussian function as the 

kernel function. The Duffing equation example and the data of 

"Top 100 single products for Taobao search glasses sales" were 

used to verify the performance of the design algorithm. The 

experimental results of Duffing equation example show that when 

the total sample is 100000, the mean square errors of IOL, SWOL, 

SVM and ResNet50 algorithms are 1.86e-07, 1.59e-07, 3.37e-07 and 

2.67e-07 respectively. The experimental results of the data set of 

"Top 100 SKUs for Taobao Search Glasses Sales" show that when 

the number of samples in the test set is 800, the root mean square 

errors of IOL, SWOL, SVM and ResNet50 algorithms are 0.0060, 

0.0056, 0.0069 and 0.0073 respectively. This shows that the RBF 

online learning algorithm designed in this study, which integrates 

sliding windows, has a stronger comprehensive ability to process 

big data, and has certain application value for improving the 

accuracy of online data based commodity recommendation in e-

commerce and other industries. 

Keywords—Gaussian function; RBF; big data processing; 

incremental learning; sliding window 

I. INTRODUCTION 

With the popularization of cloud computing, the Internet of 
Things and other technologies, a large number of industries 
began to explosively appear massive data, and the types of data 
also increased significantly, which began to show more and 
more characteristics of big data [1]. However, although the 
large data set has a large amount of data and low value density, 
it is still of great analysis and calculation value to discuss it as 
a whole, and some key information that is conducive to 
improving the business competitiveness of enterprises or the 
level of government services can be mined from the huge data 
[2-3]. However, it puts forward higher requirements for the 
processing speed and precision of the algorithm. At the same 
time, under the big data environment, there is another kind of 
more application demand, that is, the analysis model is updated 
regularly and in real time according to the updated data, so that 
the algorithm can meet the requirements of real-time update 
with the input data [4]. Traditional offline algorithms can not 
meet the needs of big data application scenarios for data mining, 

and the processing accuracy and speed of mainstream online 
learning algorithms used in the market are still poor. Therefore, 
it is necessary to design data analysis algorithms that more 
closely match big data application scenarios, which is also the 
main motivation for this study, The expected result is that the 
improved neural network algorithm designed in this research 
can improve the efficiency and accuracy of big data processing. 

II. RELATED WORKS 

Experts in the fields of Internet of Things, e-commerce, 
communication and information have carried out a large 
number of researches involving various aspects for the rapid 
analysis and mining of big data. Valerio et al. found that 
processing online social big data fused with multimedia data 
sources is highly complex, so the research team evaluated two 
current state-of-the-art big data processing architectures, 
namely Lambda and Kappa, the discussion results show that for 
the investigated problem, Lambda outperforms the Kappa 
architecture [5]. The Habeeb research team believes that 
network anomaly detection is the key to Internet security. 
However, the survey results show that the existing methods for 
detecting network anomalies are not effective enough. The 
reason is that the devices connected to the network accumulate 
a large amount of data, which greatly increases the difficulty of 
algorithm detection. Therefore, the author first explains the 
current main methods of real-time big data processing, anomaly 
detection machine learning algorithms, and then reviews big 
data processing techniques. Finally, the research challenges of 
real-time big data processing in anomaly detection are 
discussed [6]. Zhang et al. proposed a near-computation-
enhanced big data processing architecture that can better handle 
big data and its corresponding applications. The structure 
consists of near-edge computing and far-edge computing units. 
Simulation and experimental results show that the task 
assignment and architecture proposed by the author have 
certain effectiveness [7]. Lwin designed an extended program 
toolkit that can assist GIS to process meteorological and 
geographic big data in view of the weak ability of processing 
big data in current geographic information systems. The test 
results show that the toolkit can effectively improve geographic 
the speed and precision with which information systems 
process big data [8]. Cigna F et al. found that with the increase 
of satellite tasks and the increase of task complexity, the big 
data processing method of communication system is more and 
more difficult to meet the needs of use, so they designed an 
improved satellite big data combining deep learning algorithm 
and online learning idea. The simulation experiment results 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

567 | P a g e  
www.ijacsa.thesai.org 

show that the model can shorten the time-consuming system 
processing satellite big data and improve the processing 
accuracy [9]. Muhammad et al. found that as the amount of data 
collected during manufacturing increases, monitoring systems 
are becoming an important factor in management decisions. 
Therefore, the researchers propose a real-time monitoring 
system that combines IoT sensors, big data processing, and 
hybrid predictive models. The results show that IoT-based 
sensors and the proposed big data processing system are 
sufficient to effectively monitor the manufacturing process. 
Furthermore, the proposed hybrid prediction model has better 
fault prediction accuracy than other models when sensor data is 
input [10]. Wang et al. believe that with the increasing global 
requirements for public safety governance, various surveillance 
sensors installed and used provide a large amount of data for 
public safety decision makers and managers, and traditional 
data mining algorithms cannot well summarize these large data. 
The data value contained in the data, so the author designed a 
big data mining algorithm that mixes simulated annealing 
algorithm and RBF neural network. The experimental results 
show that the algorithm compared with the neural network and 
machine learning algorithm can better mine the abstract high-
dimensional features in the data, and improve the accuracy of 
the analysis results [11]. 

To sum up, experts designed a variety of improved 
algorithms or improved hardware systems to solve the problem 
of low efficiency of big data processing in communication, 
industrial production and other fields, and achieved various 
research results. However, most of the algorithms they designed 
are complex, difficult to train and time-consuming, and few of 
them can realize the function of real-time algorithm updating 
based on new samples. Most importantly, the solutions 
proposed in these studies are often only for a certain sub field 
of big data processing, with poor universality. In view of these 
shortcomings, this research attempts to use a relatively simple 
RBF neural network to build a processing algorithm for various 
types of big data in e-commerce, Internet of Things and other 
industries that can realize online learning. 

III. DESIGN OF IMPROVED RBF BIG DATA PROCESSING 

ALGORITHM BASED ON GAUSSIAN FUNCTION 

A. Construction of RBF Algorithm Integrating Gaussian 

Function and Incremental Learning 

After the training data scale increases significantly, the 
algorithm training time will also increase. If the training time 
does not change significantly, the computer needs to have 
stronger computing power [12-13]. In addition, if there are 
sample types that do not exist before in the increased samples, 
the algorithm trained to a certain extent cannot adapt to this 
change well. According to the traditional solution, the model 
should be retrained at this time. However, the re-learning 
process needs to retain most of the data left before, which will 
put forward higher requirements for database data storage [14]. 
Therefore, the incremental learning method can be used to solve 
such problems, because the original data is not necessary for the 
training of the incremental learning algorithm, so that it is less 
affected by the data size and requires more data storage 
capacity. It is more suitable for processing continuous large-
scale real-time data [15]. 

The algorithm used in this study is built on the basis of RBF 
neural network. The RBF neural network is a neural network 
used to simulate the signal reception and processing between 
neurons in the human brain, so as to convert the linearly 
inseparable data in low-latitude space into linearly separable 
data in high-latitude space, and then cooperate with the 
combination of data layers to classify and regress the data. The 
typical structure of the network is shown in Fig. 1. 
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Fig. 1. Typical Structure of RBF Neural Network. 

RBF neural network has the advantages of simple structure, 
fast training speed, good local optimality of algorithm output 
solution, and high approximation accuracy [16]. The RBF 
neural network consists of three structures: input layer, hidden 
layer, and output layer. It is a feedforward neural network and 
has the performance of approximating complex nonlinear 
functions. This ability is mainly provided by the hidden layer 
[17-18]. The hidden layer in the RBF neural network plays a 
linking role in the whole network. It is not only used to process 
the input vector using the specified basis function mapping, but 
also responsible for adjusting the weights to obtain the abstract 
integrated data of the output. 

The following is a detailed discussion of incremental online 
learning and an analysis of the way it is incorporated into RBF 
neural networks. When a large data set is given, u one sample 

is selected as the initial training set, and one sample is added 
during the incremental learning model construction process L
(taking into account the application scenario of this research, 
the L value is 1), and the online model The input data matrix is 
constructed recursively, that is, the matrix of the previous stage 
is the calculation basis of the adjacent matrix, and the algorithm 
will continue to construct the data matrix until the samples are 
added, which is the core idea of incremental learning [19]. To 
achieve incremental learning, the following three conditions 
need to be met at the same time. First, the model must be able 
to learn data features that are different from the previous 
samples. That is to say, if the samples in the input data set 

( , )j jx y have already appeared in the previous model training 

stage However, when it reappears in the application scene, it 
will be treated as a new instance of the old class. Finally, when 
there is a sample in the application scenario that the model has 
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never seen during training ( , )m mx y , it will be treated as a new 

category. Secondly, during incremental learning, only new data 
and categories that have not appeared in the application 

scenario are ( , )k kx y used as training sets [20]. In general, 

incremental learning mainly has the following three 
implementations. The first is to filter the most informative 
samples, the second is to use a combination of multiple trained 
models to form an integrated model, and the third is to adjust 
the model. indicators and parameters. 

It can be seen from the above content that the sample set in 
incremental learning is in an increasing state, that is, with t the 

increase of running time, the sample set  ,
i t

i i i t
X Y

=

=
, or 

 ( , )i ix y a fixed new 1L = sample will be added each time, if 

1 2( ) [ , ,..., ]tx t x x x= , 
1 2( ) [ , ,..., ]T

ty t y y y= , and 
n

tx R , are 

assumed 
ty R . Then the RBF matrix whose kernel function 

used in this study is a Gaussian function can be expressed in the 
form of Equation (1). 
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where () is the Gaussian kernel function, the radial basis 

function can be expressed by formula (1), 

1

( ) ( )
t

i i

i

f x x x 
=

= −              (2) 

However, when using the RBF algorithm based on the 
Gaussian kernel function to build a big data processing model, 

it is also necessary to satisfy ( ) ( )i if x F x= or 
iF A =  , where 

A is the radial basis kernel function, [ (1), (2),..., ( )]TF F F F t=

, when the function A is a positive definite function or the 
sample points of formula (2) do not coincide, there is formula ( 
3). 

1ˆ A F −=                (3) 

It can be seen from formula (3) that ̂ the inverse function 

of the radial basis kernel function needs to be calculated first, 
but when the A dimension is high, the calculation of the inverse 
matrix consumes a large amount of calculation, so the block 

matrix technique is used to calculate 1A− . It can 
1tA +

be 

obtained by 
tA recursion, and the calculation formula between 

the two is deduced below. Observing 1tA + the 
tA elemental 

composition of and, it is found that the former can be written in 
the form of formula (4). 

1
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t
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A H t
A

H t f t
+

 
=  
 

             (4) 

In formula (4), ( ) ( )1 1 1( ) [ ,..., ]T

t t tH t x x x x + += − − , 

( )1 1( ) t tf t x x + += − . Now define a block matrix 

11 12
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. And when 1B− both 1

11B− exist, there is the 

relationship of formula (5), 
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In Equation (5), 
11B , 

12B , are respectively a symmetric 

matrix and a column vector I , and .
21B ., 

22B is TI a non-zero 

scalar vector q , 
1

22 21 11 12A B B B B−= −  and if , Equation (5) can 

be simplified to Equation (6), 

1

1 11 0

0 0

TB
B R R Z

−

−
 

= +   
              (6) 

In formula (6) 
1

11

TR I B E− =  −  , 
1 1

11( )TZ q I B I− −= −   , 

can be obtained by using the block matrix inversion method 
1

1tA−

+
, see formula (7). 

1

1

1 1 1 1

0
( 1) ( 1) ( 1)
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−
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In formula (7) 1

1( 1) ( ) ,
T

t

tr t H t A E− + =  −  , it can be seen 

from the 
1

1

1( 1) ( ) ( ) ( )T

tZ t f t H T A H t
−

− + = −    observation of 

formula (7) that it 
1

1tA−

+
can be obtained by 

1

tA−
calculation, and 

when it t is small, it 
1

tA−
can be directly obtained. According to 

the above two points, the large matrix inversion operation 
process can be effectively avoided, thereby improving the 
overall calculation efficiency of the algorithm. According to the 
above design content, an improved RBF neural network 
algorithm based on the fusion of Gaussian kernel function and 
incremental learning can be constructed, and the training 
process is shown in Fig. 2. 
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Fig. 2. The Training Flow Chart of the Improved RBF Neural Network 

Algorithm based on Gaussian Kernel Function and Incremental Learning. 
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B. Design of Improved RBF Algorithm Combined with 

Windowed Online Learning Ideas 

The improved RBF algorithm based on incremental 
learning designed in the above content has significant 
advantages when dealing with static big data, which can 
simplify the training process and greatly reduce the training 
time of the algorithm. However, when using this algorithm to 
deal with another form of big data, that is, dynamic streaming 
big data that cannot be collected at one time, because dynamic 
streaming big data is real-time, volatile, bursty, disordered, and 
infinite. The improved RBF algorithm based on incremental 
learning previously designed is used to deal with static big data 
and dynamic big data, and the computing performance is 
obviously limited, so another processing algorithm needs to be 
designed for this data form. This research decided to build a 
windowed learning model by combining radial basis functions 
and sliding fixed-length windows on the basis of the improved 
algorithm of incremental learning RBF. 

The windowed online learning algorithm is an online 
learning algorithm based on a sliding window. In this 
algorithm, new samples can only be added to the window after 
deleting an old sample, and the total length of the window 
remains stable. At the same time, in the process of dynamically 
updating the data set, the data newly added to the algorithm is 
processed, and the online processing of streaming dynamic big 
data is realized. Windowed online learning has the following 
advantages. First, the historical data used by the training 
algorithm does not need to be stored in a special technology, 
which can reduce computer memory consumption. Secondly, 
this type of algorithm can efficiently use the previously trained 
data while processing the new data, reasonably reduce the 
processing time of the new data, and reduce the time length of 
the algorithm. At the same time, in the windowed online 
learning algorithm, since the training samples are continuously 
updated and the historical training results are retained to a 
certain extent, the accuracy of the algorithm can be 
continuously improved. The last point, which is also the main 
reason for this research to choose this technology to improve 
the RBF network, is that the windowed online learning 
algorithm can update the window by overlapping online, which 
ensures that no matter how many samples are added, the single 
training time of the algorithm remains unchanged, so as to 
improve the training efficiency and effectively solve the 
processing problem of streaming dynamic big data. 

The fixed-length sliding window strategy is adopted here, 
that is, each time a new sample is input in the algorithm, an old 
sample will be deleted at the same time, so as to maintain the 
total number of samples in each training. Assuming that the 

sample  
1

,
i t m

i i i t
T x y

= + +

=
= will be updated with time t , the 

sample set can be expressed as  ( ), ( )x t y t , 
ix , ( )x t are the 

features of the variable sample, t the feature vector of the input 

sample set at the time, 
iy , ( )y t respectively represent the label 

of the variable sample, the input sample set at the t time The 

label vector, and  1 1( ) , ,...,t t t mx t x x x+ + += , 

 1 1( ) , ,...,
T

t t t my t y y y+ + += , 
n

tx R , and ty R , m are the 

window lengths (4 after adjusting the algorithm parameters 

many times in this study). t At the moment, the Gaussian kernel 

function of the RBF radial basis function is in the 
tA form of an 

m order square matrix, and its internal elements can be obtained 

by analogy with formula (1), which will not be repeated here 
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Among them ( )( ) t th t x x= − , 

( ) ( )1 1( ) ,...,
T

t t t m tH t x x x x + + −
 = − −  , and the ( )w t

calculation method is shown in formula (9). 
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Since ( )H t , ( )h t , ( )w t represent 1m− a column vector of 

dimensions, a scalar that is not 0, and 1m− a square matrix of 

dimensions, respectively. At the 1t + moment, new samples 

1 1( , )t tx y+ +
are added to the training set, and 

1 1( , )t tx y+ +
samples 

are deleted from the training set at the same time, which 
1tA +

can be calculated according to formula (10). 
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In formula (10) 
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T

t m t t m t mV t x x x x + + + + −
 + = − −  , 

( )( 1) t m t mf t x x + ++ = − . Therefore, the block matrix 

calculation method can be used to obtain 
1

tA−
, 

1

1tA−

+ , and the 

former calculation method is shown in formula (11) 

1
0 0

( ) ( ) ( )
0 ( )

T

tA R t R t Z t
w t

−  
= +   
            (11) 

In formula (11) 1( ) ( ) ( )
T

R t H t w t E− =  −  , 

1( ) 1/ ( ) ( ) ( ) ( )TZ t h t H t w t H t− = −    , can be described by 

formula (12) in the same 
1

1tA−

+
way. 

1

1

1

( ) 0
( 1) ( 1) ( 1)

0 0

T

t

w t
A R t R t Z t

−

−

+

 
= + +  +  + 
          (12) 

In formula (12) 1( 1) ( 1) ( )
T

TR t V t w t E− + = +  −  , 

1( 1) 1/ ( 1) ( 1) ( ) ( 1)TZ t f t V t w t V t− + = + − +   +  . 

1( ) , ( ) mh t R H t R −  is composed of kernel function elements 

and vectors that delete samples during the sliding window 

movement, and ( 1)f t R+  , 
1( 1) mV t R −+  . Observing 
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formula (12), we can see that if we want to calculate it 
1

1tA−

+
, we 

need to find it first 1( )w t − , and formula (13) can be deduced 

according to formula (11). 

1

1

1 1 1 1

1 ( ) ( )

0 0 ( ) ( )

0 ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

T

t T

H t w t

Z t Z t
A

w t w t H t w t H t H t w t

Z t Z t

−

−

− − − −

 −
 

   = +   −     
 
        (13) 

When it 1

tA− is known, it can be obtained by its (1,1) 

position element , and then 
1

( )Z t
the row vector can be obtained 

1Q by using the first row element 1

tA− . The calculation method 

is shown in formula (14). 

1

1

( ) ( )

( )

TH t w t
Q

Z t

−−
=            (14) 

Then use ( )w t the first column vector element to calculate 

the column vector 
2Q , and the calculation method is shown in 

formula (15). 

1

2

( ) ( )

( )

w t H t
Q

Z t

−− 
=            (15) 

Finally, combining equations (14) and (15), we can obtain 

1 1

3

1 2

( ) ( ) ( ) ( )

( )

( ) ( ) ( )

Tw t H t H t w t
Q

Z t

Q t Q t Z t

− −  
=

=  
          (16) 

Input training data set

Network parameter initialization, t=1

Calculate            and initialize        1( )w t − (1)

t=t+1, obtain updated samples [x (t), y 

(t)], and calculate       
1

tA−

Calculate the approximation function 

model of         and RBF (x, t)( )t

  Calculate again                     1( )w t −

Is 

current t the last time 

set?

End the algorithm training 

and output the optimal model

Y

N

 

Fig. 3. The Training Flow Chart of the Improved RBF Neural Network 

Algorithm based on Sliding Window. 

From the above content, it can be seen that the 
1( )w t −

numerical value is equivalent to 1( )t − the matrix subtraction 

after removing the first row and the first column 
3( )Q t , and 

then combining the formula (10) and formula (12), it can be 

obtained , that is, the 
1

1tA−

+
design of the recursive method from 

1

tA−
to to is formed. 

1

1tA−

+
. So far, the improved RBF online 

learning neural network algorithm based on sliding window is 
designed, and its calculation flow is shown in Fig. 3. 

IV. IMPROVE THE PERFORMANCE VERIFICATION OF RBF 

ALGORITHM 

A. Algorithm Performance Verification Experimental Design 

and Data Set Processing 

This research plans to design two verification experiments. 
One is to use the Duffing equation example, which is widely 
used to verify the training effect of deep learning algorithms, to 
train and compare the performance of each algorithm. In this 
study, the parameters in the Duffing equation were set as

1 1.1p = − , 
2 0.4p = , 0.01t = , , 1.7w = and 1.5q = , 

respectively, and the experimental plans of 1000, 3000, 5000, 
10000, and 100,000 samples generated by the Duffing equation 
were set respectively . In order to avoid the influence of errors 
caused by random factors, each experimental scheme was 
repeated 10 times. In the experiment, the super parameter 
acquisition method of each algorithm is to use dichotomy to 
repeatedly run 10 times within the range of conventional 
parameter adjustment, and the parameter of the best run result 
is the final parameter. The second experiment scenario is a 
typical application scenario of big data mining algorithms, 
namely the Taobao online store sales forecast experiment. The 
data in the experiment is the data of “Taobao Search Glasses 
Sales Top 100 Single Items” provided by a domestic data 
supplier. The purpose of the experiment is to input this data into 
the algorithm to predict the sales volume of the glass single 
product in the store. A total of 5,500 sample data of Taobao e-
commerce research and sales TOP100 single products were 
obtained, which contained a total of 18 variables. Except for the 
two characteristics of “commercial name” and “credit”, which 
cannot be numerically processed, the others are numerical 
characteristics, which are respectively praised. rate, complaint 
rate only in 30 days, return rate in the past 30 days, sales volume 
in the past 30 days, original price, discount, postage, sales price, 
collection volume, days on the shelf, main credit ratio, customer 
evaluation, seller service points, goods Average refund speed, 
shipping score, description score. It is necessary to convert the 
“credit” feature that affects the prediction result in the data set. 
The value of this feature includes “other”, “blue crown”, “gold 
crown”, “diamond”, “heart”, and “Tmall”. Each equivalence 
contains several different secondary classifications. Statistics 
show that items with different credit ratings correspond to 
different frequencies of appearance, which means that there is 
a certain relationship between credit ratings and product sales. 
Therefore, the credit rating is assigned with reference to 
Taobao’s credit regulations. The single product credit rating, 
frequency of occurrence, and numerical ranking results are 
shown in Table I. 
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TABLE I. THE STATISTICS OF THE “CREDIT” VARIABLE OF THE TOP100 SINGLE PRODUCT DATA SET OF TAOBAO SEARCH GLASSES SALES 

Grade 1 and 2 credit 
rating 

The number of 
occurrences 

Numerical 
mapping 

Grade 1 and 2 credit 
rating 

The number of 
occurrences 

Numerical 
mapping 

Tmall 1125 Twenty-one 1 gold 152 8 

1 heart 11 17 2 gold 20 6 

2 hearts 15 16 3 gold 33 7 

3 hearts 40 18 4 gold 46 9 

4 hearts 46 20 1 blue 319 10 

5 hearts 45 19 2 blue 289 1 

1 drill 144 12 3 blue 346 2 

2 drills 168 11 4 blue 184 3 

3 drills 249 13 5 blue 122 5 

4 drills 417 15 other 5 4 

5 drills 272 14 / / / 

In order to improve the model training effect, the data set 
also needs to be processed by data dimensionality reduction. In 
order to compare the performance and application value of the 
algorithm, this study chose Support Vector Machine (SVM) 
and ResNet50 to build a comparative analysis model. 

B. Analysis of Validation Experiment Results 

After the calculation of all experimental schemes under the 
two experiments is completed, the experimental data are 
counted. The following first analyzes the performance test 
experiment based on the Duffing equation example. Under the 
premise of five sample sizes, the statistical results of the mean 
square error of each algorithm are shown in Table II. 

In order to verify whether there is a significant difference in 
the calculation results of each algorithm under each total 
experimental scheme, an F test was performed, and the 
significance level of the difference was set to 0.05. Note that 

IOL and SWOL in Table II represent the improved RBF 
algorithm based on incremental learning and the modified RBF 
algorithm incorporating sliding windows designed in this study, 
respectively. It can be seen from Table II that the root mean 
square error data P values of the output test set of each group of 
algorithms under various experimental schemes are all less than 
the significance level of 0.05, and the difference is considered 
significant. Specifically, under the experimental schemes of 
various sample numbers, the mean square error of the SVM 
model is the largest, followed by the ResNet50 model. The 
mean square error of the test set of the IOL and SWOL 
algorithms designed in this research is relatively small, and the 
mean square error of the SWOL algorithm is relatively small. 
minimum. For example, when the total sample is 100000, the 
mean square errors of the IOL, SWOL, SVM, and ResNet50 
algorithms are 1.86e-07, 1.59e-07, 3.37e-07, and 2.67e-07, 
respectively. Then analyze the training time of each algorithm, 
and the statistical results are shown in Table III. 

TABLE II. MEAN SQUARE ERROR STATISTICS OF EACH ALGORITHM ON THE DUFFING EQUATION EXAMPLE SAMPLE TEST SET 

Algorithm 

Total samples 1000; test 

set: training set = 

300:700 

Total samples 3000; test 

set: training set = 

900:2100 

Total samples 5000; 

test set: training set = 

1500:3500 

Total samples 10000; 

test set: training set = 

3000:7000 

Total samples 100000; 

test set: training 

set=30000:70000 

IOL 3.25e-04 4.36e-06 5.64e-07 3.28e-07 1.86e-07 

SWOL 3.06e-04 4.12e-06 5.38e-07 3.02e-07 1.59e-07 

SVM 4.57e-04 5.98e-06 6.74e-07 5.35e-07 3.37e-07 

ResNet50 3.59e-04 4.41e-06 5.92e-07 4.81e-07 2.67e-07 

F value 1.651 1.548 2.154 5.833 9.645 

P value 0.034 0.039 0.022 0.007 0.003 

TABLE III. STATISTICS ON THE TRAINING TIME OF EACH ALGORITHM ON THE DUFFING EQUATION EXAMPLE SAMPLE (UNIT: SECOND) 

Algorithm 
Total samples 1000; test 

set: training set = 300:700 

Total samples 3000; test 

set: training set = 

900:2100 

Total samples 5000; 

test set: training set = 

1500:3500 

Total samples 10000; 

test set: training set = 

3000:7000 

Total samples 100000; 

test set: training 

set=30000:70000 

IOL 3.2 73.8 389.4 3564.4 3.79e+06 

SWOL 1.9 30.5 175.2 1442.0 1.48e+06 

SVM 5.9 86.2 833.6 7957.9 8.25e+06 

ResNet50 4.2 74.2 759.1 6553.1 6.73e+06 

F value 1.954 2.694 2.545 2.844 3.177 

P value 0.031 0.021 0.020 0.016 0.013 
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The numbers in the cells of Table III represent the average 
model training time of the corresponding algorithm under the 
corresponding experimental scheme. It can be seen from Table 
III that the P values of the training time data of each group of 
algorithms under each experimental scheme are all less than the 
significance level of 0.05, and the difference is considered to be 
different. significant. Specifically, under the experimental 
schemes of various sample numbers, the training time of the 
SVM model is the largest, followed by the ResNet50 model. 
The training time of the IOL and SWOL algorithms in this study 
is relatively small, and the training time of the SWOL algorithm 
is the smallest. For example, when the total number of samples 
is 100,000, the training time of the IOL, SWOL, SVM, and 
ResNet50 algorithms are 3.79e+06, 1.48e+06, 8.25e+06, and 
6.73e+06, respectively. The following is an analysis of the 
performance of each algorithm in the second experiment. First, 
the change of the loss function value of each algorithm during 
the training process is counted, as shown in Fig. 4. 
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Fig. 4. Changes in the Loss Function Value of Each Algorithm during the 

Training Process of the e-commerce Dataset. 

Observing Fig. 4, it can be seen that with the increase of the 
number of iterations, the calculation time of each algorithm 
shows an overall decreasing law, and finally converges. From 
the point of view of convergence speed, the IOL algorithm has 
the fastest convergence speed, and the algorithm training is 
roughly completed around the 85th time, while the SVM 
algorithm has the slowest convergence speed, which roughly 
completes the convergence around 117 times. After 
convergence, the loss function of the SWOL algorithm is the 
smallest, which is 4.2. The calculation time-consuming 
situation of various algorithms is counted, as shown in Fig. 5. 
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Fig. 5. The Calculation Time Change of Each Algorithm in the e-commerce 

Data Test Set. 

Observing Fig. 5, it can be seen that with the increase of the 
number of test samples, the time consumption of each algorithm 
to process the test samples shows an overall increasing trend, 
but the overall calculation time of the SVM algorithm is the 
largest, and the overall calculation time of the SWOL algorithm 
is the smallest. When the number of samples in the test set is 
800, the training time of the IOL, SWOL, SVM, and ResNet50 
algorithms are 1184ms, 1093ms, 907ms, and 631ms, 
respectively. The processing performance of the algorithm is 
analyzed again, and the root mean square error variation of each 
algorithm on the test set is shown in Fig. 6. 
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Fig. 6. Variation of the Root Mean Square Error of Each Algorithm in the e-

commerce Data Test Set. 

Observing Fig. 6, we can see that the root mean square error 
performance of the IOL and SWOL algorithms designed in this 
study is better under different test set samples, but the stability 
of the former is slightly worse than that of the latter, when the 
number of iterations is about 362 times, the root mean square 
error of the IOL algorithm has a large rebound. When there are 
800 training samples, the root mean square errors of the IOL, 
SWOL, SVM, and ResNet50 algorithms are 0.0060, 0.0056, 
0.0069, and 0.0073, respectively. In order to ensure the 
reliability of the research results, the change of the mean 
absolute error of each algorithm on the test set is finally 
analyzed, as shown in Fig. 7. 

Number of test samples

0.005

M
e
a
n

 a
b

s
o

lu
te

 e
rr

o
r

IOL

SWOL

SVM

100 170 240 310 380 450 520 590 660 730 800

0.010

0.015

0.020

0.025

0.030

0.035

0.040

0.045

0.050

0.055

ResNet50

0.008
0.009

0.033

 

Fig. 7. Absolute Error Variation of Each Algorithm in the e-commerce Data 

Test Set. 
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Observing Fig. 7, it can be seen that the overall change of 
the mean absolute error of each algorithm with the increase of 
the number of test samples is basically the same as that of the 
root mean square error, but the variation range of the mean 
absolute error of each algorithm is reduced, especially the IOL 
and SWOL algorithms. However, there are still some data 
rebound phenomena in IOL. For example, when the number of 
training samples is about 360, the average absolute error of the 
IOL algorithm briefly rises to 0.008. 

Finally, in order to further verify the application effect of 
the algorithm proposed in this study, 20 online sales store 
owners were selected from China and invited to use the 
customer in store consumption prediction system based on this 
algorithm and other comparison algorithms. The input data of 
this system are the customer's stay time in the store, the length 
and content of communication with customer service, the 
number of page clicks and the number of comparisons of 
similar products. The mean square error of the prediction results 
and the satisfaction of the shopkeepers (five point evaluation, 
the higher the score, the more satisfied) are used as indicators 
to measure the application effect of the algorithm. Since the 
data obtained from the experimental results are few and simple, 
the experimental results are described and analyzed in text. The 
experimental results show that the mean square error of the 
prediction results of the customer's in store consumption 
prediction system based on the IOL, SWOL, SVM and 

ResNet50 algorithms is 42.7 ￥, 29.6 ￥, 52.3 ￥ and 44.5 

￥ respectively, and the average of the shopkeeper satisfaction 

scores obtained are 3.85, 4.16, 4.03 and 3.61 respectively. It can 
be seen that the system designed based on this study has the 
most accurate consumption prediction and the highest user 
satisfaction. 

V. CONCLUSION 

With the increase in the scale of Internet data, the use of big 
data technology to deal with huge data needs in e-commerce, 
Internet of Things and other industries is increasing. This 
research attempts to use the incremental learning idea to 
construct an improved RBF neural network, and combines the 
sliding window technology to design another improved RBF 
neural network. Using a variety of algorithms to predict the 
results of the Duffing equation example, the results show that 
when the total sample is 100,000, the mean square errors of the 
IOL, SWOL, SVM, and ResNet50 algorithms are 1.86e-07, 
1.59e-07, and 3.37e, respectively. -07, 2.67e-07, the training 
time is 3.79e+06, 1.48e+06, 8.25e+06, 6.73e+06, respectively. 
The simulation experiment results of each algorithm in the 
“Taobao Search Glasses Sales TOP100 Single Product” data set 
show that when the number of samples in the test set is 800, the 
training time of the IOL, SWOL, SVM, and ResNet50 
algorithms are 1184ms, 1093ms, 907ms, and 907ms, 
respectively. 631ms, the root mean square error is 0.0060, 
0.0056, 0.0069, 0.0073 respectively. The two experimental 
results show that the two improved RBF algorithms designed in 
this study have faster training speed and higher data processing 
accuracy, and the improved RBF algorithm based on sliding 
window has the fastest speed in processing big data among the 
comparison algorithms. 
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Abstract—Rapid technological advancement has altered the 

demands of user experience (UX) in product design. However, 

research has shown that there is a gap and paucity of conceptual 

and practical models in this research field that may serve as 

guidelines for the design of immersive technologies such as 

augmented reality (AR) applications. Identifying the variables 

and components that influence the enhancement of AR design is 

critical for creating a great UX. The literature indicated that 

emotion is the primary driver of the UX. Therefore, this study 

proposed a conceptual design model for AR mobile application 

that incorporates user interface, interaction, and content design 

elements while taking their emotions into consideration in order 

to improve the UX. The focus of this study is to evaluate the 

proposed conceptual design model of augmented reality mobile 

application design (ARMAD) through expert reviews. Feedbacks 

from the expert reviewers are compiled and illustrated in order 

to refine the initial ARMAD model. The findings showed that 

majority of the expert reviewers agreed that the conceptual 

design model is suitable to be used as guideline in designing AR 

applications that enhances the UX through emotional elicitation. 

Accordingly, ARMAD model has been refined according to the 

feedback and suggestions from the expert reviewers. This model 

will provide researchers and practitioners insight into the essence 

of AR design that influence the user experience. 

Keywords—Augmented reality; conceptual design model; 

emotional UX; Kansei Engineering; mobile application; user 

experience 

I. INTRODUCTION 

Augmented reality (AR) has received increased attention 
over the last few years and has shaped a new way people 
interact with technologies. With the advent of smartphones, 
mobile augmented reality (MAR) has brought new 
opportunities and experiences, leading to MAR's exponential 
growth in recent years, with 1.1 billion AR users in 2022 [1]. 
The report also showed that around 83.1 million individuals 
will use AR application at least once in a month [1]. The 
emergence of AR technology has significantly improved the 
usability and experience of smartphone users. MAR has 
increased the accessibility to products and services in various 
sectors including retail [2]–[4], transportation [5]–[7], tourism 
[8], [9], games [10], [11], health [12], [13], and education 
[14]–[16]. 

The advancement in this AR immersive technology has 
altered the way people interact with devices and information, 
hence provide new opportunities for investigating how to 
design in immersive environments. To leverage AR in 
improving the user experience (UX), the AR application must 
be meticulously designed to captivate the user's attention and 
satisfaction. Based on the literatures, there is a clear need for 
research that considers the user emotions in AR design to 
enhance UX [17]–[19] since user demand has expanded 
beyond functionality to also include emotional satisfaction 
[20]. Similarly, [21] argued that application design should 
addresses the whole UX rather than the concept of usability 
alone. However, the user may experience various design 
challenges when using such immersive technologies [22], 
[23]. As AR technology becomes more prevalent, the 
requirement to grasp the intricacies of MAR interface design 
to satisfy its users grows [24]. To deliver a positive UX 
design, designers must address the user challenges by 
comprehending the factor and components of AR design. 

Although the usage of this persuasive technology is on the 
rise, there is a scarcity of conceptual and practical models to 
serve as a guide when designing AR applications for UX. 
Most of the existing models focused only on the AR 
application development [25], [26], games development [27], 
[28], or AR for learning [29]. Although there exist models on 
AR UX, their emphasis has been on overall system 
development [30] and researching user acceptability on AR 
applications [31], rather than investigating the relationship 
between AR design components, emotions, and UX. 
Therefore, what are the significant components for designing 
an emotional UX for AR mobile application? This study aims 
to find out the answer to this question by obtaining and 
incorporating expert opinions. For that purpose, this study 
proposed a conceptual model for augmented reality mobile 
application design (ARMAD) through a combination of user 
interface (UI), interaction and content design components to 
better understand the influence of those components on the 
user's emotional experience. The main concern of the expert 
validation is to verify the following research questions (RQ):  

RQ1) What are the significant components that are 
required in designing the AR mobile application? 

RQ2) Does the design components able to elicit the user’s 
emotion?  

*Corresponding Author. 
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This study employed Kansei Engineering (KE) [32]; a 
widely used method for emotional design research [33]. KE 
suggested using specimens to identify the relationship 
between emotion and product design [34]. Therefore, in this 
study, the specimens were provided to the expert reviewers 
throughout the validation procedure so that they could 
experience the AR product samples and evaluate whether the 
specimens could elicit their emotions. This study is motivated 
by the advanced technological research and trends in UX and 
AR. Since the past literatures demonstrated that UX is a 
phenomenon that contributes to the success of technological 
products [35]–[37], therefore investigating the potential of 
emotional UX in the field of AR technology is warranted. 

II. RELATED WORKS 

A. Emotional user Experience Design 

The landscape of UX demand has significantly changed as 
a result of rapid advancements in information technology. UX 
is a field in which emotions play a significant role [21], [38]. 
According to [39], UX design is concerned with the emotional 
state of the user during, before, and after using a particular 
technological product. This emotional experience influences 
the user's proclivity to remain involved with the product in the 
future. UX design is the practice of designing products with 
users in mind in order to provide meaningful, relevant, and 
engaging experiences to the intended users. UX is crucial in 
technological product design because it has the ability to 
enhance the user's satisfaction and loyalty [17], [19]. The most 
crucial factor in deciding how successful a product is how 
widely it is accepted and adopted by its users [40]. While the 
user acceptance is often influenced by their user experience, 
therefore a user's perception and emotions of a product also 
rely on the quality of their interaction with the product. 
Unfortunately, the human factor is often disregarded in most 
product development, as argued by [41], [42]. This is also 
supported by [43], who advocated for early user involvement 
in the product design phase. [44] argued that it is extremely 
important to comprehend how a user feels about the design's 
aesthetics and other visual elements. In line with this, [19] also 
argued that incorporating the user's emotions into the design 
leads in a more satisfying and engaging experience for the 
user. But how can the user's emotions be incorporated into the 
product's design? There is a popular method in emotional 
design research known as Kansei Engineering that may 
address human affect by translating their emotions into design 
components [34]. KE often entails evaluating product samples 
or specimens to identify how the design components influence 
the user’s emotional experiences. 

B. User Experience in the Augmented Reality Context 

AR is a technology that substantially enhances the UX by 
superimposing audio or visual content [45]–[47]. In another 
word, AR enables mobile devices to create engaging user 
experiences by layering digital contents on physical 
environments [48], [49]. This way, AR application may 
captivate the user’s attention through its immersive 
environment. It has been argued by [50] that not only it is able 
to improve the UX, but AR has also elevated the user interface 

(UI) to a new level. According to [50], AR is capable of 
facilitating emotionally engaging experiences. Nevertheless, 
[51] argued that without careful design, AR application might 
result in user dissatisfaction and confusion, besides being 
difficult to comprehend and adapt. As reported by [51], the 
AR UI that is supplemented with unnecessary information has 
confused the users and has caused them to have problems to 
understand the features. This is also supported by [52] who 
conducted a study on graphical user interface, which found 
that some of the users have reported funny or negative feelings 
when using the AR mobile applications, and the design may 
give users confusion with the unsuitable visual cues displayed 
on the mobile screen. The limited screen size of a mobile 
devices also plays a role in triggering user negative emotions, 
if the screen is cluttered or improperly designed [31], [47]. 
Hence, [51], [52] has suggested to use proper and only 
necessary visual design elements in AR design. Therefore, 
there is a need to explore the possible design components for 
the AR-based mobile application design that can foster 
positive emotions and user experience. 

Although the literatures asserted that AR mobile 
applications are capable of delivering a new level of 
interaction via their virtual UI [47], [50], however there is a 
lack of models that emphasize on AR mobile application 
design for the UX. The summary of the existing AR models is 
presented in Table I. 

As depicted in Table I, most of the existing models 
focused on the overall AR product development [25], [26], 
[53], [58], user engagement [28], AR learning [29], [55], [56], 
games development [27], [28], [57], and user acceptance or 

adoption of the MAR applications [31], [40]. However, none 
of these models put an emphasis on the AR design 
components that may elicit a positive emotional UX, thus need 
further research [59], [60]. Therefore, it is important to have a 
model that explores the user emotions and investigate how 
they are influenced by AR design elements in order to design 
a positive AR user experience.  

C. The Importance of Expert Review in Model Development 

An expert is someone who can provide a professional and 
useful opinion based on their knowledge, experience, and 
reputation in their field of expertise [61]. In research, field 
experts are the valuable source of information in providing 
empirical input and judgment in evaluation [62]. Expert 
opinion is valuable in reviewing a certain model and 
framework, or when verifying a phrase, method, or approach 
in research, because in order to acquire relevant and concrete 
results, a research needs to obtain necessary feedback from the 
expert knowledge [61]. According to the literature, model 
validation can be performed by reviewing and enlisting 
experts in evaluating the suitability and completeness of all 
variables or components involved, and should be pertinent to 
the research objective [63]. The procedure of expert review is 
conducted to ensure that the model is acceptable and that each 
of its component is pertinent to the research [64]. Therefore, in 
this study, experts play a significant role in reviewing and 
verifying the model's suitability for the research at hand. 
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TABLE I. EXISTING AUGMENTED REALITY APPLICATION MODELS 

Source Model Context Aspects Discussed 
Research 

Focus 

[30] 

Conceptual model for 

AR application design 

and development for 

user experience 

Design and 

Implementation of 

User Experience 

Model for AR Systems 

AR 

Application 

development 

[26] 

Conceptual model for 

M-learning application 

development 

Enriching learning in 

architectural classroom 

with MAR 

[53] 

Conceptual model for 

AR application 

development 

(hardware, software) 

with enjoyable aspect  

MAR for cultural 

heritage towards 

enjoyable informal 

learning  

[54] 

Conceptual model of 

MAR for hearing 

impaired museum 

visitors’ engagement  

Design and 

development of AR 

application that focus 

on museum visitor’s 

engagement. 

AR user 

engagement 

[40] 
Conceptual model for 

AR adoption 

Factors Affecting AR 

adoption in retail 

industry AR 

acceptance 

or adoption 
[31] 

Conceptual Framework 

for user acceptance 

Encourage UX, 

satisfaction and 

willingness in E-

commerce purchase 

[29] 
Conceptual model for 

AR learning  

AR technologies with 

adaptive learning 

systems  

AR learning  
[55] 

Conceptual model for 

designing MAR 

application to learn 

basic numbers 

AR application 

development for 

teaching and learning  

[56] 
Conceptual design 

model for learning 

MAR for Geography 

Fieldwork Learning 

[28] 

Conceptual model for 

user engagement in 

MAR games 

MAR games user 

engagement 

AR Games 

development [57] 

Conceptual design 

model for audio-based 

interaction technique in 

MAR Games 

MAR games 

[27] 
Conceptual model for 

mobile games 
MAR games 

III. METHODOLOGY 

A. Description of the Proposed Model (ARMAD) 

In this section, the proposed model is described in detail. 
The model is a conceptual design model for AR mobile 
application. A conceptual design model is a representation of a 
system that illustrates its components' interdependencies [65]. 
It serves as a base prior to the product design and requires 
understanding with design concepts in their entirety [66]. 
Examining the conceptual design model may provide insight 
into how well the variables are related in light of the research 
objective [65]. The purpose of this model is to identify the 
design components that are able to elicit the user’s emotion. 
As a reflection of the two research questions stated in 
Section I, the formation of this conceptual design model 

attempts to achieve two research objectives; 1) To identify the 
significant components required in designing an AR mobile 
application, and 2) To determine whether the design 
components can evoke the emotions of the user. The expert 
review procedure was designed to ensure that the ARMAD 
model was constructed in accordance with the study's 
objectives. Therefore, the expert review process will focus on 
these two main concerns of the model. 

Generally, the proposed conceptual design model for AR 
mobile application consists of five main components which 
are user interface design, interaction design, content design, 
context of the system, as well as emotion. The method used to 
construct the ARMAD model is based on [67]. The model is 
presented in Fig. 1 and each of the model’s component is 
further elaborated below. 

 

Fig. 1. The Initial Conceptual Model of Augmented Reality Mobile 

Application Design 

The following Table II presents the components of the 
ARMAD model. Their descriptions are provided in order to 
explain why each of the components is relevant to this study. 

TABLE II. THE MODEL COMPONENTS OF AUGMENTED REALITY MOBILE 

APPLICATION DESIGN 

Components  Description of Significance Source 

User interface 

An application’s interface is the first station 

where the user will land on a system. The user 

interface (UI) will serve as the user's point of 

contact with the system, allowing them to view, 

access, or manipulate the information or visual 

elements on the screen. 

[30], 

[48], 

[68], 

[69] 

 

Interaction 

To increase individual’s involvement with the 

system so that person in the virtual world may 

engage naturally and feel in control. By 

providing users with timely feedback and the 

means to manipulate the visual elements, the 

system can provide a realistic simulation to the 

users. 

[21], 

[30], 

[70]–

[72] 

Content 

The virtual content is intended to aid users in 

adapting to their new surroundings and 

engaging with the system's activities in an 

immersive environment. 

[73]–

[76] 

Context 
The environment in which AR technology 

being designed will function or be incorporated. 

[77]–

[79] 

Emotion 

The perceptions and feelings that develop in the 

mind of a person as a result of that person's 

unique set of experiences. 

[80]–

[82] 
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B. Procedures for Expert Review 

Evaluation strategies based on expert review have proven 
to be very effective [64]. Therefore, in this study, an expert 
review procedure was conducted in two main phases to 
validate the proposed model. As illustrated in Fig. 2, several 
steps were carried out in order to achieve the review objective; 
1) to finalize the list of expert reviewers and 2) to acquire the 
experts' review findings. 

 

Fig. 2. Phases Involved in Expert Review Procedure 

C. Phase I – Experts Identification and Selection 

The objective of the first phase is to finalize the list of 
expert reviewers. According to [63], expert selection is very 
important in the validation process. This entailed identifying 
the requirements for expert reviewers, which were set in 
accordance with the following criteria: 

1) Possess at least five years of work experience in the 

relevant fields of this study. 

2) Have at least practical, teaching, or research experience 

pertaining to UX design, augmented reality, mobile 

application design, or Human Computer Interaction (HCI). 

All of the selected experts have more than five years of 
experience in their respective disciplines and have expertise in 
the relevant domains of UI/UX design, mobile application 
design, AR, or HCI. According to [83], the ideal number of 
involvement should be three to five experts in the process of 
gathering knowledge or making recommendations. Therefore, 
five experts were chosen to participate in this study and the 
summary of expert demographics is displayed in Table IV. 

D. Phase II – Instrument and Procedures 

The second phase involved model validation by the 
experts. However, before the validation procedure begins, a 
set of questionnaire has been prepared as the review 
instrument. This study employed Kansei Engineering (KE) 
approach to guide the review process due to its applicability in 
emotional design research. KE procedures entail delivering 
product specimens for evaluation in order to elicit an 
emotional response [34]. The specimens are also used to 
identify whether a particular product design can evoke 
emotions when using the AR-based products. Therefore, the 
experts were supplied with six specimens, as depicted in 
Table III. All specimens are provided in video format with 
specific links to AR-based products to enhance expert 
understanding of the relationship between emotions and AR 
mobile application design. All experts are required to fill out 

the questionnaire when evaluating the model, and use the 
specimens as a reference. The choices of specimens were 
made based on the relevant market-available products, as 
suggested by [34]. Since the conceptual design model 
proposed in this study focused on designing AR mobile 
application, therefore, the samples of its type were provided as 
reference to the reviewers, as represented in Table III. 

After all the instruments and materials were prepared, the 
experts were provided with the review form which comprised 
of five parts: 1) demographic information and research 
description, 2) consent form, 3) the proposed ARMAD model 
for their review, 4) list of specimens with working link, and 
5) questionnaire. The questionnaire was designed in 
accordance with the research questions pertaining to why the 
model was constructed, as stated in Section 1. Since the main 
concern of the model development was to identify the relevant 
components for AR mobile application design and to assess if 
the design components presented in the model are appropriate 
for emotion elicitation, therefore the questionnaire has been 
tailored to address these questions. The questionnaire was 
divided into three sections, which are, 5A) the model’s 
primary components, along with their descriptions, 5B) the 
relevance of each component to the augmented reality mobile 
application, 5C) expert’s overall opinion which include the 
model’s logical connections and flow, appropriateness of each 
component, the overall design readability, their agreement 
with the proposed model, and whether all of the components 
are suitable for eliciting users’ emotions. In addition, they 
were encouraged to further comment in the provided sections, 
particularly for the overall opinion part. Since some of the 
experts are based on international company, therefore the 
review processes were conducted through email and some 
though physical meeting. Experts were given two weeks to 
review the model and complete the questionnaire. In the final 
step, the review forms were analyzed in order to determine the 
applicability of the model to be incorporated in the design of 
AR mobile application that enhances UX via emotions. 

TABLE III. LIST OF PROVIDED SPECIMENS FOR EXPERT USE 

Specimen UI 
Specimen 

ID & Link 
Specimen UI 

Specimen 

ID & Link 

 

SR001 

Specimen 

Link 

 

SR004 

Specimen 

Link 

 

SR002 

Specimen 

Link 

 

SR005 

Specimen 

Link 
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SR003 

Specimen 

Link 

 

SR006 

Specimen 

Link 

IV. FINDINGS AND ANALYSIS 

A. Expert Review Identification 

As previously stated, the purpose of this study is to 
validate the proposed model through expert review. Following 
identification process, five experts were selected to participate 
in this study based on their expertise and specialized 
knowledge in the fields. This number is adequate according to 
[83], who suggested that the number of reviewers could range 
from three to five experts. Table IV displays the demographic 
information of the experts. 

TABLE IV. THE EXPERT DEMOGRAPHICS 

Expert Gender Field of Expertise  Experience 

E1 Male AR, UI/UX Design, Mobile App Design 9 

E2 Male UX Design 7 

E3 Male AR, UI/UX Design 8 

E4 Female UX Design, HCI 21 

E5 Female AR, HCI 17 

B. Analysis of Expert Review 

The review results are presented in Table V to Table VII, 
and in Fig. 3. For part 5A of the questionnaire, all of the 
experts agreed that the descriptions of the model’s 
components as presented in Table II are correct and should be 
maintained. While in 5B, the relevance of each component to 
AR mobile application was rated by the experts, as shown in 
Table V. 

The results of part 5B are depicted in Table V, which 
indicated that majority of experts are in agreement that the 
proposed conceptual design model is applicable to the 
research focus and has pertinent relationship among the 
components. However, there is an exception for the 'context' 
component, which according to one of the experts, although 
relevant to this study, context may not be grouped with other 
design components. According to the expert, the context 
however, remains significant in this research to ensure that all 
design components are designed within a particular system 
context.  

Part 5C sought expert opinions on the model's readability, 
relationship, and appropriateness, and the findings are shown 
in Fig. 3. The findings showed that all of the experts agreed 
that the conceptual design model is readable and 
understandable, the relationship between each and every 
component is appropriate and sensible, and the proposed 
model is practical for the affective design of AR-based mobile 
applications. 

TABLE V. EXPERTS FEEDBACK ON THE RELEVANCE OF EACH MODEL 

COMPONENT 

No. Proposed Components 

(No. of experts = 5) 

Relevant 
Maybe 

Irrelevant 

Not 

Relevant 

1 User Interface Design 5 0 0 

2 Interaction Design 5 0 0 

3 Content Design 5 0 0 

4 Context 4 1 0 

5 Emotion 5 0 0 

 

Fig. 3. Expert Opinion on the Model Readability, Relationship, and 

Appropriateness. 

TABLE VI. EXPERTS RESPONSE ON THEIR AGREEMENT WITH THE 

PROPOSED MODEL 

Expert Summary of Response 

E1 

Yes, the model is applicable and relevant to various types of AR 

mobile applications. The model consists of all the important 

components for augmented reality and has covered the most 

influential AR parts such as user interface. The UI, as the user’s 

first station, plays a very important role, to allow users interact 

through it, and to boost user’s interest to explore further.   

E2 

The proposed model meets my agreement. The UX design needs to 

have sufficient, relevant contents that are customised to particular 

system context in order for interactions to take place. Since the 

goal is to enhance the user's experience, this approach is a good fit. 

E3 

Overall, the model looks good and workable as it emphasis on the 

UI/UX design. However, I would like to suggest that the context 

may not be grouped together with other design components, rather, 

it may stand by itself to support the entire system design in a 

particular system context. 

E4 

Yes. The model is well-defined, and its constituent parts are well-

suited to the study of emotional design as intended by the 

researcher.  

E5 

Agree. Each of the proposed components is vital to the design of a 

system. The UI, is the core component in system design since it 

supports communication between user and the system. The 

interaction component is able to support various kinds of 

interaction in AR system context, it could be the way the touch the 

screen to manipulate the digital elements, etc. in addition, the AR 

system should be supplied with the right contents in order to get 

the system works. Well, all of the components presented in the 

model are the essence of a system design. However, since 

designers have to design AR systems according to a specific AR 

environment, it is good to consider the inclusion of context as well. 
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In addition, experts were also asked about the acceptability 
of the design model. Table VI presents the feedback and 
comments of experts in response to the question, "Overall, do 
you agree with the proposed model? Please state reasons for 
your response”. As shown in the table, experts agreed with 
each component proposed to be associated with any mobile 
augmented reality application. According to their feedback, 
the UI, interaction, and content are the essence of AR 
application design, which should be built within a particular 
system context or environment, and the user's emotions will 
play a major role in shaping the user experience. 

TABLE VII. EXPERTS FEEDBACK WHETHER THE PROPOSED MODEL COULD 

ELICIT EMOTION 

Expert Comments 

E1 

In my view, the user's degree of satisfaction with a product may be 

impacted by their emotions, at least in part. Designers may achieve 

user pleasure via thoughtful creation of the UI, interactions, and 

content. However, for anything to be helpful and satisfying to its 

intended audience, the design must be appropriate to its context of 

usage. As demonstrated in specimen 004, design aesthetics have 

the power to make us feel good. 

E2 

The UX design cares about the user experience, and it is influenced 

by the user’s emotions. These components appear to meet the 

design requirements, and as UI/UX designers, we are always 

thinking about how to improve the user experience and for that 

reason, we carry out user research on a regular basis. 

E3 

I've accessed all the specimens supplied to get a feel for the 

product. Having handled a wide variety of specimens, I've had a 

wide range of experiences, each of which has influenced my 

feelings. Some specimens made me feel happy because I found 

them entertaining, while others made me feel confused. 

E4 

After reviewing all the specimens, SR006 caught my interest 

because of its well-designed interface and interactivity it provides. 

I am very certain that this specimen will be useful for augmented 

reality type of applications. 

E5 

The combination of these components is able to stir the user's 

emotions, and I have personally experienced this after evaluating 

all of the provided specimens. It is also important that the user 

interface give clear and concise instructions for user friendliness 

and understanding. 

Table VII presents the experts' response to the question, 
“Are the components of this conceptual design model (user 
interface, interaction, content, and context) suitable for 
eliciting users' emotions?”. For this question, experts are 
required to refer to the provided specimens. The experts found 
that the specimens have evoked a range of emotions from 
positive to negative, which led them to agree with the 
question. 

Overall, the findings of the expert review indicated that 
most of the experts agreed with the proposed conceptual 
design model with minor modification required, and they 
considered that the combination of the model's components is 
capable of eliciting user emotions and is suitable to this 
research. 

C. The Revised Conceptual Design Model 

As can be seen in Table V to Table VII and Fig. 3, the 
majority of experts agreed that the proposed conceptual design 
model exhibits appropriate components and relationship for 
the study. However, the goal of this expert review was to 
obtain complete agreement from all experts in all sections; if 

at least one expert disagrees with or is unsure about a model or 
component, the model should be revised accordingly. Based 
on the recommendations of the experts, the initial version of 
the model was refined for better comprehension and to fit the 
context. The expert E3 has suggested that the 'context' 
component may not be appropriate to be grouped with other 
design components since it is not a design component but 
rather serves to support the design process on a particular 
system context. Therefore, the expert suggested to remain the 
context in the model but keeping it separate from other design 
components. The AR conceptual design model has been 
revised and redesigned based on the expert’s feedback and 
recommendations. The revised ARMAD model is presented in 
Fig. 4. 

 

Fig. 4. Augmented Reality Mobile Application Design (ARMAD) Model. 

ARMAD model suggested that all the design components; 
UI, interaction, as well as content should be designed within 
AR system context in order to make it purposeful. The UI 
design in this model suggested that the AR mobile application 
should be designed with interface-environment harmony using 
suitable visual cues in order to let the user feel presence in the 
virtual world. In order to enhance positive user experience, the 
interaction of AR application should be designed with lively 
interaction that able to provide instantaneous feedback while 
the users engage with the application. In addition, the design 
of AR applications needs to take into account the form of 
virtual content in order to provide insightful information and 
instructions to users in an immersive environment. The main 
idea of this model is to understand the influence of the user 
interface, interaction, as well as content design on the users’ 
emotional experience with augmented reality mobile 
application. 

V. CONCLUSION 

Motivated by the advanced technology research and trends 
in UX and AR, as well as the absence of models in the 
research area, this study proposed a conceptual model for AR 
mobile application design (ARMAD) that caters to the users' 
emotional experiences. The proposed conceptual design model 
intends to fill the gap of previous AR models that did not 
address the user emotions in improving the UX. This study 
sought consultation from experts to validate the initial 
ARMAD model. In light of this, the expert review methods 
and procedures involved in this study are outlined in depth. 
Findings of the expert review are collected and presented in 
order to improve the ARMAD model. Overall, findings 
showed that the majority of experts agreed that the conceptual 
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design model proposed in this study is a useful guide and 
practical for use in designing the AR mobile application. All 
of the expert reviewers agreed that the proposed model is 
suitable for eliciting users' emotions and that the relationship 
between the model's components are comprehensible, sensible 
and practical to the research focus. The final step involved 
refining the model based on reviewers' recommendations. 
Objectively, this model contributes to defining design 
elements towards enhancing the emotional UX of AR mobile 
applications. Understanding user emotions is crucial because it 
influences the user satisfaction and most importantly, 
establishes a baseline for designing for a positive UX. This 
study concludes that the objective of validating the ARMAD 
model has been met. 

The limitation of this research involved the difficulty in 
obtaining specimens for evaluation since the majority of 
accessible specimens are in video form. Therefore, only video 
samples were used as specimens for the reviewer. 

Future work should entail creating an AR prototype that 
incorporates the design components and guidelines proposed 
in the ARMAD model. Kansei Engineering method may be 
employed to determine the influence of design elements on 
user emotions using a self-reporting quantitative approach. 
The outcomes of the research design may be used to verify the 
effectiveness of this model. 
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Abstract—Compiler designer needs years or sometimes 

months to construct programs using heuristic optimization rules 

for a specified compiler. For every novel processor, the modelers 

require readjusting the heuristics to get the probable 

performances of processor. The most important purpose of the 

developed approach is to build a prediction approach with 

optimization constraints for transforming programs with a lesser 

training overhead. The problem has occurred in the optimization 

and it is needed to address it with novel prediction model with 

derived features & neural network.  Here, a novel Compiler 

Optimization Prediction Model is developed. The features like 

static and dynamic features as well as improved Relief based 

features are derived, which are provided as input to Neural 

Network (NN) scheme, in which the weights are tuned via Honey 

Badger Adopted BES (HBA-BEO) model. Finally, the NN offers 

the final predicted output. The analysis outcomes prove the 

superiority of HBA-BEO model. 

Keywords—Compiler; prediction; improved relief; HBA-BEO 

model; neural network 

NOMECLATURE 

Abbreviation  Description  

ALO Ant Lion Optimization  

AOA Arithmetic Optimization Algorithm 

BES Bald Eagle Search 

BWO Black Widow Optimization  

HBA Honey Badger Algorithm 

HBA-BEO Honey Badger Adopted BES  

LP Learning Percentage 

MSDTM Multithreaded SPM Data Transfer Model 

ML Machine Learning 

NN Neural Network  

SSA Shark Smell Optimization  

I. INTRODUCTION 

In response to similar needs in many difficult situations, 
compiler analysts have devised and implemented a significant 
variety of optimization compilation option. In reality, it's 
difficult for the compiler's regular compilation optimization 
step to adapt to the programme requirements that must be 
compiled in complex scenarios [6] [7] [8]. On the one hand, 
compiled programmes have different semantics and compiler 
aims, making it difficult to achieve the best optimization result 
using the typical compilation optimization step [9] [10] [11]. If 
an incorrect optimization pass is utilised, it may have bad 
consequences for programme performance, among other things 
[12] [13] [14]. 

Although these dynamic techniques have been quite 
effective and appear to be naturally ideal for task-parallel 
programmes with high input and output flow, they do have 
significant drawbacks [15] [16]. They can't change settings that 
have to be resolved at compilation time, such as the layout of 
data structures in memory, and dynamic monitoring at the 
library level can't completely rule out future programme 
behaviour, attempting to prevent some kinds of optimization 
techniques, and any type of feedback loop will cause some 
runtime overhead [17] [18]. While the effect can be reduced by 
proper implementation, simply adding a few more hops and 
branches to see if any adjustments are needed has a meaningful 
influence in highly fine-grained circumstances [19] [20] [21] 
[22]. To address these issues, we present a set of static analyzes 
that may be used to directly alter a runtime's execution 
parameters by determining aspects of a task parallel programme 
[23] [24].  The main problem is compiler optimization and tried 
to get its solution through A Novel Prediction Model for 
Compiler Optimization with Hybrid Meta-Heuristic 
Optimization Algorithm. 

The key objectives of this works are: 

• To Extracts varied features along with improved relief 
features from input data. 

• To Introduces HBA-BEO model for optimal weight 
selection in NN. 

The paper is arranged as: Section II addresses review. 
Section III and IV correspond to feature extraction and HBA-
BEO based NN for prediction. The Section V and VI describe 
the results and conclusion. 

II. LITERATURE REVIEW 

A. Related Works 

Jiang et al. [1] provided a graph-based compilation 
optimization pass modelling approach that learned heuristics 
for programme dependability, as well as a combined 
programme feature extraction approach. The clang compiler 
tool was used in this research.  For optimization pass election 
for programme dependability, the model enhanced accuracy 
rate by 5 percentage points to 11 percentage points. The 
investigations also showed that the suggested paradigm was 
quite adaptable. 
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Nuno et al. [2] presented a new compiler-assisted data 
streaming mechanism to achieve this goal. It was a substitute to 
prefetching schemes to conservative code structure; it 
combined static study and code modification with data stream 
ability. Memory access were encoded and identified with a 
particular depiction by means of static study. Then, using a code 
transformation method, data indexing and addresses 
computation were separated from computation, resulting in 
considerable code minimization. 

Peter et al. [3] offered a series of new static compiler studies 
aimed at identifying programme properties that influenced the 
best settings for a task-parallel runtime environment. The 
parallel configuration of job spawn, the precision of specific 
activities, the memory capacity of closures needed for task 
variables and an estimation of the stack dimension necessary 
each task were all examples of such aspects. A variety of 
runtime system settings were then modified at constructing time 
depending on the outcomes of these investigations. 

Xiaohan et al. [4] presented a compiler-directed MSDTM to 
improve data transmission in a heterogeneous many-core 
system. Further, compile-time analysis was employed for 
classification. The recommended MSDTM model reduced 
appliance implementation time by 5.49 and saves energy by 
5.16 based upon test resultants. 

Matthew et al. [5] believed that compilers should handle 
data transfer management, decreasing programmer workload 
and improving programmes speed and efficiency by lowering 
the amount of bytes exchanged. We showed that with entire 
transmit scheduling on accelerated data transfer might eradicate 
around 99 percent of bytes transferred from accelerator than all 
data during kernel implementation for all collected data. 

III. PROPOSED MODEL WITH IMPROVED FEATURES 

A novel compiler prediction model is developed, where 
features like static and dynamic features and improved Relief 
features are derived. The derived features are provided as input 
to NN, in which the weights are tuned via HBA-BEO model. 
The NN offers the final predicted outcome. Fig. 1 illustrates the 
picture of deployed scheme. 

 

Fig. 1. Developed Compiler Prediction Model. 

A. Static Features 

The static features [23] extracted in this work are listed in 
Table I. 

TABLE I. STATIC FEATURES 

29fe  “Number of basic blocks with phi nodes in the interval [0, 3] 

28fe  Number of basic blocks with no phi nodes 

27fe  Average of arguments for a phi-node 

26fe  
Average of number of phi-nodes at the beginning of a basic 

block 

25fe  Average of number of instructions in basic blocks 

24fe  Number of instructions in the method 

23fe  Number of binary floating point operations in the method 

22fe  Number of binary integer operations in the method 

21fe  Number of assignment instructions in the method 

20fe  Number of conditional branches in the method 

19fe  Number of direct calls in the method 

18fe  Number of abnormal edges in the control flow graph 

17fe  Number of critical edges in the control flow graph 

16fe  Number of edges in the control flow graph 

15fe  
Number of basic blocks with number of instructions greater then 

500 

14fe  
Number of basic blocks with number of instructions in the 

interval [15, 500] 

13fe  Number of basic blocks with number of instructions less than 15 

12fe  
Number of basic blocks with more than two successors and more 

than two predecessors 

11fe  
Number of basic blocks with two successors and two 

predecessors 

10fe  
Number of basic blocks with a two predecessors and one 

successor 

09fe  
Number of basic blocks with a single predecessor and two 

successors 

08fe  
Number of basic blocks with a single predecessor and a single 

successor 

07fe  Number of basic blocks with more than two predecessors 

06fe  Number of basic blocks with two predecessors 

05fe  Number of basic blocks with a single predecessor 

04fe  Number of basic blocks with more than two successors 

03fe  Number of basic blocks with two successors 

02fe  Number of basic blocks with a single successor 

01fe  Number of basic blocks in the method” 

B. Dynamic Features 

The dynamic features [23] extracted in this work are listed 
in Table II. 

 

Feature Extraction 

 

Proposed 

relief features 

 

Weight 

Optimization 

by HBA-BEO 

model 

NN based Prediction 

 

Input data 

Dynamic 

features 

 

Static 

features 

 

Final output 

(Compiler prediction) 
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TABLE II. DYNAMIC FEATURES 

“Cache line 
access 

CA-CLN, CA-ITV, CA-SHR 

Level 1 cache 
L1-DCA, L1-DCH, L1-DCM, L1-ICA, L1-ICH,L1-
ICM, L1-LDM, L1-STM, L1- TCA, L1-TCM 

Level 2 and 3 
cache 

L2-DCA, L2-DCM, L2-DCR, L2-DCW, L2-ICA, 
L2-ICH, L2-ICM, L2-LDM, L2-STM, L2-TCH, L2-
TCR, L2-TCW, L2/L3-TCA, L2/L3-TCM 

Branch related 
BR-CN, BR-INS, BR-MSP, BR-NTK, BR-PRC, 
BR-TKN, BR-UCN 

Floating point 
DP/FP/ SP-OPS 

FDV/FML/FP-INS 

Interrupt/stall HW-INT, RES-STL 

TLB TLB-DM, TLB-IM, TLB-SD, TLB-TL 

Total cycle/insts. TOT-CYC, TOT-IIS, TOT-INS 

Load/store insts. LD-INS, SR-INS 

SIMD insts. VEC-DP, VEC-INS, VEC-SP” 

C. Improved Relief Features 

The Relief feature aids in estimating the superiority of 
attributes based on how fine their values differentiate among 
instances, which are nearer to one another. Initially, relief 
chooses the instances arbitrarily [24]. The arbitrary elected 
instances are iRS . The Relief search for its two nearer 

neighbours: “one from the same class, called nearest hit ( )NH , 

and the other from the different class, called nearest miss ( )NM

”. 

The steps of improved relief are: 

Algorithm 1 

for 1=i to run count m  

Automatically evaluate k  

Arbitrarily choose iRS  features 

Compute hit ( )NH  and nearest miss ( )NM  

for 1=i to n  do 

     ( ) ( ) mNMRSidifmNHRSidifiwewe ii
22

,,,,1 +−=  

end 

As per improved concept, weight  iwe  can be computed 

using tent map. The average of  iwe signifies the harmonic 

mean. 

The extracted features are implied by fe . 

IV. HBA-BEO BASED NN FOR PREDICTION 

A. Optimized NN 

It [16] considers features ( )fe  as input, as in Eq. (1), 

wherein nu  symbolizes entire feature count. 

 nufffefe ,......, 21=
             (1) 

The NN [16] included “output, hidden and input layers”. 

The hidden layer ( )Hz and network outputs oQ ˆ
ˆ  are exposed in 

Eq. (2) and (3). Here, “ AF → activation functions, i


and j
 
→ 

neurons of input & hidden layers, ( )
( )H

iB
We   → bias weight to

thi


hidden neuron, in
→ count of input neurons and ( )

( )H

ij
We   

→weight from 
thj input neuron to 

thi


hidden neuron, ô  

→output neurons, 
hn →hidden neuron count, ( )

( )P
oB

We ˆ
 
→output 

bias weight to 
thô  output layer, and ( )

( )P

oi
We

ˆ
  →weight from

thi


 

hidden layer to
thô  output layer”. The error is approximated in 

Eq. (4), in which, Gn → count of output neuron,
 oPˆ

ˆ and oPˆ  

→predicted & actual output. Here, the weights We  are 

optimally chosen via HBA-BEO model. The minimization of 
Eq. (4) is set as objective in this work. 
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           (4) 

The output from NN offers final classified output. 

B. Proposed HBA-BEO Algorithm 

The developed HBA-BEO is the hybrid conceptual of BES 
[17] and HBA [18]. It was established that the grouping of two 
typical optimizations will progress the convergence speed [19] 
[20] [21] [22]. 

Selecting stage: This stage decided the optimum region as 
per the food quantity. As per HBA-BEO, this behaviour is 

modelled as per HBA update as in Eq. (5), in which iDis

signifies distance information, flag→ flag to alter searching 

direction, ra  refers to random constraint, preyY → best 

position”. As per HBA-BEO, density factor   is computed as 

in Eq. (6). 

ipreynew DisraflagYY **7* +=
            (5) 

( )

max

max 15.1

it

itit +−
=              (6) 

Searching stage: This stage is computed in Eq. (7). In Eq. 

(7), “ bestY  refers to elected searching space depending upon 

best position of eagle, meanY  refers to mean distance amid every 

positions of bald eagle (population mean), iY  refers to present 

position of eagle, ran  refers to random constraint produced 

among [0 - 1],  ,   refers to constant constraint among [0.5, 

2], Q  refers to constant constraint among 0.5 to 2, and 1ran

and 2ran  refers to two arbitrary constraints”. Conventionally, 
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( )ir  is computed as in Eq. (11), however, as per HBA-BEO, 

( )ir  is computed as in Eq. (12), wherein, ran  is computed 

using chaotic cubic map. 

( ) ( ) ( ) ( )meaniiiinew YYipYYiZYY −+−+= +1           (7) 

( )
( )
(

( )
( )
(Zr

iZr
iZ

pr

ipr
ip

max
,

max
==

            (8) 

( ) ( ) ( )( ) ( ) ( ) ( )( )iiriZriiripr  sin,cos ==
           (9) 

( ) 1rani = 
           (10) 

( ) ( ) 2ranQiir +=
           (11) 

( ) ( ) ranQiir +=
           (12) 

Swooping stage: This stage is modelled as in Eq. (13). 

( ) ( )
( ) ( )meani

meanibestnew

YitYiZl

YitYiplYrandY

−+

−+=

2

13

        (13) 

( )
( )
(

( )
( )
(Zr

iZr
iZl

pr

ipr
ipl

max
,

max
==

          (14) 

( ) ( ) ( )( ) ( ) ( ) ( )( )iiriZriiripr  cosh,sinh ==
        (15) 

( ) ( ) ( )iirrani  == ,3
          (16) 

V. RESULTS AND DISCUSSION 

A. Simulation Set Up 

The novel prediction model for compiler optimization using 
NN + HBA-BEO was executed in “Python. Training set: SPEC 
CPU2006 is developed by the standard performance evaluation 
organization for the evaluation of general-purpose CPU 
performance [11]. The input scale of SPEC2006 benchmark can 
be divided into test, train and reference scale, we use the 
reference scale to test”. Here, analysis was done for varied 
metrics like accuracy and varied error metrics like MSE, MSLE 
and so on. Also, NN+HBA-BEO was proven over NN + BES, 
NN + HBA, NN + ALO, NN + BWO, NN + AOA and NN + 
SSA. 

B. Performance Analysis 

The study on diverse metrics is detailed here. Here, the 
analysis was done for LPs of 60, 70, 80 and 90 over NN + BES, 
NN + HBA, NN + ALO, NN + BWO, NN + AOA and NN + 
SSA models. From Fig. 2, the considered metrics like 
specificity, sensitivity, accuracy and precision are examined, 
which were established to be much better over NN + BES, NN 
+ HBA, NN + ALO, NN + BWO, NN + AOA and NN + SSA 
models. The accuracy of NN + HBA-BEO is high at 90th LP, 
while precision is high at 80th LP. However, at all LPs, NN + 
HBA-BEO have established higher outcomes over NN + BES, 
NN + HBA, NN + ALO, NN + BWO, NN + AOA and NN + 
SSA models. Thus, NN + HBA-BEO is proven to be enhanced 
than NN + BES, NN + HBA, NN + ALO, NN + BWO, NN + 
AOA and NN + SSA models. 

  
(a)        (b) 

  
(c)       (d) 

Fig. 2. Analysis on (a) Precision, (b) Specificity, (c) Sensitivity and (d) Accuracy for NN + HBA-BEO over others. 
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C. Analysis on Error Measures 

The performance of adopted NN + HBA-BEO for diverse 
error (MSE, MSLE, MAE and MAPE) is calculated over 
conservative NN + BES, NN + HBA, NN + ALO, NN + BWO, 
NN + AOA and NN + SSA schemes in Fig. 3. The NN + HBA-
BEO method is scrutinized for numerous LPs from 60, 70, 80 
and 90 over NN + BES, NN + HBA, NN + ALO, NN + BWO, 
NN + AOA and NN + SSA models. “In statistics, MAE is a 
measure of errors between paired observations expressing the 
same phenomenon”. The MAE needs to be less for improved 
prediction accuracy. As required, the MAE obtained by NN + 
HBA-BEO is lesser for every LP. The MSLE using NN + HBA-
BEO over NN + BES, NN + HBA, NN + ALO, NN + BWO, 
NN + AOA and NN + SSA is signified in Fig. 3(b). “MSLE can 
be interpreted as a measure of the ratio between the true and 
predicted values”. For every LP, the MSLE gained by NN + 
HBA-BEO is lesser. The assessment of NN + HBA-BEO for 
MAPE and MSE over MSE, MSLE, MAPE and MAE is 
signified in Fig. 3(c) and Fig. 3(d). “The MAPE, also known as 
MAPD, is defined as a measure of prediction accuracy of a 
forecasting method in statistics”. “In statistics, the MSE or 
MSD of an estimator measures the average of the squares of the 
errors, that is, the average squared difference between the 
estimated values and the actual value”. The MSE and MAPE 
have to be less for better prediction, which is found to be 

accomplished by NN + HBA-BEO for all LPs over NN + BES, 
NN + HBA, NN + ALO, NN + BWO, NN + AOA and NN + 
SSA schemes. 

D. Study on RMSE 

The RMSE values with parameters for each benchmarks in 
the dataset is exposed in Table III. 

TABLE III. RMSE FOR VERIFIED BENCHMARK IN DATATSET 

Parameters RMSE 

400.perlbench 0.75 

401.bzip2 0.661438 

403.gcc 0.75 

429.mcf 0.75 

445.gobmk 0.829156 

456.hmmer 0.661438 

458.sjeng 0.661438 

462.libquantum 0.829156 

464.h264ref 0.661438 

471.omnetpp 0.707107 

473.astar 0.707107 

483.xalancbmk 0.661438 

 

  
(a)        (b) 

  
(c)       (d) 

Fig. 3. Attacks Analysis (a) MAE (b) MSLE (c) MAPE and (d) MSE for NN + HBA-BEO Scheme Over Others. 
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VI. CONCLUSION 

This work developed a novel Compiler Optimization 
Prediction Model. In this research, optimization [25] is the key 
factor considered and it is achieved through derived features 
and neural network. The features like static and dynamic 
features as well as improved Relief based features were 
extracted. The derived features were given to NN scheme, in 
which the weights were tuned via NN + HBA-BEO. Finally, the 
NN offered the final predicted output [26]. Here, the considered 
metrics like specificity, sensitivity, accuracy and precision were 
examined, which were established to be much better over BES, 
HBA, ALO, BWO, AOA and SSA models. The accuracy of NN 
+ HBA-BEO was high at 90th LP, while precision was high at 
80th LP. However, at all LPs, NN+HBA-BEO has established 
higher outcomes over NN + BES, NN + HBA, NN + ALO, NN 
+ BWO, NN + AOA and NN + SSA models. 
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Abstract—Multimedia images are the primary source of 

communication across social media and other websites. 

Multimedia security has gained the attention of modern 

researchers and has posed dynamic challenges such as image 

forensics, image tampering, and deep fakes. Malicious users 

tamper with the image embedding noise, leading to 

misinterpretation of the content. Identifying and authenticating 

the image by detecting the forgery operations performed on it is 

essential. In our proposed model, we detect the forged region using 

the machine learning model SVM in the first iteration and 

Convolution Neural Network in the second iteration with Discrete 

Cosine Transform (DCT) for feature extraction. The proposed 

model is tested with a Corel 10K dataset, and an average accuracy 

of 98% is obtained for all kinds of image operations, including 

scaling, rotation, and augmentation. 

Keywords—Support Vector Machine (SVM); Discrete Cosine 

Transform (DCT); Convolution Neural Network (CNN); Image 

Forensics and Image Forgery 

I. INTRODUCTION 

With the invention of high-speed networks and advanced 
storage technologies, the internet used in almost every domain 
has increased drastically. Significant technological innovations 
have occupied every area with intelligent technologies and 
devices. The use of multimedia in social networking and other 
applications has invited other challenges where intruders 
modify or forge the data for illicit usage. Digital 
transformations have opened up a new domain of image 
forensic analysis. The need for providing authentic documents 
with integrity is a much-needed research area. 

Recent Information and Communication Technology (ICT) 
has a vast spectrum of applications imbibing from each 
machine to pools of networks by large organizations. Users 
over the globe are not limited to work applications but are used 
for various applications such as personal banking transactions, 
multimedia data sharing across social media platforms, etc. [1] 
Larger companies regularly conduct their every transaction and 
operation across the internet, and more extensive data 
migrations across the firms occur via the networks comprising 
lesser secured public internet. 

The drastic inventions in the cloud and big data technology 
solutions have seen exponential usage in social networking and 
mobile communication applications, leading to more extensive 
organization information flow operations. This limited the 
organization's security architecture for handling manipulated 
and tampered data. The increased activity of users and 
organizations has led to the misuse of computers and network-
related applications ranging from simple password hacks to 
unauthorized access to servers. 

Increased misuse of network and computer-related 
applications has led to increased research in computer-related 
investigations. Traditionally auditing the logs was a simple way 
to trace fraud operations, and the advanced hacking techniques 
are so powerful that no traces are found in the records. Hence 
the need for an automated and intelligent way of forensics is 
necessary. Digital forensics has made advanced developments 
over the years. The primary reason for the development is 
intelligence in tools and techniques that use local hardware 
machines to perform complex auditing tasks more precisely. 
The difficult task of auditing the logs is automated using 
machine learning models. 

The rapid increase in the digital content comprising images 
over the internet has challenged the retrieval efficiency of 
several applications. The content-based image retrieval 
(CBIR), the effective and modern method for retrieval of 
images from the web, has addressed the challenge to some 
extent. CBIR is defined as the operation for retrieving images 
over the more extensive database in an effective and timely 
manner using dominant features of stored images such as 
texture, color, shape, etc. The effectiveness and efficiency of 
any CBIR model rely entirely on the identified extracted feature 
subset, as these values are used in the computation of similarity 
among the stored and retrieved images. Fig. 1 shows the classic 
examples of image tempering instances. 

The primary purpose of the research is to secure the 
machine learning-based models for forensic analysis in the 
training and testing phase of the proposed architecture. The 
primary model experiments with the Support Vector Machine 
and the transformation functions applied with feature reduction 
for training the classifier. In the next level, forensic analysis is 
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performed on the images, which have the specific traces 
acquired by the operations, such as coding, acquisition, and 
preprocessing. To enhance the robustness of the model, the 
Convolution Neural Network (CNN) has been integrated for 
additional training of the model. CNN is the programming 
model that aids the machine in learning from the operational 
data provided. It is a subset of the class for a deep neural 
network that proactively addresses several image processing 
operations such as pattern matching and recognition. The model 
is treated to be complex and interconnected with several 
neurons in each of the layers. 

 
(a) 

 
(b) 

Fig. 1. Image Tempering Throughout the History [Courtesy: 

https://twistedsifter.com/2012/02/famously-doctored-photographs/]. 

 

Fig. 2. Dimensions of Digital Forensics. 

Fig. 2 provides the dimensions of digital forensics. Digital 
forensics involves the process of incident occurrence, analyzing 
collected data, and reporting the traces of anomalies in it. 

II. RELATED WORKS 

In [2] the work used pre-trained models for the lifecycle of 
forensic digital imaging tools. The work focused on the 
detection of a gun in a set of images. The work focused on the 
four pre-trained models, such as ImageNet-trained models: 
InceptionV3, Xception, ResNet, and VGG16, on the Adhoc 
realistic datasets without any of the fine-tuning of the models 

used. The results were on par with the realistic determination of 
guns in the images. The work was limited to a particular class 
and could be extended with a few more classes to make the 
model more realistic. 

In [3][4] the authors discussed the various needs for using 
machine learning and deep learning models and their 
implications. The various experimentations in the article show 
the augmenting of the performance of traditional models with 
the integration of machine learning models and the 
development of the conceptual framework for digital forensics. 

The work in [5][6] proposed the support vector machine 
learning model with DWT and PCA as feature reduction 
models. The proposed model has experimented with an Adhoc 
dataset comprising 10000 images, and the proposed work was 
compared against the decision tree and Bayesian model. The 
proposed architecture gave the optimized performance of an 
accuracy of 97% in a limited subset of training images. 

In [7] they worked on detecting tampering on the images 
using the CFA artifacts. The model provided optimal results in 
the detection of forged region localizations. The model has 
experimented on the UCID dataset and several images pulled 
from various social media websites. The model used the scalar-
based approach with forensic analysis by machine learning. The 
experimental results were optimized with this approach and 
limited to a few classes. The procedure failed when 
experimented with multi-class label datasets. 

The model in [8] addressed image forgery on social media 
and other prominent websites. The work focused on copy-move 
forgery detection using block processing and extracted the 
features transformed from the blocks. The convolutional neural 
network was for detecting the forgery. The serial pairs of 
convolutions are used for extracting the features and then 
enable the classification of images as tampered and originals, 
including the consideration of transformation operations. For 
Experimentation, various trigonometric transforms for 1D and 
2D are considered. The model gave the optimum accuracy but 
was limited to the specifically trained dataset and required a 
robust model to deal with all kinds of images. 

The experiments in [9] discussed the significant risks and 
shortcomings of using CNN models in clinical applications. 
The research focused on noise discovered in medical images 
and its impact on deteriorating the model's performance. They 
proposed a defense mechanism to such noises by incorporating 
the sparsity of denoising methods performed inherently in the 
CNN models to enhance the model's accuracy and overall 
performance. The model gave an accuracy of up to 97%. 

The model in [10] discussed the impacts of adversarial 
perturbations on CNN and its challenges. The model is 
designed on the new architecture that specifically increases the 
robustness of the adversarial effects by using feature denoising. 
The network design consists of blocks that denoise each feature 
using various nonlocal means and a combination of other filters. 
The model has experimented on Imagenet, and the model's 
performance is enhanced by embedding this method in machine 
learning models. 

The work by authors in [11] addressed the problem with the 
authenticity of the images shared across social media and other 
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websites. They proposed a digital image forensics model to 
identify the images' averaging and gaussian filtering. The 
model first normalized the image and computed the difference 
in array values for calculating the co-occurrence features. The 
model achieved higher accuracy for even small-size images 
with less resolution, but the results were minimal for the higher-
size images. 

The authors in [12] proposed a model based on the pixel-
pair histogram (PPH) and coefficients of an autoregressive 
moving average model (ARMA). These features are extracted 
from various directions in an image for computing the median 
filters. Experimentations were done on multiple single and 
compound databases, and the model enhanced the accuracies of 
the models, especially for the JPEG formats and compressed 
versions of the images. 

III. PROPOSED METHODOLOGY 

The proposed methodology works in two layers. In the 
initial phase, the support vector machine is used with the RBF 
kernel in training the images. In the second layer, CNN is used 
for training the model for making the classification more robust. 
Fig. 3 shows the proposed model for forensic image detection. 

A. Dataset 

To test the proposed model's robustness, experimentations 
were conducted on a target set of 100000 images. The images 
span different categories, such as oceans, mountains, fruits, etc. 
Every image is scaled to 192 X 128. The dataset is spread across 
100 categories, composing 100 images in each type. Fig. 4 
shows the sample images in the dataset. 

 

Fig. 3. Proposed Model for Forensic Image Detection. 

 

Fig. 4. Sample Images in the Corel -10K Image Dataset. 

Each image has been extracted with 89 features. These 
features are composed of four sets based on color histogram 
layout, histogram, co-occurrence, and color moments. 

TABLE I. FEATURE SET DESCRIPTION 

Feature Dimensions Description 

Color Histogram 32  
HSV is divided into 32 subspaces. 

8 for H and 4 for S. 

Color Histogram 

layout 
32  

Image is divided into four sub-

images 

Color Moments 9 3 for H, S, and V 

Co-occurrence 

Texture 
16 

co-occurrence in 4 directions is 
computed (horizontal, vertical, and 

two diagonal directions) 

B. Feature Extraction and Feature Reduction 

Algorithm: Feature Extraction 

Input: Image I 

Output: 89 Features i1, i2,….. in 

Step 1: Convert RGB to HSV Image. 

Step 2: Split the input image into H, S, and V sub-image spaces 

Step 3: Canny Operator is used for edge detection and 

segmentation 

Step 4: Discrete Cosine Transform (DCT) is used for feature 

extraction 

Step 5: 89 feature sets are extracted from the image 

The DCT coefficient entities signify the spatial frequency 
components in an image, and every pattern of the blocks in an 
image is augmented with various magnitudes. The extracted 
features depend on the prominent edge, and the values extracted 
signify the image's lowest frequencies. 

Fig. 5 (a) shows the original image and the extracted 
features from HSV subspaces in images. Fig. 5 (b) shows the 
sample extracted feature matrix. 

In computing the DCT coefficients matrix, the major 
component for the spectral coefficients of images represent the 
lower frequency sections and higher frequency sections with 
amplitude of areas across the image. Since the most dominating 
area of interest is around the lower frequency, we discard the 
values closer to 0. The coefficients of DCT are reduced w.r.t to 
(1). 

D_C (u,v,s)=F(u,v) u,v=1,2,3,…….s  1<s≤8 …          (1) 

 

Input Image 

Image 

Grey 

Scale? 

Convert Image to 

Grey Scale 

Feature 

Extraction 

 

Machine 

Learning 

Model 

Image 

Forged 

Image Not 

Forged 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

592 | P a g e  

www.ijacsa.thesai.org 

 
(a) 

 
(b) 

Fig. 5. (a) Original Image. (b) Image Feature Extraction. 

Where F(u,v) Represents the DCT coefficients of image 
block I. D_C (u,v,s) Represent the reduced DCT Coefficient. S 
represents the reduction scale for the image. 

 

Fig. 6. DCT Reduced Coefficients from 8 X 8 to 4 X 4. 

Since the DC coefficients among the adjacent blocks of 
images are redundant and the AC coefficients are small, these 
values are ignored. DCT transforms the correlation among the 
adjacent 8 X 8 blocks of images and is quite dominant. Hence 
smoothing these edges is necessary. The operation is performed 
using DCT coefficient values, which will uniformly distribute 
the frequency across the images. The reduced and smoothened 
coefficients of DCT are computed as of (2). The sample features 
extracted using DCT are shown in Fig. 7. 

𝐷𝐶 = {
𝐹(𝑢, 𝑣)  (𝑢, 𝑣) = 1

𝐹(𝑢, 𝑣) +
𝐹(1,1)

8
  (𝑢, 𝑣 = 2, … . 𝑠)

  (1 < 𝑠 ≤ 8)         (2) 

 

Fig. 7. Feature Matrix using DCT. 

IV. MACHINE LEARNING MODELS 

In the first phase, the support vector machine with the 
configuration in Table II is used to train the model. Support 
Vector Machine (SVM) is majorly used in classification, and 
recognition tools are embedded to avoid computational 
complexities. Our work proposes a methodology for detecting 
the forged image, which might comprise any subpart if the 
image has been added, removed, or altered. The SVM is used 
for identifying the similar neighboring regions of an image by 
matching with other blocks of the image computed. To identify 
a forged part in an image, the features are extracted w.r.t to 
HSV, texture, pixel value, and the edges of several regions in 
an image. The process works in two iterations. In the first 
iteration, the model is trained with the images without forged 
parts. The second iteration tests the model with the sample set 
of images containing the forged part. The SVM model is used 
to classify the images into two classes: forged or genuine. The 
model initially identifies the edges and decides the decision 
boundaries in the training phase. This information will be used 
for generalizing the images with higher dimensions. A decision 
space (support vectors) for the set of images is generated using 
the larger space of trained images which separates the objects 
belonging to a different class. 

All the experiments were conducted on Ubuntu 22.0 LTS 
64-bit Operating System with 24GB Ram, intel core i5 
@3.40Ghz with python 3.0. The entire dataset was divided in 
the ratio of 70:30 for the training and testing dataset. In the 
initial phase, the training is done with a support vector machine 
with rbf kernel, as mentioned in Table II. 

TABLE II. CONFIGURATION OF SVM MODEL 

Model Kernel γ 

Support Vector Machine rbf 1/n 

To make the model more robust, it is trained with the CNN 
model as specified in Table III in the second phase.  

TABLE III. CNN MODEL CONFIGURATION 

Image 

Layer 
Filters 

Feature map 

size 

Size for 

filter 
Strides Padding 

1st CNN 

Layer 
664 224*224*64 3*3*3 1 1 

2nd CNN 

Layer 
64 224*224*64 3*3*64 1 1 

Max 

Pooling 
1 112*112*64 2*2 2 0 
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(a) 

 
(b) 

Fig. 8. (a) Performance Metric of SVM (b) Performance Metric of CNN. 

Fig. 8 shows the performance metrics computed for the 
support vector machine and the CNN. Fig. 9 gives the different 
forged images detected. 

 
  (a)     (b)      (c) 

     
 (d)     (e)      (f) 

Fig. 9. Results of Proposed Model (a) Input Image (b) Threshold Image (c) 

Classified as Not Forged (d) Input Image (e) Threshold Image (f) Classified as 

Forged Image. 

V. CONCLUSION 

In recent research, many researchers proposed various 
methods for forgery detection, which can be further categorized 
into supervised and unsupervised classification models. The 
two models experimented with, in our work, support vector 
machine and the convolution neural network have performed 
well, with an accuracy of 75% and 95%. The CNN model 
wrongly classified the few forged images to non-forged. These 
misclassifications were handled correctly in the SVM. Hence 
the model proposed is trained in two iterations with respect to 

SVM and CNN. The combined classifier gave an accuracy of 
over 98%. The proposed model can be further enhanced with 
an optimal feature reduction mechanism, and using 
unsupervised models may augment the model's performance. 
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Abstract—Spatial data analytics is an emerging technology. 

Artificial neural network techniques play a major role in analysing 

any critical dataset. Integrating remote sensing data with deep 

neural networks has led a way to several research problems. This 

paper aims at producing land use land cover map of Bangalore 

region, Karnataka, India with various band combinations of 

sentinel satellite imagery obtained from google earth engine. 

LULC map classes include water, urban, forest, vegetation and 

openland. Band combinations of satellite images represent 

different characteristics of spatial data. Hence, several band 

combinations are used to build LULC maps. Also, classified maps 

are generated using different neural networks with pixel-based 

classification approach. Appropriate performance metrics were 

identified to evaluate the classification results such as Accuracy, 

Precision, Recall, F1-score and Confusion Matrix. Among neural 

networks, Convolutional Neural Network technique outperformed 

with 98.1 % of accuracy and less error rates in confusion matrix 

considering RGBNIR (4328) band combination of satellite 

imagery. 

Keywords—Sentinel-2; neural networks; convolutional neural 

networks; remote sensing data; land use land cover maps 

I. INTRODUCTION 

Monitoring the Earth's surface has undergone a radical 
change as a result of advances in satellite remote sensing 
technology. Sentinel-2 multispectral products, created as a 
result of the European Space Agency's (ESA) [2] and European 
Union's (EU) [3] Copernicus Programme, have helped to 
effectively monitor the Earth's surface [1]. The ESA Sentinel-2 
satellite constellation, which includes multispectral scanners on 
board [35], is the second iteration of the Sentinel satellite 
programme. Sentinel-2's main goal is to supply high resolution 
[33] satellite data for observing changes in climate [34], 
monitoring natural disasters, and tracking changes in land cover 
and use. It also aims to supplement previous satellite missions 
like Landsat. 

Sentinel level-2A dataset acquired is of one of the 
metropolitan cities of India i.e., Bangalore which was obtained 
from Google earth engine. A wide-swath, high-resolution, 
multi-spectral [2] imaging mission from Europe is called 
SENTINEL-2. The twin satellites' complete mission 
specification calls for a high return frequency of five days [33] 
at 

the equator when they are in the same orbit but phased at 180°. 
With a spatial resolution of four bands at 10 m, six bands at 20 
m, and three bands at 60 m, the optical payload on SENTINEL-
2 will sample thirteen spectral bands [34]. It is possible to use 
the 290 km-wide orbital sweep. Based on Level-1C data with 
atmospheric correction for reflectance from the Bottom of the 
Atmosphere (BoA), data are used to create the Level-2A 
product [3]. They are routinely manufactured by ESA as of 
January 2019, exactly like the level 1C products previously 
mentioned. 

The open access Sen2Cor processor allows users to 
continue producing their own BoA data from Level 1C. Water 
vapour map [35], Aerosols optical thickness map and a basic 
scene classification map [2] are among the extra Sen2Cor 
algorithm outputs that are included in Level 2A data. Sentinel 
Satellite Image Time Series (SITS) [3] have recently been 
productively utilised in the perspective of LULC mapping, 
illuminating the advantages of having access to such optical and 
radar SITS in this field. A few noteworthy examples include the 
creation of country-scale land cover maps using optical Sentinel 
SITS [4]. 

The following Table I shows the important features of 
Sentinel level-2 image. 

The ideas of LULC laid the foundation to understand how 
people interact with the environment [6]. The term "Land Use" 
describes the purposes for which humans use the land cover, 
such as anthropogenic activity-induced changes. The term 
"land cover" describes the natural elements [5] that make up the 
surface of the Earth, such as agricultural land, aquatic sources, 
and topsoil. [7]. 

As deep learning techniques automate feature extraction 
and classification, it is more suitable and efficient for satellite 
imagery [8]. Each layer of deep learning model computes new 
data pattern from previous layers’ data understanding of 
artificial neurons, resulting in order of data generalisations [9]. 
Convolution [32] and pooling layers [31] are typically followed 
by a fully connected neural network layer [19] and a suitable 
activation function [37] in CNNs, finally corresponding LULC 
class is predicted by softmax function as an output [10]. 
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TABLE I. SENTINEL LEVEL-2 IMAGERY’S CHARACTERISTICS [3] 

Spatial 

Resolutio

n 

Band 

Numbe

r 

Central 

Wavelengt

h (nm) 

Bandwidt

h (nm) 

Lref 

(referenc

e 

radiance) 

(W m -2 

sr-1 µm-

1) 

SN

R @ 

Lref 

10m 

2 490 65 128 154 

3 560 35 128 168 

4 665 30 108 142 

8 842 115 103 172 

20m 

5 705 15 74.5 117 

6 740 15 68 89 

7 783 20 67 105 

8b 865 20 52.5 72 

11 1610 90 4 100 

12 2190 180 1.5 100 

60m 

1 443 20 129 129 

9 945 20 9 114 

10 1375 30 6 50 

A. Study Area 

The great capital of the Indian Karnataka state, Bangalore 
[36] is one of the cities with the greatest population growth. The 
most populated district in the state, accounting for 15.8% of the 
state's total population, is located in Karnataka's only 
metropolitan region, which has a total population of 96,21,551 
(as of the 2011 census). The district's total area is 2196 sq. km, 
with 4381 people residing in each sq. km. In terms of both land 
and population, it is the largest district in the state of Karnataka. 
The majority of Bangalore's population lives in urban areas, 
making it the most urbanised district. 

Bengaluru as showed in Fig. 1 is located on the Deccan 
Plateau [28], in the Karnataka state’s south eastern part. The 
Bengaluru district lies between 120 58’ to 13o 0’ North Latitude 
and 770 37’ to 78o 18’ East Longitude. The district's elevation 
is typically about 1000m above the mean sea level which 
bestows it with a healthy climate. The district has four taluks 
namely Bengaluru North, South, East, and Anekal. The famous 
IT and BT Electronic City situated in Anekal taluk [36]. 

 

Fig. 1. Bangalore BBMP Limits Study Area [28]. 

II. RELATED WORK 

Sentinel-2 image of Bangalore region was tiled into patches 
and for the identified land use land cover classes of trained 
patches, CNN architectures such as DenseNet201, VGG16 and 
Resnet50 were applied. This yielded better classification 
results. [27]. 

Quick Bird datasets of the regions Rome, Las Vegas and 
Florida were used for the scene classification using Support 
Vector machine’s margin sampling approach and Entropy 
query by bagging which is a classifier independent method [13]. 
Kappa index was mainly used along with accuracy to evaluate 
the pixel based classification in this study. 

Four classes (Water, Cropland, Forest and built-up) of 
LULC generated for the region Mandya, Karnataka using five 
bands of Sentinel-2A namely SWIT, NIR, Blue, Red and Green 
with F1-Score of 0.84 using modified Segnet architecture of 
deep learning [11]. 

High resolution image datasets of urban areas of China, 
Italy and Germany were used with Deep Convolutional neural 
network techniques for the classification of land use and 
achieved accuracies of about 90% using object-based and pixel-
based approaches [12]. 

Sentinel 2 image bands of 4, 3, 2, 8 were used for the land 
cover classification of central java region of Indonesia. With 
the ArcMap tool and supervised classification approach, a very 
high accuracy of 1 and moderate kappa value of 0.4896 [14] 
were achieved. Maximum Likelihood classifier used in this 
research is then assessed by comparing raster values of 
classified image and actual google earth engine image. For this, 
acquisition dates of two images are kept same. 

Maximum Likelihood Classifier (MLC) and Support Vector 
Machine (SVM) classifiers of ERDAS imagine tool were 
applied on Sentinel-2 and Landsat-8 dataset of Istanbul 
metropolitan city of Turkey’s LULC classes [15]. Among these 
two classifiers, SVM achieved highest accuracy and kappa 
coefficient of 84.17% and 0.8190 respectively for the sentinel-
2 data. Error matrix was calculated against classified random 
points and reference points of google earth also as an 
assessment. 

Zonguldak, Turkey [16] was considered as the study area in 
this research. Sentinel -2 MSI and Landsat OLI were used as 
satellite imageries. MLC was used to generate LULC map. 
Classification using Sentinel-2 data yielded highest accuracy 
and kappa coefficient than Landsat-8. Accuracy was assessed 
with 460 stratified random points. 

LULC maps and correlation matrix were generated for the 
Ahmedabad city of Gujarat state, India from the period 1991 to 
2010 so as to know the change of certain land use classes. The 
main intension of this was to monitor population dynamics, 
urban expansion. [17]. 

This study presents application of LULC maps for the 
prediction of change and spatial distribution for the year 2027 
of Ahmedabad city, Gujarat using the integration of cellular 
automata and artificial neural network model from temporal 
series of data from 1976 to 2017. [18]. 
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Most of the recent research work focused on the LULC 
classification of satellite image patches (part of an image) of the 
interested areas. They were trained and fed to various neural, 
CNN architectures. But, LULC classification is required for the 
entire study area to perform change or any other spatial 
analysis. Only few GIS automated tools could do such 
classification for the entire study area rather than part of 
satellite image. 

The main objective of this research is to generate optimal 
[29] land use land cover map using deep neural networks and 
convolutional neural networks approaches. In addition to this, 
various combinations of sentinel-2 image were evaluated to 
know the significance of each band. Finally, proposed model is 
evaluated using various metrics such as confusion matrix, 
precision, recall and F1-score. Model is validated with few 
randomly generated points which are then compared with 
google earth engine. 

III. METHODOLOGY 

The Fig. 2 process explains the data preparation before it is 
fed into the neural network. Firstly, Bangalore data is being 
extracted from sentinel portal through google earth engine 
using JavaScript. This requires date and year, proper selection 
of the region of interest, bands information. For the research we 
have downloaded, 2019’s January till March data and used band 
combinations such as 843 (NIR, Red and Green), 432 (Red, 
Green, Blue) [14] and 8432 (NIR, Red, Green, Blue). 

There are two important factors to select only Bruhat 
Bengaluru Mahanagara Palike (BBMP) limits within 
Bengaluru/Bangalore data. First, is to focus more on the 
urbanised areas so that change detection of LULC maps would 
be more interesting for further studies and second, is to reduce 
the study area image dimension so that computation time can 
also be lessened greatly. This phase is achieved by clipping 
only BBMP limits from whole Bangalore data. 

As this research is done for medium spatial resolution image 
of 10m, pixel-based approach is more suitable [30]. Supervised 
classification approach is considered. For the same, training 
suites are generated based on the classes (Water, Urban, Forest, 
Vegetation and Open land). These suites are divided into train 
and test for the model evaluation. They are normalised within a 
scale of 255 so as to bring them into uniform range.  

A. Neural Networks 

The Fig. 3 shows the schematic representation of neural 
networks made use in the current work. 

 

Fig. 2. Data Preparation Process. 

 

Fig. 3. Proposed Model of Deep Neural Networks. 

Deep Neural Networks (DNN) are most efficiently used for 
multi-class classification [21]. As indicated in the above figure, 
we have used six layers in our proposed model. Firstly, input 
image is fed into the network. To ease the task, we have 
considered 80% of the input image pixels known as trained data 
out of the entire image. Pixel values are flattened and they are 
fed as neurons to the input layer. At hidden layer, sum of these 
inputs along with weights and bias as shown in equation (1) 
[19] is computed. 

Relu activation function is applied to this sum as shown in 
equation (2) to activate neurons so that vanishing gradient 
problem could be overcome to some extent [20]. In this case, 
neuron values less than zero never gets activated. Likewise, 
process is repeated at next three hidden layers producing 20 
units at each layer. Final hidden layer is connected output layer, 
wherein softmax function as represented in equation (3) finds 
the final predicted LULC class out of five as mentioned in the 
above figure. 

z=∑ 𝑤𝑖𝑥𝑖 + 𝑏𝑛
𝑖                (1) 

here, n is number of input pixels 

𝛿(𝑧) =
1

1+𝑒
−[(∑ 𝑤𝑖 𝑥𝑖

𝑛
𝑖 )+𝑏]

             (2) 

σ(𝑧𝑖) = 
𝑒𝑧𝑖

∑ 𝑒𝑧𝑖𝑘
𝑗=1

              (3) 

here, k is 5 (number of classes). 

Model’s hyperparameters include learning rate of 0.001, 
100 epochs, batch size of 128. Dropout of 20% and l2 
regularisation are considered [38]. We have used keras library 
to implement this model in python. 

B. Convolutional Neural Networks 

The Fig. 4. shows the CNN model used in this work. 

Convolutional, pooling, and affine layers combine to form 
Convolutional Neural Networks (CNN). When it comes to 
visual identification tasks, CNN's perform fantastically and at 
the cutting edge of technology [22]. CNN’s are also used to 
classify remote sensing images with its extensive features. 
Here, we have used two layers of convolution and two pooling 
layers. Basically these layers are used to create feature maps of 
image size of 1247600 with three channels and 7X7 patch size 
[9]. Using a filter with a stack of fixed-size kernels (here, 5X5), 
the feature maps are produced at each layer of convolution and 
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passed into non-linearity using an activation function. The 
feature maps are then calculated as the weighted sum of the 
preceding layer of feature patches (e.g., ReLU) [32]. In this 
way, they maintain location invariance within the input data 
array while detecting local correlations (fitted in the kernel size) 
[37]. 

 

Fig. 4. Proposed Convolutional Neural Network Model. 

By computing the maximum or average of nearby units to 
produce invariance to scaling, minor shifts, and distortions, the 
pooling layer (3X3) is utilised to minimise the dimension of the 
resulting feature map. A fully connected neural network and an 
activation function eventually complete the phases of 
convolution and pooling layers (32 and 16 units in first and 
second stage respectively), taking over control of the network's 
classification phase of five classes as described in the figure by 
further modeling non-linear relationships [23] of input features. 

To train the model and to optimise the input features learnt, 
we have utilised learning rate of 0.001, epochs of 100, batch 
size of 128, loss function as Categorical Cross Entropy and 
Adam as optimiser [38]. The implementation was carried out 
using Pytorch for its robustness and Speed. Of course, high end 
system with GPU support was used for the research. 

IV. RESULTS AND DISCUSSION 

In this section, firstly we have explained the results obtained 
using neural networks and then convolutional neural networks. 
For both the methodologies used in this study, BBMP region’s 
sentinel level2 image of the period January to March 2020 data 
is fed as an input. Corresponding Predicted LULC maps are 
listed from Fig. 5-10. To create typical LULC map as in 
Geographical Information Systems (GIS), we have added 
latitude, longitude, scale bar, text, north arrow [26] to the 
classified image. 

Error matrix is tabulated for all the five LULC classes i.e., 
Water, Urban, Forest, Vegetation and Openland for both DNN 
and CNN methods in terms of pixels. To compute this, only test 
data (20% of 12447600 pixels i.e., 2489520) obtained from the 
input as depicted in Fig. 2. is considered. Table II to IV and 
Table V to VII are the error matrices of DNN and CNN 
respectively. 

 

Fig. 5. LULC Classification Map Generated using Deep Neural Networks of 

the Sentinel Image Band Combination-843. 

 

Fig. 6. LULC Classification Map Generated using Deep Neural Networks of 

the Sentinel Image Band Combination-432. 

 

Fig. 7. LULC Classification Map Generated using Deep Neural Networks of 

the Sentinel Image Band Combination-8432. 
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Fig. 8. LULC Classification Map Generated using Convolutional Neural 

Networks of the Sentinel Image Band Combination-843. 

 

Fig. 9. LULC Classification Map Generated using Convolutional Neural 

Networks of the Sentinel Image Band Combination-432. 

 

Fig. 10. LULC Classification Map Generated using Convolutional Neural 

Networks of the Sentinel Image Band Combination-8432. 

TABLE II. CONFUSION MATRIX OBTAINED PER CLASS FOR THE TEST 

DATA USING DEEP NEURAL NETWORKS OF THE SENTINEL IMAGE BAND 

COMBINATION-843 

 Water Urban Forest Vegetation Openland 

Water 62599 517 3208 0 0 

Urban 48 413647 729 2111 14688 

Forest 2028 0 215668 3064 0 

Vegetation 0 304 2419 373329 65736 

Open land 0 14248 0 14353 277213 

TABLE III. CONFUSION MATRIX OBTAINED PER CLASS FOR THE TEST 

DATA USING DEEP NEURAL NETWORKS OF THE SENTINEL IMAGE BAND 

COMBINATION-432 

 Water Urban Forest Vegetation Openland 

Water 53054 1271 9012 286 6 

Urban 6703 624717 1567 21347 59603 

Forest 13225 493 135680 10624 0 

Vegetation 41 13464 41 188182 29 

Open land 12 42483 0 18721 265349 

TABLE IV. CONFUSION MATRIX OBTAINED PER CLASS FOR THE TEST 

DATA USING DEEP NEURAL NETWORKS OF THE SENTINEL IMAGE BAND 

COMBINATION-8432 

 Water Urban Forest Vegetation Openland 

Water 33210 2062 780 0 0 

Urban 975 538202 109 15174 38255 

Forest 2768 13 261038 1925 0 

Vegetation 0 4306 1926 256390 41863 

Open land 1386 14162 8522 31969 210875 

TABLE V. CONFUSION MATRIX OBTAINED PER CLASS FOR THE TEST 

DATA USING CONVOLUTIONAL NEURAL NETWORKS OF THE SENTINEL IMAGE 

BAND COMBINATION-843 

 Water Urban Forest Vegetation Openland 

Water 57826 4237 2610 0 0 

Urban 17 417627 2 66 11004 

Forest 666 897 207906 12550 0 

Vegetation 0 2150 107 373032 17568 

Open land 0 7018 0 20414 330205 

TABLE VI. CONFUSION MATRIX OBTAINED PER CLASS FOR THE TEST 

DATA USING CONVOLUTIONAL NEURAL NETWORKS OF THE SENTINEL IMAGE 

BAND COMBINATION-432 

 Water Urban Forest Vegetation Openland 

Water 52002 8033 12427 571 0 

Urban 240 624769 3944 30624 22850 

Forest 889 8 145358 39 0 

Vegetation 1 397 6058 230483 2219 

Open land 12 48162 0 21805 255008 
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TABLE VII. CONFUSION MATRIX OBTAINED PER CLASS FOR THE TEST 

DATA USING CONVOLUTIONAL NEURAL NETWORKS OF THE SENTINEL IMAGE 

BAND COMBINATION-8432 

 Water Urban Forest Vegetation Openland 

Water 35440 1761 878 0 257 

Urban 361 549226 9 6823 2326 

Forest 1056 134 259067 5990 6120 

Vegetation 0 944 26 301016 3472 

Open land 5 9231 95 7331 274330 

The equations (4) - (6) are used for model evaluation 
metrics calculation, where m stands for number of classes 
(m=5) [24]  

Accuracy = 
𝑻𝑃𝑚 + 𝑻𝑁𝑚 

𝑻𝑃𝑚 +𝑻𝑁𝑚+𝑭𝑃𝑚+𝑭𝑁𝑚 
            (4) 

Precision = 
𝑻𝑃𝑚 

𝑻𝑃𝑚 +𝑭𝑃𝑚 
             (5) 

Recall = 
𝑻𝑃𝑚 

𝑻𝑃𝑚 +𝑭𝑁𝑚 
             (6) 

The Table VIII shows the overall Accuracy, P-Score and R-
Score [25] of the DNN model for the test data. Among three 
different bands used, RGNIR-438 combination yielded the 
highest score. 

The Table IX shows the overall Accuracy, P-Score and R-
Score of the CNN model for the test data. Among three different 
bands used, RGBNIR-4328 combination yielded the highest 
score. 

Fig. 11-16. to depict the Accuracy and loss graph of the 
DNN model for all the three band combinations used in this 
study. 

TABLE VIII. CLASSIFICATION REPORT OF TEST DATA USING DEEP NEURAL 

NETWORKS OF VARIOUS SENTINEL BAND COMBINATIONS 

Band Combination Accuracy P-Score R-Score 

RGNIR-438 95.04 0.950 0.950 

RGB-432 92.00 0.920 0.920 

RGBNIR-4328 93.32 0.933 0.933 

TABLE IX. CLASSIFICATION REPORT OF TEST DATA USING 

CONVOLUTIONAL NEURAL NETWORKS OF VARIOUS SENTINEL BAND 

COMBINATIONS 

Band Combination Accuracy P-Score R-Score 

RGNIR-438 96.8 0.968 0.968 

RGB-432 93.6 0.936 0.936 

RGBNIR-4328 98.1 0.981 0.981 

 

Fig. 11. Graph of Accuracy and Loss of Training and Validation Data using 

Deep Neural Networks of the Sentinel Image Band Combination-843. 

 

Fig. 12. Graph of Accuracy and Loss of Training and Validation Data using 

Deep Neural Networks of the Sentinel Image Band Combination-432. 

 

Fig. 13. Graph of Accuracy and Loss of Training and Validation Data using 

Deep Neural Networks of the Sentinel Image Band Combination-8432. 

 

Fig. 14. Graph of Accuracy and Loss of Training and Validation Data using 

Convolutional Neural Networks of the Sentinel Image Band Combination-

843. 

 

Fig. 15. Graph of Accuracy and Loss of Training and Validation Data using 

Convolutional Neural Networks of the Sentinel Image Band Combination-

432. 

 

Fig. 16. Graph of Accuracy and Loss of Training and Validation Data using 

Convolutional Neural Networks of the Sentinel Image Band Combination-

8432. 

In addition to above results, CNN predicted LULC map of 
band combination RGBNIR is validated. This was done by 
generating 50 random points in the predicted image 10 for each 
class, then it was manually classified using google satellite 
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imagery. This classification was compared with the predicted 
image and error matrix for the same is as shown in Table X: 

TABLE X. ERROR MATRIX GENERATED AGAINST 10 RANDOM POINTS 

FOR EACH CLASS WHICH ARE MANUALLY CLASSIFIED WITH GOOGLE 

SATELLITE IMAGE AGAINST PREDICTED CNN LULC MAP 

 

Classified 

(CNN 

Prediction) 

W

ate

r 

Ur

ba

n 

For

est 

Vegetat

ion 

Openl

and 

Tot

al 

Refere

nce 

(10 

Rando

m 

points 

for 

validati

on) 

Water 10 0 0 0 0 10 

Urban 0 8 0 0 2 10 

Forest 0 0 7 3 0 10 

Vegetatio

n 
0 1 2 7 0 10 

Openland 0 1 0 1 8 10 

V. CONCLUSION 

This study was conducted to examine the LULC maps 
obtained from neural networks techniques. The main objective 
was to determine the best suited neural network algorithm and 
the corresponding band combination with the highest accuracy, 
precision, recall and less error rate in the confusion matrix. To 
test all these, we chose Bangalore BBMP limits as the input 
image to the network and obtained land use and land cover of 
the typical classes Water, Urban, Forest, Vegetation and 
Openland. Among CNN and DNN and the sentinel-2 image 
band combinations RGB, RGBNIR and RGNIR, CNN with 
RGBNIR outperformed with accuracy 98.1 with less error rates 
in confusion matrix. Also, LULC map generated by the highest 
accuracy model (CNN with RGBNIR combination) was 
assessed with the help of google satellite imagery and confusion 
matrix was computed where in, error rate was very less. 

LULC laid the foundation for further analysis. Mainly, 
change analysis will be performed and the predictive model 
would be developed in the upcoming research work mainly 
applications of LULC. 
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Abstract—Unlike traditional recommendation systems that 

rely only on the user's preferences, context-aware 

recommendation systems (CARS) consider the user's contextual 

information such as (time, weather, and geographical location). 

These data are used to create more intelligent and effective 

recommendation systems. Time is one of the most important and 

influential factors that affect users’ preferences and purchasing 

behavior. Thus, in this paper, time-aware recommendation 

systems are investigated using two common methods (Bias and 

Decay) to incorporate the time parameter with three different 

recommendation algorithms known as Matrix Factorization, K-

Nearest Neighbor (KNN), and Sparse Linear Method (SLIM). The 

performance study is based on an e-commerce database that 

includes basic user purchasing actions such as add to cart and buy. 

Results are compared in terms of precision, recall, and Mean 

Average Precision (MAP) parameters. Results show that Decay-

MF and Decay-SLIM outperform the Bias CAMF and CA-SLIM. 

On the other hand, Decay-KNN reduced the accuracy of the RS 

compared to the context-unaware KNN. 

Keywords—Time-aware recommender system; context-aware 

recommender system; matrix factorization; K-Nearest Neighbor 

(KNN); and Sparse Linear Method (SLIM) 

I. INTRODUCTION AND BACKGROUND 

Recommender systems (RS) are intelligent tools and 
techniques used to recommend items to a user based on his/her 
preferences [1]. In Ecommerce Applications, a Recommender 
system is used to predict the product that a user is most likely 
to purchase. Companies like Netflix and Amazon use 
recommender systems to help their users to identify the correct 
product or movies based on their history[2]. 

Context-aware recommender systems (CARS) produce 
more significant recommendations by optimizing preferences 
to suit the current situation and conditions of the user (e.g., 
location, time, weather, device, etc.) [15,17]. This method has 
been proven to be effective in improving the performance of the 
recommendation system [3]. One of the most important 
contextual information that has been used in recommender 
systems is time, especially in the context of e-commerce 
applications. The winning team of the Netflix Prize competition 
[5] found that using time context can significantly increase the 
reliability of the recommendations. As users' preferences 
change over time, new fashions and interests are constantly 
emerging [4]. For example: seasonal changes (specific 
holidays) leading to different shopping patterns. Also, Product 
popularity are in a constant change. This leads consumers to 
constantly change their taste. Therefore, it was necessary for the 
recommendation systems to consider these changes in the 

behavior of users. One of the factors that facilitated research on 
the use of time in recommendation systems is the ease of 
extracting it, which does not require special devices or effort. 

The time Aware Recommender system (TARS) 's primary 
purpose is to deal with user preferences changes over time [18]. 
There are two types of user’s feedback that can be used with the 
time: implicit feedback and explicit feedback. In the explicit 
feedback the system must ask users to provide their ratings for 
items directly mostly using stars. However, in the implicit 
feedback approach, the system automatically tracks users’ 
preferences by monitoring the performed actions, such as which 
item they visited, where they clicked, which items they 
purchased, or how long they stayed on a web page. In the real 
word applications, any store can include a time-aware 
recommender system to work offline without the need to collect 
new data from users because it can simply use the user's implicit 
feedback (purchase data) with its timestamp. As it has been 
proven in this research, choosing the appropriate algorithm to 
use with the time data will improve the performance of the 
recommendation system, which will be reflected in the store's 
revenues. Some research discussed the impact of using time 
with user’s explicit feedback. However, research that consider 
purchasing information such as [3, 4, 6] did not address the time 
dimension. Due to the lack of datasets that uses implicit 
feedback (purchase information) with time factor in the field of 
e-commerce, the impact of linking these two parameters in the 
field of e-commerce has not been studied in the literature. Thus, 
many of the TARS research findings don't apply to e-
commerce. As this type of recommender system is concerned 
with not only the preferences of the user but also with the act of 
purchasing, which leads to increasing the store's earnings which 
is the main goal of any business. This work analyzes TARS 
with purchasing actions on an online shopping domain to 
achieve the goal of increasing the store revenue by enhancing 
the accuracy of the top 20 recommended items. 

In previous research [51] we incorporated time with the 
Matrix Factorization (MF) algorithm to improve the 
recommender system accuracy. In this research, we have used 
the Decay function method with two other states of art 
algorithms to compare the results and find out the most 
appropriate algorithm in the field of e-commerce that can be 
used with the common actions (add to cart and buy). The work's 
key contribution is to combine time with RS using two separate 
methodologies (Bias and Decay) and purchasing actions for 
online shopping recommendations. 

Bias is the first method, which uses time as the third 
dimension in the (user*item) rating matrix. The Decay function, 

https://www.analyticssteps.com/blogs/using-data-handling-and-digital-marketing-maximise-customer-experience-netflix-case-study
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on the other hand, generates predicted ratings by combining 
implicit feedback (add to cart and buy) with temporal dynamics, 
giving the newly purchased items a higher weight than older 
ones. Then generating new predicted rates to replace the old 
rates. 

In this research, we evaluated the two techniques using three 
cutting-edge algorithms: Matrix Factorization (MF) [7], K-
Nearest Neighbor (KNN) [8], and Sparse Linear Method 
(SLIM) [9]. Precision, recall and Mean Average Precision 
(MAP) were used to evaluate the experimental results. 

A. Time-Aware Recommender System Categories 

Authors in [19] identified seven methods on how time factor 
may be used with recommender systems as follow: 

 Bias: In this method, the system records the time of the 
user's rating. Then Time will be added to the 
collaborative filtering algorithm as the matrix's third 
dimension. Collaborative filtering will compare users, 
identify similar users, and then predict user ratings for 
unrated items. 

 Decay: In this method, the system prioritizes new things 
above those with more recent interactions. 

 Micro-profile: The system saves distinct profiles for 
each user at different times. For example, a user can 
have two profiles, one for weekends and the other for 
weekdays. 

 Restriction: In this case, the recommender system (RS) 
matches the user's available time to the time when the 
item will be used. For example, if the user wants to eat 
dinner, the algorithm will only suggest restaurants that 
are open late. 

 Time Rating: Time is used to infer user preferences 
using implicit feedback. For example, the longer a user 
spends on a product page, the more the consumer likes 
that product. 

 Novelty: The recommendation system defines a limit 
date and will not recommend any items that are older 
than this date. For example, on a news website, RS will 
only recommend news that was published at least one 
day ago. 

 Sequence: The RS tracks items that are consumed one 
after another or in a certain order. For example, the 
system will recommend more products that are typically 
purchased along with the consumed product. 

In this paper, we investigated and compare the Bias and 
Decay categories by incorporating them with RSs Algorithms.  

B. Recommender Systems Algorithms 

There are three main techniques used in RS: content-based 
filtering, collaborative filtering, and hybrid filtering. However, 
our research scope is in Collaborative filtering algorithms (CF) 
which can be categorized into three main categories: 
neighborhood-based algorithms such as KNN, latent factor-
based algorithms such as MF, and non-neighborhood or latent 

factor algorithms such as Sparse Linear Method (SLIM) 
algorithm [11-14]. 

 Neighborhood Based Algorithms 

The K-Nearest Neighbors (KNN) algorithm depends on 
finding users who are similar to the current user. The behavior 
of the current user is thus predicted based on his/her closest 
neighbors [20]. The interaction matrix serves as the algorithm's 
initial input. The correlation between users is then used to 
compute similarity. The cosine similarity is applied and 
computed in this study as given in equation (1) [8]: 

𝑠𝑖𝑚(𝑢𝑎, 𝑢𝑏) =
∑ 𝑟𝑢𝑎,𝑖𝑟𝑢𝑏,𝑖𝑖

√∑ 𝑟2
𝑢𝑎,𝑖𝑖 ×∑ 𝑟2

𝑢𝑏,𝑖𝑖

            (1) 

Where 𝑠𝑖𝑚(𝑢𝑎, 𝑢𝑏)is the correlation between user a and 
user b and 𝑟𝑢𝑎,𝑖 is the rate by the user a for item i. k (number of 

the nearest neighbors) is a hyper-parameter that must be 
manually adjusted and cannot be learned by the system. The 
final step is to use the formula (2)[8] to calculate the rating 
prediction: 

𝑃𝑢𝑎,𝑖𝑥
= 𝑟𝑢𝑎

− +
∑ (𝑟𝑢𝑛,𝑖𝑥−𝑟𝑢𝑛

− )𝑠𝑖𝑚(𝑢𝑎,𝑢𝑛)𝑛∈𝑉

∑ |𝑠𝑖𝑚(𝑢𝑎,𝑢𝑛)|𝑢𝑛∈𝑁
           (2) 

N is the set of closest neighbors, while 𝑟−
𝑢𝑛

 is the average 

rate that one of the users in the N set has provided. 𝑃𝑢𝑎,𝑖𝑥
 

denotes the predicted rate of user a for item x, 𝑟𝑢𝑎,𝑖𝑥
 is the actual 

rate by user a for item x. 

 Matrix factorization Algorithm 

Matrix factorization (MF) is a form of latent factors 
technique used in RSs that uses Collaborative Filtering (CF). 
MF method begins by randomly initializing two matrices. The 
first is a (users*factors) matrix, while the second is a 
(factors*items) matrix. When these two matrices are multiplied 
together, we get the (users*items) matrix, which is the same 
size as the Rating Matrix that we're attempting to forecast [21]. 
The number of latent components we're utilizing to estimate the 
rating matrix is represented by dimension f (factors). f is usually 
between 10 and 250. 

This method, as stated in equation (3), seeks to fill the 
matrices P and Q by predicting the ratings in the training set [7]. 

min ∑ (𝑟𝑢𝑎,𝑖𝑥
− 𝑃𝑢𝑎,𝑖𝑥

)
2

(𝑢𝑎,𝑖𝑥)∈𝜏 = 𝑚𝑖𝑛𝑝∗,𝑞∗
∑ (𝑟𝑢𝑎,𝑖𝑥

−(𝑢𝑎,𝑖𝑥)∈𝜏

𝑞𝑖𝑥

𝑇 𝑃𝑢𝑎
)

2
+ 𝜆(‖𝑞𝑖𝑥

‖
2

+ ‖𝑝𝑢𝑎
‖

2
)            (3) 

Where 𝜆(‖𝑞𝑖𝑥
‖

2
+ ‖𝑝𝑢𝑎

‖
2

) is a regularization term 

intended to prevent overfitting. p and q are the two factors 
matrices. 

 Sparse Linear Method (SLIM) Algorithm 

Similar to the neighborhood-based approach, the sparse 
linear method (SLIM) method [9] tries to reduce the error rate 
by using the loss function rather than similarity to determine the 
difference between the training set and the test set. Equation 
(4)[9] illustrates the error function's definition as follows: 
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min𝑤∗
∑ (𝑟𝑢𝑎,𝑖𝑥

− 𝑟𝑢𝑎
𝑇 𝑤𝑖𝑥

) + 𝜆1‖𝑤𝑖𝑥
‖

2
+ 𝜆2‖𝑤𝑖𝑥

‖
1

  

 
(𝑢𝑎,𝑖𝑥)∈𝜏

 

𝑠. 𝑡 ‖𝑤𝑖𝑥
‖

1
≥ 0              (4) 

Where w is the item-item similarity learned by minimizing 
the error function, 𝑤𝑖𝑥

 is a column from the w matrix, 𝑟𝑢𝑎
𝑇 is the 

user rate in the training set, 𝑟𝑢𝑎,𝑖𝑥
 is the predicted rate for item 

x, and 𝜆1‖𝑤𝑖𝑥
‖

2
+ 𝜆2‖𝑤𝑖𝑥

‖
1

 
 are regularization terms to 

prevent overfitting. 

C. Evaluation Matrices 

There are several measures for defining the quality of the 
Top-N Recommender system. However, the main three are 
precision, recall, and MAP [10]. 

 Precision 

The percentage of recommended items in the Top-N set that 
are relevant is known as precision. For example, if precision at 
10 in a top-10 recommended items is 90%. This indicates that 
90% of the suggestions are useful to the user. According to [22], 
precision is calculated as follows: 

𝑝 =
# 𝑟𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠

# 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠 
            (5) 

 Recall 

Recall is the percentage of relevant items in the top-N 
recommended items. For instance, if we measured recall at 10 
and discovered that it is 40%. This indicates that the top-N 
results contain 40% of the entire number of relevant items. The 
following is the definition of mathematical recall [22]: 

𝑟 =
# 𝑟𝑒𝑙𝑒𝑣𝑒𝑛𝑡 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑖𝑡𝑒𝑚𝑠

# 𝑎𝑙𝑙 𝑡ℎ𝑒 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠
            (6) 

 Mean Average Precision (MAP): 

MAP is the mean of average precision, of all users. MAP 
can be calculated as follows [22]: 

𝑀𝐴𝑃 = ∑
𝑃@𝑖

𝑁
𝑟𝑖

𝑁
𝑖=1              (7) 

where N is the length of the list of recommended items and 
P@i is the precision at item i. 

The remainder of the paper is structured as follows: 

Section II provides a summary of related works. Section III 
explains Incorporating time context into RS algorithms. The 
implementation and experiment are found in Section IV. 
Section V explains the findings and discussion. Finally, in 
section VI, the conclusion is presented. 

II. RELATED WORK  

Many scientists investigated how time is used in RS. Some 
used it with rating prediction recommenders [29,27,30,33], 
while others used it with Top-N recommendations [25,26,37]. 
Precision, recall, and MAP may be applied for Top-N 
recommendations, whereas Mean Absolute Error (MAE) and 
Root mean squared error (RMSE) can be used for 
recommendation prediction. We will focus on Top-N 
recommendations in this study because they are commonly 

used in the commercial field, where the purpose of the 
recommender system is to select a few specific things that are 
most attractive to the user. 

The recommendation process may be carried out in 
different ways and using a variety of algorithms. 
Neighborhood-based algorithms and latent factor algorithms 
are the most popular types of traditional recommender systems. 
The recommender was applied using Matrix factorization and 
user-based K-nearest neighbor (KNN) in [23]. They created a 
simulated rating utilizing the decay function to aggregate 
implicit feedback datasets with time dynamics. The 
experimental findings showed that their suggested technique is 
successful in the multimedia domain for rating prediction and 
top-N recommendation. The study's [24] objective was to 
enhance the performance of neighborhood-based recommender 
systems using the time context with the decay function in 
addition to ratings. The author [25] employed content-based 
and collaborative filtering algorithms with pre- and post-
filtering that considered the time context. However, they do not 
provide any experimental tests on a dataset. Researchers in [25] 
classified the methods of using time context with RSs as decay, 
restriction, and novelty. Other researchers added the sequence 
category with the decay function [26]. 

the research [27] exploited using the time context to 
enhance the user-based collaborative filtering algorithm and 
proposed a weight formula to account for changes in the group 
users' preferences over time. Their technique raises the 
accuracy of the collaborative filtering (CF) algorithm on a 
movie dataset. A proactive Context-Aware RS is suggested by 
[28] for lecturers and scientists who would be providing 
learning resources for students. In [28], time is employed in the 
same way as Restriction; the RS seeks to locate learning 
materials that correspond to the real user's time. [29] suggested 
a method for predicting user preferences in a recommender 
system by learning the sequence of purchase history and taking 
preference changes into account. Using the micro profile 
technique, they use a Kalman filter to forecast user preference 
vectors from user characteristics. 

Time is widely implemented in the multimedia domain [23, 
24, 30-34,52] and learning domain [28, 35-37] [25, 26] 
according to the literature. However, in the e-commerce field, 
it is rarely utilized to study purchase data rather than just rating 
data. We can also see that user preferences fluctuate depending 
on the season and application domain. As a result, the method 
for dealing with time in one domain may not apply to another. 
We used the decay function to apply to the purchase date (add 
to cart & buying or transactions) in an online shopping system 
in this study. 

Many studies in the literature [24,26,27,30-33,53] used the 
MovieLens dataset, which contains the rating from the 
MovieLens website (movielens.org). The ratings are connected 
to the timestamp. Other research [23, 29] examined the Last.fm 
dataset, which includes a timestamp and a user's history of 
listings in addition to the user's properties. The Yelp dataset in 
[24] only gives a comprehensive perspective of restaurants, 
including overall user ratings. Finally, the D-Lib Magazine 
dataset [26] includes articles and numerous shorter items, as 
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well as digital collections, calls, and notifications from its 265 
issues. 

According to the literature, most of the datasets used do not 
include the implicit feedback of purchase data (buy and add-to-
cart) linked with time in the e-commerce environment. Table I 
shows a summary of the related work. 

TABLE I. RELATED WORK 

REF Algorithm 

Time-

aware RS 

category 

Implicit/explicit 

data 
Domain 

[23] 
KNN 

MF 
Decay 

User View 

history 

(Implicit) 

Music 

[24] KNN Decay 
Rating data 

(explicit) 

- Movies 

- Business 

Directory 

Service 

[25] 
Hybrid 

(CF+ Content Based) 

- Decay 

- 

Restriction 

- Novelty 

Date, Duration,  

Learning Time 

(implicit) 

Learning 

[29] 
Kalman filtering 

- Matrix factorization 

Micro-

profile 

User View 

history 

(Implicit) 

Music 

[38] CF Other - - 

[23]  
Matrix-factorization 

model 
Other 

Rating data 

(explicit) 
Movies 

[30] 
Time- and 

Community-Aware RS 
decay 

Rating data 

(explicit) 
Movies 

[31] 

Temporal overlapping 

community detection 

method 

Other 

Rating data 

(explicit) 

 

Movies 

[33] 

a novel  

dynamic 

recommender system. 

Other 
Rating data 

(explicit) 
Movies 

[36] 
knowledge-driven 

recommender 
Restriction - 

Mobile 

Learning on 

the Semantic 

Web 

[27] CF Decay 
Rating data 

(explicit) 
Movie 

[28] Context-aware RS Restriction - Learning 

[37] Hybrid Sequence - 
Learning 

environments 

[52] 
Novel 

next-item RS 
Sequence 

Interval and 
duration 

(implicit) 

Game-
playing data 

[53] Hybrid  Other 
Rating data 

(explicit) 
Movie 

In this research, we have used the Decay function method 
with three states of art algorithms in the field of e-commerce 
with two main implicit actions (add to cart and buy). The work's 
key contribution is to analyze the effect of combining the time 
context with RSs using two separate methodologies (bias, and 
decay) and user’s implicit feedback for online shopping 
recommendations. 

III.  INCORPORATING THE EXPONENTIAL DECAY FUNCTION 

INTO RECOMMENDER SYSTEM  

Our approach consists of three major phases as illustrated in 
Fig. 1. The first phase is data pre-processing where dataset 
converted to binary format. The second is the half-life decay 
function [30,31,33]. Finally, the contextual modeling where 

Multidimensional recommender (MD) is generated to produce 
the Top-N recommended items. the three phases are explained 
as follows: 

A. Pre-Processing Phase 

This phase involves converting the dataset in a compact 
format which includes the interaction condition and its value 
into a binary format that only uses 0s and 1s as shown in Fig.  
2. Converting the event types (add to cart and buy) to numerical 
numbers is also included in this phase. 

 

Fig. 1. Incorporating Time Dynamic with Recommender System. 

 

Fig. 2. Compact Format to Binary Format. 

We assume that user preferences are between one and five, 
which is the standard scale of user ratings in the literature. The 
value of purchasing action is set as five in this study as it 
represents the maximum number of prefaces a user would give 
to an item. The add-to-cart action is set to four as it represents 
lower interest than the purchase action. 
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B. Half-life Decay Function 

Generally, Exponential decay is a mathematical term that 
defines the process of reducing a value with constant 
percentage rate over time as shown in formula (8), where n 
represents the decay factor as shown in equation (9) [40]. 

𝑓𝑖𝑛𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 =
𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡

2𝑛             (8) 

Where 

𝑛 = (𝑒𝑙𝑎𝑝𝑠𝑒𝑑 𝑡𝑖𝑚𝑒)/(ℎ𝑎𝑙𝑓 𝑙𝑖𝑓𝑒)            (9) 

ℎ𝑎𝑙𝑓 𝑙𝑖𝑓𝑒 =
𝑙𝑜𝑔2(𝑒𝑙𝑎𝑝𝑠𝑒𝑑 𝑡𝑖𝑚𝑒)

log (
𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡

𝑓𝑖𝑛𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡
)
          (10) 

In our scenario, we assume that the user's interest in an item 
decreases over time by a fixed amount of value. We use the 
elapsed time to determine the half-life in equation (10). The 
elapsed time is the period between the present date and the time 
when the user gave an item a rating. The half-life is defined as 
the number of days required to reduce the weight of a user rate 
by half. For rating an item, the highest rate is five and the 
minimum rate is one. 

C. Contextual Modeling 

In this phase, the filtering according to context is applied as 
a part of the recommendation algorithms as follows. 

 Context-Aware Matrix Factorization (CAMF) 

To simulate the interaction between the items and the 
context, Context-Aware Matrix Factorization (CAMF) adds a 
factor B, as illustrated in equation (11)[2]: 

𝑃𝑢𝑎,𝑖𝑥,𝑐𝑎
= 𝑞𝑖𝑥

𝑇 (𝑝𝑢𝑎
+ |𝑁(𝑢𝑎)|

−1

2 ) ∑ 𝑦𝑗𝑗∈𝑁(𝑢𝑎) + 𝐵𝑖𝑥,𝑐𝑎
        (11) 

These factors B are learned using the error function which 
can be calculated as shown in equation (12)[2]: 

min𝑝∗,𝑞∗,𝑦∗,𝐵∗
∑ (𝑟𝑢𝑎,𝑖𝑥,𝑐𝑎

− 𝑞𝑖𝑥

𝑇 (𝑃𝑢𝑎
+( 𝑢𝑎,𝑖𝑥,𝑐𝑎)∈𝜏

|𝑁(𝑢𝑎)|
−1

2  ∑ 𝑦𝑗𝑗∈𝑁(𝑢𝑎) ) − 𝐵𝑖𝑥,𝑐𝑎
)

2

+ 𝜆(‖𝑞𝑖𝑥
‖

2
+ ‖𝑝𝑢𝑎

‖
2

+

∑ ‖𝑦𝑗‖
2

+𝑗∈𝑁(𝑢𝑎) 𝐵𝑖𝑥,𝑐𝑎

2)           (12) 

where N(𝑈𝑎) in (11),(12) is the set of items on which the 
user 𝑢𝑎 has given implicit feedback, the vector 𝑦𝑗 in (11),(12) 

represents the value of implicit feedback, and T is the set of all 
items i that both users 𝑈𝑎 and 𝑈𝑏 have rated. To avoid 

overfitting, the regularization term. 𝜆(‖𝑞𝑖𝑥
‖

2
+ ‖𝑝𝑢𝑎

‖
2

) is 

added to the error function. 

 Context-Aware Neighborhood Based Algorithm (CA-
KNN) 

Similar to the Context-Unaware Neighborhood Algorithm, 
the Context-Aware Neighborhood Algorithm, also known as 
Differential Context Weighting (DCW) [42], begins by 
determining the similarity between users. The set T - the set of 

all items i that both users 𝑢𝑎and 𝑢𝑏 have rated- is used for the 
summations in the similarity computations. The algorithm then 
maintains them along with the c1 and c2 time contexts where 
these ratings occurred. Equation (13) shows the incorporation 
of time in the similarity equation [42]: 

𝒔𝒊𝒎𝒄𝒂(𝒖𝒂, 𝒖𝒃) =
∑ 𝒓𝒖𝒂,𝒊,𝒄𝟏 𝒓𝒖𝒃,𝒊,𝒄𝟐

𝑱(𝒄𝟏,𝒄𝟐,𝝈𝟏) 
(𝒊,𝒄𝟏,𝒄𝟐)∈𝑻

√∑ 𝒓𝟐
𝒖𝒂,𝒊,𝒄𝟏 

 
(𝒊,𝒄𝟏,𝒄𝟐)∈𝑻 ∑ 𝒓𝟐

𝒖𝒂,𝒊,𝒄𝟐 ∑ 𝑱(𝒄𝟏,𝒄𝟐,𝝈𝟏)𝟐
(𝒊,𝒄𝟏,𝒄𝟐)∈𝑻

 
(𝒊,𝒄𝟏,𝒄𝟐)∈𝑻

      (13) 

Where J is the weighted Jaccard metric which can be 
computed as given in equation (14)[42] and the set 𝜎 contains 
the weights for each of the potential contexts: [42]: 

𝐽(𝑐1, 𝑐2, 𝜎 ) =
∑ 𝜎𝑓

 
𝑓∈𝑐1∩𝑐2

∑ 𝜎𝑓
 

𝑓∈𝑐1∩𝑐2

           (14) 

Finally, the predicted rates can be determined in the same 
way as the context-unaware method as illustrated in equation 
(15) [23]: 

𝑃𝑢𝑎,𝑖𝑥,𝑐𝑎
= 𝑟𝑢𝑎,𝑐𝑎

− +
∑ (𝑟𝑢𝑣,𝑖𝑥,𝑐1

𝐽(𝑐1,𝑐2,𝜎2)−𝑟𝑢𝑣,𝑐𝑎
− )𝑠𝑖𝑚𝑐𝑎(𝑢𝑎,𝑢𝑣)(𝑢𝑣,𝑐1)∈𝑉

∑ |𝑠𝑖𝑚𝑐𝑎(𝑢𝑎,𝑢𝑣)|(𝑢𝑣,𝑐1)∈𝑉
 (15) 

Where (𝑟𝑢𝑣,𝑐𝑎
− ) is the average user ratings in the active 

context and the rating 𝑟𝑢𝑣,𝑖𝑥,𝑐1
 is weighted by the Jaccard metric. 

the context in which the nearest neighbors have rated the item 
𝑖𝑥 stored in the set V represented by 𝑐1. 

 Context-Aware Sparse Linear Method (CA-SLIM) 

Context-Aware Sparse Linear (SLIM) changes the 
prediction equation based on the context of the rating (𝑐𝑎) 
applying equation (16)[41]: 

𝑃𝑢𝑎,𝑖𝑥,𝑐𝑎
= (𝑟𝑢𝑎

𝑇 + 𝑑𝑐𝑎
)𝑤𝑖𝑥

           (16) 

In this equation, 𝑑𝑐𝑎
 is the column in matrix D that contains 

the rating difference for each item-context interaction, which is 
referred to as the contextual rating deviations (CRD). The 
CRDs for all items in the context (𝑐𝑎) are stored in the vector 
𝑑𝑐𝑎

By adding it to the error function, the vectors 𝑑∗ and the 

matrix D are learned simultaneously with the matrix W, as 
illustrated in equation (17)[41]: 

min𝑤∗,𝑑∗
∑ (𝑟𝑢𝑎,𝑖𝑥

− (𝑟𝑢𝑎
𝑇 + 𝑑𝑐𝑎

)𝑤𝑖𝑥
)

 

( 𝑢𝑎,𝑖𝑥,𝑐𝑎)∈𝜏

+ 𝜆1‖𝑤𝑖𝑥
‖

2

+ 𝜆2‖𝑤𝑖𝑥
‖

1
+ 𝜆3‖𝑑𝑐𝑎

‖
2 

+ 𝜆4 ‖𝑑𝑐𝑎
‖

1
 

𝑠. 𝑡. |𝑤𝑖𝑥
| ≥ 0            (17) 

IV. IMPLEMENTATION 

The data was taken from a real-world e-commerce website 
(Gift Shop) and is part of the "Retailrocket" public dataset [39]. 
A visitor can do three sorts of actions: "view," "add to cart," and 
"transaction.". interactions are collected over a period of 4.5 
months. There are around 8k buy events and approximately 28k 
add-to-cart events. The day of the week and hour of the day 
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where the event happened were determined using the user id, 
item id, and Unix time. For example: “1439694000000, 1, 
view,100,” means visitorId = 1, clicked the item with id = 100 
at 1439694000000 (Unix timestamp). Then, for each of the 
user's events, we assume a rating value. For example, the 
transaction event has a value of five and the add-to-cart event 
has a value of four. We computed the elapsed time for each 
occurrence. Then we utilized it to calculate a new anticipated 
rate by giving less weight to the earlier event and finding the 
half-life value as explained in the previous section. 

A. Implementation Tools 

The CARSKIT Java Library is used to implement and 
expand the state-of-art context-aware algorithms. Numerous 
research [20, 45, 46] have used CARSKIT [44, 47] which is a 
Java-based open-source package for the context-aware 
recommendation. As a hardware tool, AZIZ High-Performance 
Computer (HPC) with 30GB RAM has been used. We modified 
the CARSKIT code to calculate the precision, recall, and MAP 
for a different number of recommended items N (from 1 to 20) 
to be able to track how the algorithms behave as N increases. 

B. Algorithm’s Hyper-parameters 

The parameters applied for each of the recommendation 
algorithms are shown in Table II. Number of factors parameter 
is used in MF, If the number of latent variables (number of 
factors) equals one, we are selecting the most popular things 
with the most interactions with no regard for personalization. 
Increasing the number of latent variables (the number of rows 
or columns associated with a single product or user) would 
increase personalization, and hence the RS's quality. However, 
if the number of latent components grows too large, it will 
generate an overfitting problem, lowering the quality of the 
recommendations. To avoid the overfitting problem, we'll need 
some regularization terms which is used to minimize overfitting 
while increasing the number of latent factors. In MF and SLIM, 
without a predefined stopping condition, iterative steps will 
continue forever. A limitation on running time or the number of 
iterations is often used to interrupt the infinite loop. In KNN 
which is known as Differential Context Weighting (DCW) [42] 
the threshold is applied to distinguish between frequent and 
infrequent variables and Particle Swarm Optimization (PSO) 
[43] is used to determine how much weight to give to each 
potential context. PSO iteratively seeks to enhance potential 
solutions based on a specified quality metric to find the best 
answer to an issue [16]. 

Based on the default parameters for CARSKIT [44] and the 
suitable values for our dataset, we determined the algorithm’s 
hyper-parameter values for our experiment as shown in Table 
II. We used a factor count of 10 to ensure that we had enough 
factors to adequately capture the variability in the data, but not 
too many that the training data would be overfitting. The 
maximum number of iterations required to obtain an accurate 
result is 100. Based on the "Retailrocket" dataset, which 
includes customer data from May 2015 to August 2015, we 
estimate a half-life of 43 days. The hyper-parameters for the 
three algorithms (MF, KNN, SLIM) with the three distinct 
techniques (baseline, bias, and decay) are shown in Table II. 

TABLE II. EXPERIMENT CASES AND ASSUMPTIONS 

 
Algorithms with 

cases 
Hyperparameters Values 

Matrix 

Factorization 

Case#A1: MF 

(Time un-

aware) 

Regularization factor 
default 

value 

# of iterations 100 

# of factors 10 

Case#A2: 

CAMF (Time 

aware (Bias)) 

Regularization factor 
default 

value 

# of iterations 100 

# of factors 10 

Case#A3: Decay 

CAMF (Time 

aware Decay) 

Regularization factor 
default 

value 

# of iterations 100 

# of factors 10 

 Half-life 43 

Sparse 

Linear 

Method 

Case#B1: SLIM 

(Time un-

aware) 

Regularization factor 
default 

value 

# Of iterations 100 

# Of neighbors 10 

Case#B2: 

CASLIM (Time 

aware (Bias)) 

Regularization factor 
default 

value 

# Of iterations 100 

# Of neighbors 10 

Case#B3: Decay 

CA-SLIM 

(Time aware 

(Decay)) 

Regularization factor 
default 

value 

# Of iterations 100 

 # Of neighbors 10 

 Half-life 43 

Nearest 

Neighbor 

Algorithm 

Case#C1: User-

Based KNN 

(Time un-

aware) 

# Of neighbors 10 

Case#C2: DCW 

(Time aware 

(Bias)) 

PSO parameters 
default 

value 

Threshold 0,5 

Case#C3: Decay 

DCW (Time 

aware (Decay)) 

PSO parameters 
default 

value 

Threshold 0,5 

Half-life 43 

V. RESULTS 

The application of the three RS algorithms Matrix 
Factorization (MF), K-Nearest Neighbor (KNN), and Sparse 
Linear Method is examined in this section (SLIM) using two 
different methods (Bias and Decay) as shown in Table II. The 
metrics used to analyze the experiment are Precision, Recall, 
and MAP. N is the number of suggested items, and the metrics 
are calculated for N=1 to N=20. 

A. Case A: Matrix Factorization (MF) 

This section uses two methods – Bias (traditional) and 
Decay- to illustrate the effect of introducing time into the matrix 
factorization algorithm. The accuracy, recall, and MAP for the 
MF are shown in Fig. 3, 4, and 5, respectively. The decay 
technique outperformed the Bias-CAMF and MF in terms of 
accuracy, recall, and MAP, with a 0.05 percent in precision, 
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0.45 percent recall, and 0.16 percent MAP as shown in Table 
III. 

 

Fig. 3. MF, CAMF, and Decay CAMF Precision. 

 

Fig. 4. MF, CAMF, and Decay CAMF Recall. 

 

Fig. 5. MF, CAMF, and Decay CAMF MAP. 

TABLE III. AVG MF PRECISION, RECALL, AND MAP 

 
AVG Precision 

percentage 

AVG Recall 

percentage 

AVG MAP 

percentage 

MF 0.020 0.220 0.050 

CAMF 0.020 0.240 0.050 

Decay & CAMF 0.050 0.450 0.160 

B. Case B: Sparse Lanier Method (SLIM) 

Using two approaches (Bias and Decay), this section 
highlights the effect of adding time with the Sparse Lanier 
Method (SLIM) algorithm. Fig. 6, 7, and 8 depict the SLIM's 
precision, recall, and MAP, respectively. Table IV shows that 
the decay technique outperformed the time unaware SLIM and 
bias CA-SLIM in terms of accuracy, recall, and MAP, with 
precision, recall, and MAP of 0.22 percent, 1.40 percent, and 
0.78 percent, respectively. 

 

Fig. 6. SLIM, CA-SLIM, and Decay CA-SLIM Precision. 

 

Fig. 7. SLIM, CA-SLIM, and Decay CA-SLIM Recall. 

 

Fig. 8. SLIM, CA-SLIM, and Decay CA-SLIM MAP. 

TABLE IV. AVG SLIM PRECISION, RECALL, AND MAP 

 
AVG Precision 

Percentage 

AVG Recall 

Percentage 

AVG MAP 

Percentage 

SLIM 0.130 0.800 0.550 

CA-SLIM 0.130 0.690 0.450 

Decay & CA-

SLIM 
0.220 1.400 0.780 

C. Case C: Nearest Neighbor (KNN) 

Using two approaches, this section highlights the effect of 
adding time with the KNN algorithm. Fig. 9, 10, and 11 depict 
the KNN's precision, recall, and mean absolute deviation, 
respectively. As shown in Table V, the average results indicate 
that using the time context in Bias and decay method decreases 
the efficiency of the RS with Avg precision, recall, and MAP 
of 0.04%, 0.37%, and 0.10% respectively. 
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Fig. 9. KNN, DCW, Decay DCW Precision. 

 

Fig. 10. Fig 1 Recall for KNN, DCW, Decay DCW 

 

Fig. 11. Fig 2 MAP for KNN, DCW, Decay DCW 

TABLE V. AVG KNN (RECALL, PRECISION, AND MAP) 

 
AVG Precision 

Percentage 

AVG Recall 

Percentage 

AVG MAP 

Percentage 

KNN 0.070 0.460 0.260 

DCW 0.020 0.220 0.060 

Decay DCW 0.040 0.370 0.100 
 

D. Half-Life Decay with All Algorithms (MF, SLIM, KNN) 

Comparison 

The outcomes of three RS techniques (Matrix Factorization 
(MF), K-Nearest Neighbor (KNN), and Sparse Linear Method 
(SLIM)) are compared in this section: Fig. 12 and 13 illustrate 
the accuracy of the three RS methods with The Decay factor. 
With a significant difference, Decay CA-SLIM outscored the 
other methods. CAMF and DCW, on the other hand, have 
approximately similar Average-performances. 

 

Fig. 12. The Decay Time-Aware Algorithms' Precision. 

 

Fig. 13. The Decay Time-Aware Algorithms' Avg- Precision. 

As seen in Fig. 14 and 15, Decay CA-SLIM outperformed 
the other algorithms by a significant margin. With 0.45 percent 
and 0.37 percent, respectively. while CAMF and DCW have a 
similar Average-performance. 

 

Fig. 14. The Decay Time-Aware Algorithms’ Recall. 

 

Fig. 15. The Decay Time-Aware Algorithms' Average Recall. 

Fig. 16 and 17 depict the MAP for Decay DCW, Decay 
CAMF, and Decay CA-SLIM, respectively. For the three 
approaches, the avg-MAP values are 0.1 percent, 0.7 percent, 
and 0.16 percent, respectively. 
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Fig. 16. The Decay Time-Aware Algorithms MAP. 

 

Fig. 17. The Decay Time-Aware Algorithms AVG-MAP. 

E. Findings 

Based on the experiment results, we conclude that in the e-
commerce domain that uses purchasing data, the item-oriented, 
decay time-aware recommender algorithms outperform 
baseline context-aware algorithms and context-unaware 
algorithms. This conclusion is based on the fact that the overall 
effectiveness improves when time information is used. 
Furthermore, we arrive at the conclusion that the sparse linear 
approach, which has proven positive performance for the top-N 
recommendation in this research may not necessarily transition 
well to other datasets in the literature. 

 The average findings show that the decay technique 
outperformed the Bias CAMF and time unaware MF, 
with precision, recall, and MAP of 0.05 percent, 0.45 
percent, and 0.16 percent, respectively. 

 The decay technique outscored the Bias CA-SLIM and 
time unaware SLIM approach, with precision, recall, 
and MAP of 0.22, 1.40, and 0.78, respectively. 

 Adding the time context reduces the accuracy of the 
recommendation process in the KNN technique. In 
addition to the algorithm's incredibly high running time 
(weeks to execute one single run), which obstructed us 
from running all combinations of hyper-parameters. 

 Running the KNN and SLIM with no limit on the 
number of neighbors had to be left out because it took 
weeks to execute one single run. 

 Given that our utilized dataset has a density of = 0.0124 
percent. The results suggest that adding decay context-
awareness to KNN algorithms reduces the accuracy of 
the algorithms for all recommendation list lengths N. 
However, decay context-awareness improves the 
efficacy of the Sparse Linear Method (SLIM) and 
Matrix Factorization. 

 In the online shopping area, the SLIM method 
outperforms both the KNN and MF algorithms using the 
half-life decay function. It also performs well in terms 
of Top-N recommendations. The increase in 

effectiveness was proven to be related to the average 
number of interactions per item[48]. 

 In our dataset the number of interactions per user is 
limited. Therefore, item-oriented algorithms like SLIM 
perform better than user-oriented algorithms like KNN. 

 Because the SLIM method bases its predictions on item 
similarity coefficients, it works well on our dataset. Due 
to the data sparsity (limited numbers of interactions per 
user), some algorithms (e.g., KNN) perform poorly in 
terms of recommendations accuracy because it depends 
on the user’s similarity. 

 Our research results are consistent with the research [9, 
49, 50] that reported increases in effectiveness when 
using SLIM instead of KNN or MF. this is since SLIM 
is specifically designed for the top-N recommendation 
task. 

Overall, we conclude that, for the datasets with limited 
numbers of interactions per users the use of item-oriented decay 
time-aware recommender systems lead to better performance 
when compared to bias context aware recommender systems 
and time-unaware recommender systems. 

VI. CONCLUSION 

This paper used the user implicit feedback (add to cart and 
buy) associated with time context to improve the RS 
performance in online shopping systems. Bias and Decay 
methods were used to incorporate the time data into RSs. The 
experiment included incorporating time with three state-of art-
algorithms (MF, KNN, and SLIM). To compare the 
performance of the RSs we applied three cases for each 
algorithm (time unaware RS, Bias time aware RS, and Decay 
time aware RS). Precision, Recall, and MAP were used to 
compare the performance between the different algorithms and 
between the three cases in each algorithm. As a result, Decay-
MF and Decay-SLIM outperform the time Bias MF and SLIM. 
On the other hand, Decay-KNN reduced the accuracy of the RS 
compared to the context UN-aware KNN. The results that were 
reached from the study achieved the goal of the research, which 
is analyzing and finding the most appropriate algorithm in the 
field of e-commerce to build a time-aware recommendation 
system using the user's implicit feedback (purchasing data). As 
a future work, this study might be applied to a larger dataset 
with all combinations of algorithms' parameters and with 
unlimited number of neighbors. This study might also be 
expanded by combining the decay function approach with other 
RSs algorithms and on different domains datasets. 

REFERENCES 

[1] Ricci, F., L. Rokach, and B. Shapira, Recommender systems: introduction 
and challenges, in Recommender systems handbook. 2015, Springer. p. 
1-34. 

[2] Ricci, F., Rokach, L. and Shapira, B, Introduction to recommender 
systems handbook. In Recommender systems handbook. Springer Boston, 
MA. , 2011: p. (pp. 1-35). 

[3] Schafer, J.B., J.A. Konstan, and J. Riedl, E-commerce recommendation 
applications. Data mining and knowledge discovery, 2001. 5(1-2): p. 115-
153. 

[4] Sarwar, B., et al. Analysis of recommendation algorithms for e-
commerce. in Proceedings of the 2nd ACM conference on Electronic 
commerce. 2000. 

0

0.01

1 3 5 7 9 11 13 15 17 19

M
A

P

N

MAP

Decay DCW Decay CASLIM Decay CAMF

0.10%

0.78%

0.16%

0.00%

1.00%

Decay DCW Decay CASLIM Decay CAMF

Avg-MAP



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

611 | P a g e  

www.ijacsa.thesai.org 

[5] Koren, Y., Bell, R. and Volinsky, C, Matrix factorization techniques for 
recommender systems. Computer, 2009: p. pp.30-37. 

[6] Sarwar, B.M., et al. Recommender systems for large-scale e-commerce: 
Scalable neighborhood formation using clustering. in Proceedings of the 
fifth international conference on computer and information technology. 
2002. 

[7] Paterek., A., Improving regularized singular value decomposition for 
collaborative filtering, in In Proceedings of KDD cup and workshop. 
2007. p. 5–8. 

[8] Paul Resnick, N.I., Mitesh Suchak, Peter Bergstrom, and John, 
Grouplens: an open architecture for collaborative filtering of netnews, in 
Proceedings of the 1994 ACM conference on Computer supported 
cooperative In work 1994, ACM: Riedl. p. 175–186. 

[9] Karypis, X.N.a.G., Slim: Sparse linear methods for top-n recommender 
systems, in 2011 IEEE 11th International Conference on Data Mining. 
2011, IEEE. p. 497–506. 

[10] Adomavicius, G. and A. Tuzhilin, Toward the next generation of 
recommender systems: A survey of the state-of-the-art and possible 
extensions. IEEE Transactions on Knowledge & Data Engineering, 
2005(6): p. 734-749. 

[11] Burke, R., Hybrid web recommender systems, in The adaptive web. 2007, 
Springer. p. 377-408. 

[12] Kumar, B. and N. Sharma, Approaches, issues and challenges in 
recommender systems: a systematic review. Indian J. Sci. Technol, 2016. 
9(47): p. 1-12. 

[13] Mahmood, T.a.R., Improving recommender systems with adaptive 
conversational strategies, in In Proceedings of the 20th ACM conference 
on Hypertext and hypermedia. 2009. p. (pp. 73-82). 

[14] Ben-Shimon, D., et al., Recommender system from personal social 
networks, in Advances in Intelligent Web Mastering. 2007, Springer. p. 
47-55. 

[15] Dey, A.K., Understanding and using context. Personal and ubiquitous 
computing, 2001. 5(1): p. 4-7. 

[16] Schmidt, A., M. Beigl, and H.-W. Gellersen, There is more to context than 
location. Computers & Graphics, 1999. 23(6): p. 893-901. 

[17] Adomavicius, G. and A. Tuzhilin, Context-aware recommender systems, 
in Recommender systems handbook. 2011, Springer. p. 217-253. 

[18] Campos, P.G., F. Díez, and I. Cantador, Time-aware recommender 
systems: a comprehensive survey and analysis of existing evaluation 
protocols. User Modeling and User-Adapted Interaction, 2014. 24(1-2): 
p. 67-119. 

[19] De Borba, E.J., I. Gasparini, and D. Lichtnow. Time-aware recommender 
systems: a systematic mapping. in International Conference on Human-
Computer Interaction. 2017. Springer. 

[20] van Kortenhof, B.L., Context-Aware Recommender Systems in the E-
commerce Domain. 2017. 

[21] Introduction to Latent Matrix Factorization Recommender Systems 
Available from: towardsdatascience.com. 

[22] Guibing Guo; Jie Zhang; Zhu Sun; and Neil Yorke-Smith. In Posters, D., 
Librec: A java library for recommender systems., in Late-breaking 
Results and Workshop Proceedings of the 23rd International Conference 
on User Modeling, Adaptation and Personalization. 2015. 

[23] Sánchez-Moreno, D., Y. Zheng, and M.N. Moreno-García. Incorporating 
time dynamics and implicit feedback into music recommender systems. 
in 2018 IEEE/WIC/ACM International Conference on Web Intelligence 
(WI). 2018. IEEE. 

[24] de Zwart, T., Time-Aware Neighbourhood-Based Collaborative Filtering. 
2018. 

[25] de Borba, E.J., I. Gasparini, and D. Lichtnow. The Use of Time 
Dimension in Recommender Systems for Learning. in ICEIS (2). 2017. 

[26] Luo, J., et al., A context-aware personalized resource recommendation for 
pervasive learning. Cluster Computing, 2010. 13(2): p. 213-239. 

[27] Karahodza, B., H. Supic, and D. Donko. An Approach to design of time-
aware recommender system based on changes in group user's preferences. 
in 2014 X International Symposium on Telecommunications (BIHTEL). 
2014. IEEE. 

[28] Gallego, D., et al. A model for generating proactive context-aware 
recommendations in e-learning systems. in 2012 Frontiers in Education 
Conference Proceedings. 2012. IEEE. 

[29] Inuzuka, K., T. Hayashi, and T. Takagi. Recommendation system based 
on prediction of user preference changes. in 2016 IEEE/WIC/ACM 
International Conference on Web Intelligence (WI). 2016. IEEE. 

[30] Rezaeimehr, F., et al., TCARS: Time-and community-aware 
recommendation system. Future Generation Computer Systems, 2018. 78: 
p. 419-429. 

[31] Feng, H., et al., Personalized recommendations based on time-weighted 
overlapping community detection. Information & Management, 2015. 
52(7): p. 789-800. 

[32] Gueye, M., T. Abdessalem, and H. Naacke, Dynamic recommender 
system: using cluster-based biases to improve the accuracy of the 
predictions, in Advances in Knowledge Discovery and Management. 
2016, Springer. p. 79-104. 

[33] Luo, C., X. Cai, and N. Chowdhury. Self-training temporal dynamic 
collaborative filtering. in Pacific-Asia Conference on Knowledge 
Discovery and Data Mining. 2014. Springer. 

[34] Chen, J., et al., A Temporal Recommendation Mechanism Based on 
Signed Network of User Interest Changes. IEEE Systems Journal, 2019. 

[35] Arora, R.M.A.T.A., Temporal Recommendations for Discovering Author 
Interests, in 2019 Twelfth International Conference on Contemporary 
Computing (IC3) 2019: Noida, India. p. pp. 1-6. 

[36] Benlamri, R. and X. Zhang, Context-aware recommender for mobile 
learners. Human-centric Computing and Information Sciences, 2014. 
4(1): p. 12. 

[37] Chen, W., et al., A hybrid recommendation algorithm adapted in e-
learning environments. World Wide Web, 2014. 17(2): p. 271-284. 

[38] Wei, S., N. Ye, and Q. Zhang. Time-aware collaborative filtering for 
recommender systems. in Chinese Conference on Pattern Recognition. 
2012. Springer. 

[39] Retailrocket recommender system dataset. Available 
from:https://www.kaggle.com/retailrocket/ecommerce-dataset. 

[40] Ludwig–Maximilians, Demonstration of the exponential decay law using 
beer froth. EUROPEAN JOURNAL OF PHYSICS, 2001: p. 21-26. 

[41] Yong Zheng, B.M., and Robin Burke., Cslim: Contextual slim 
recommendation algorithms, in Proceedings of the 8th ACM Conference 
on Recommender Systems. 2014., ACM. p. 301–304. 

[42] Yong Zheng, R.B., and Bamshad Mobasher, Recommendation with 
differential context weighting, in In International Conference on User 
Modeling, Adaptation, and Personalization. 2013, Springer. p. pages 152–
164. 

[43] Russell, K.J.a.E., Particle swarm optimization, in 1995 IEEE International 
Conference on Neural Networks,. 1995. p. 1942–1948. 

[44] Yong Zheng, B.M., and Robin Burke. , Carskit: A java-based context-
aware recommendation engine. . IEEE International Conference on Data 
Mining Workshop (ICDMW), 2015: p. 1668–1671. 

[45] Al Jawarneh, I.M., Bellavista, P., Corradi, A., Foschini, L., Montanari, R., 
Berrocal, J. and Murillo, J.M., A Pre-Filtering Approach for Incorporating 
Contextual Information Into Deep Learning Based Recommender 
Systems. IEEE Computer Society, 2020: p. 40485-40498. 

[46] Ilarri, S., Trillo-Lado, R. and Hermoso, R., Datasets for context-aware 
recommender systems: Current context and possible directions, in 2018 
IEEE 34th International Conference on Data Engineering Workshops 
(ICDEW). 2018,, IEEE. p. 25-28. 

[47] Zheng, Y., A User's Guide to CARSKit. 2015, arXiv preprint  

[48] Pedro G. Campos Soto. , , . Temporal models in recommender systems: 
An exploratory study on different evaluation dimensions. 2011, 
Universidad Autónoma de Madrid: Madrid. 

[49] Hoslim, E.C.a.G.K., Higher-order sparse linear method for top-n 
recommender systems., in Pacific-Asia Conference on Knowledge 
Discovery and Data Mining. 2014, Springer. p. 38–49. 

[50] Karypis., E.C.a.G., Local item-item models for top-n recommendation, in 
Proceedings of the 10th ACM Conference on Recommender Systems. 
2016, ACM. p. 67–74. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

612 | P a g e  

www.ijacsa.thesai.org 

[51] A. Hassan, E. Fadel, and N. Akkari, Time-Aware Recommender System 
For E-Commerce Applications, 2020. p. 534-542. 

[52] Wang, D., Xu, D., Yu, D., & Xu, G. (2021). Time-aware sequence model 
for next-item recommendation. Applied Intelligence, 51(2), 906-920. 

[53] Yang, D., Nie, Z. T., & Yang, F. (2021). Time-aware CF and temporal 
association rule-based personalized hybrid recommender system. Journal 
of Organizational and End User Computing (JOEUC), 33(3), 19-34. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

613 | P a g e  

www.ijacsa.thesai.org 

A Comprehensive Assessment Framework for 

Evaluating Adaptive Security and Privacy Solutions 

for IoT e-Health Applications 

Waqas Aman, Fatima Najla Mohammed 

Department of Information Systems, College of Economics and Political Science 

Sultan Qaboos University, Muscat, Sultanate of Oman 

 

 
Abstract—There exist numerous adaptive security and privacy 

(S&P) solutions to manage potential threats at runtime. However, 
there is a lack of a comprehensive assessment framework that can 
holistically validate their effectiveness. Existing Adaptive S&P 
assessment efforts either focus on privacy or security in general, 
or are focused on specific adaptive S&P attributes, e.g. 
authentication, and, at certain times, disregards the architecture 
in which they should be comprehended. In this paper, we propose 
a holistic assessment framework for evaluating adaptive S&P 
solutions for IoT e-health. The framework utilizes a proposed 
classification of essential attributes necessary to be recognized, 
evaluated, and incorporated for the effectiveness of adaptive S&P 
solutions for the most common IoT architectures, fog-based and 
cloud/server-based architectures. As opposed to the existing 
related work, the classification comprehensively covers all the 
major classes of essential attributes, such as S&P objectives, 
contextual factors, adaptation action aptitude, and the system’s 
self-* properties. Using this classification, the framework assists to 
evaluate the existence of a given attribute with respect to the 
adaptation process and in the context of the architectural layers. 
Therefore, it stresses the importance of where an essential 
attribute should be realized in the adaptation phases and in the 
architecture for an adaptive S&P solution to be effective. We have 
also presented a comparison of the proposed assessment 
framework with existing related frameworks and have shown that 
it exhibits substantial completeness over the existing works to 
assess the feasibility of a given adaptive S&P solution. 

Keywords—Internet of Things; Adaptive Security; IoT 
Architecture; e-Health; Effectiveness; Privacy 

I. INTRODUCTION 

IoT has become an integral part in the automation and 
extension of various IT-based services. In healthcare, IoT has 
shown huge potential. Spending on e-health solutions in IoT is 
expected to stretch 1.1 Trillion dollars by 2025 [1]. IoT in e-
health is a developing research area as the world moves towards 
remote monitoring, real-time and rapid diagnosis and 
management of illnesses [2]. It is aiding in real-time 
identification of ailments, attaining more precise health 
readings, better reach-out to patients in emergencies, and 
medical care for patients while they are roaming or having 
mobility difficulties [2]. The range of functionalities provided 
by IoT in e-health applications has been significantly beneficial 
and high in demand, especially in the current COVID- 19 
pandemic situation where hospitals are running at total 
capacity, requiring more efficient remote healthcare solutions. 

Despite the multiple benefits offered by IoT-enabled e-
health applications, there is an increasing concern about the 
potential security and privacy (S&P) threats as it primarily 
utilizes personal and sensitive information, which can be of 
considerable value for the attacker, for instance in blackmailing 
and identity frauds [3],[4]. By nature, IoT devices are dynamic 
because of the frequent environmental changes, mobility, and 
their heterogeneous and constantly evolving technology. Such 
properties can result in a more evolved threat spectrum 
requiring real-time threats handling. To adapt to such 
circumstances, many studies have proposed adaptive S&P 
mechanisms. Adaptive S&P is a system’s capability to maintain 
S&P in the presence of contextual changes [5]. It continuously 
maintains an optimal S&P level of a managed system through 
an automated monitor, analyze, and adapt feedback loop, unlike 
traditional S&P controls such as IDS, anti-malware, firewalls, 
etc., which have limited protection scope and enforce manual 
and inflexible threat mitigation strategies [5]. 

IoT e-health is a critical infrastructure consisting of devices, 
applications, and individuals that handle sensitive patients’ 
data. Adaptive S&P mechanisms are highly essential, mainly to 
protect and manage actions, such as access, sharing, and 
disclosing of the information assets and provide effective S&P 
within the IoT e-health architecture [6, 7]. Hence, the system 
needs to be flexible, adaptable, and robust to make real-time 
S&P decisions based on the requirements of the entities 
associated with the system [6]. When designing and developing 
adaptive S&P solutions for IoT e-health, it is vital to consider a 
set of significant attributes; such as privacy and security 
objectives, contextual factors, self- properties, adaptation 
action aptitude and analysis, and adaptation mechanisms to 
develop a solution that is capable of providing holistic S&P in 
such dynamic contexts. Moreover, these attributes needs to be 
realized at particular levels with respect to the different phases 
in the process and to the underlying architectural needs. If a 
certain attribute or requirement is improperly enforced in the 
architectural layers, it may adversely affect the competency of 
the corresponding adaptation phase. Such misconfiguration 
may lead to, for instance, scope creep or scope crush of the 
managed devices, resulting in the adaptive system 
disorganization and ineptitude. 

Regardless of the availability of multiple studies and 
solutions on adaptive S&P, for instance, [8, 9, 10] emphasize 
on the need to assess their effectiveness. To validate the 
efficacy, it is vital to recognize and evaluate the essential factors 
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necessary for an adaptive S&P solutions and the extent to which 
they are employed as per adaptation and architectural needs. 
The existing assessment frameworks focus on a particular set 
of factors irrespective of the underlying architecture 
[9,13,14,15] and have a limited scope that only address a part 
of the problem, [9,13,14,15]. Hence, there is a need of an 
evaluation framework that can holistically assess the feasibility 
of a given adaptive S&P mechanism for IoT e-health 
applications. 

In this paper, we present the design of an assessment 
framework that can guide us to comprehensively assess the 
feasibility of a potential adaptive S&P solution. It, therefore, 
also provides a reference model to understand and consider the 
underlying vital aspects of S&P adaptation.  The framework is 
based on a proposed classification of factors that we have 
compiled from the existing works. These factors were scattered 
across the literature under different concerns and with limited 
scope. We have unified them in a classification of five distinct 
classes: security objectives, contextual factors, adaptation 
aptitude, and self-* properties and privacy objectives required 
for effective S&P adaptation. The proposed framework mainly 
assesses which factors should be covered, where they should be 
realized in the adaptation process, i.e., monitoring, analysis, or 
adaptation, and at which layer of the common IoT e-health 
architectures, fog or cloud/server, should they be employed. 
Furthermore, we present a detailed comparison of the proposed 
framework with the potential equivalent works. We have 
concluded that our framework provides a more comprehensive 
platform for assessing a given adaptive S&P solution. The 
fundamental contribution that our framework dispenses is a set 
of diverse and inclusive factors required for S&P adaptation 
and evaluates them in the architecture context is particularly 
vivid. 

II. THE ASSESSMENT FRAMEWORK 

In this section, we provide a comprehensive description and 
illustration of the proposed classification and assessment 
framework. The classification mainly identifies and groups the 
key attributes (factors) necessary for a given adaptive S&P 
system. The assessment framework utilizes this classification 
by determining their need and purpose based on two key 
aspects: the overall adaptation process (Monitor, Analyze, and 
Adapt phases) and the IoT e-health architecture. These two 
aspects are necessary to be considered because certain attributes 
necessary for the S&P adaptation needs to be addressed 
uniquely in various architectures. For instance, for fog-based 
architectures it is vital to conduct S&P analysis at the gateway 
than at a centralized server to fulfil the rapid and personalized 
threat assessment objectives for which fog-based architectures 
are devised [11], [12]. Moreover, the scope managed by a given 
gateway in fog-architecture is limited as compared to one 
managed by a centralized server. This structured approach of 
the framework design assists in assessing the feasibility of an 
adaptive S&P solution in its respective architecture. 

A. The Proposed Classification 

The classification aims to identify and group the 
fundamental factors necessary for a given adaptive S&P 
solution. It employs conceptual modeling and provides a basis 
for comprehending the factors that need to be monitored or 

managed, essential to effectively achieve security and privacy 
objectives, and the ones that may trigger the need of adaptation 
or may be affected by the adaption processes. Hence, it provides 
a more comprehensive list of essential factors. The proposed 
classification, as illustrated in Fig. 1, is developed using the 
steps followed as: 

• Key factors were identified in the current literature on 
adaptive S&P for IoT e-health. 

• Factors that have similar semantic and objective(s) were 
unified into a common factor. For instance, events per 
second (eps), productivity, and throughput factors are 
transformed into a more common and distinct label, 
throughput. 

• To be more comprehensive, certain generic factors are 
broken down into more detailed and vital factors. For 
example, QoS is further categorized into response time, 
latency, and throughput. 

• The final list of factors was then grouped into distinct 
classes. Factors were mapped to the relevant classes 
based on their overall objectives. Table I provides a brief 
summary describing each class, listed in Fig. 1, in the 
context of adaptive S&P solution for IoT e-health 

B. The Proposed Assessment Framework 

The primary objective of the proposed assessment 
framework is to holistically assess the feasibility of an adaptive 
S&P solution for IoT e-health. It considers four essential 
concepts: The proposed classification, detailed earlier, the 
adaptation processes, the IoT e-health architecture in which an 
adaptive S&P is employed, and a Mapping Criteria. A brief 
description to the later three concepts in the framework are 
detailed as follows. 

1) The adaptation process: The adaption process in an 

adaptive S&P system can be typically divided into three main 

functionalities or phases [8, 13, 16, 17]: Monitoring, Analysis, 

and Adaptation. They enable a system to adapt the S&P 

configurations based on the dynamic changes in the IoT e-

health infrastructure in an automated manner. These phases are 

briefly described as follows: 

a) Monitoring: The main goal is to observe, gather and 

transform contextual information. This includes information 

about the adaptive system itself (internal factors), such as 

information related to the software and hardware components 

responsible for the adaptation process. Monitoring also observe 

external factors such as those related to the monitored devices, 

users, network and applications. Therefore, it attempts to 

collect data essential for a context-aware analysis and 

adaptation [8, 16, 17]. 

b) Analysis: Analysis aims to determine potential threats, 

assess potential vulnerabilities, and analyze the protection level 

of security and privacy from the related contextual information 

gathered during the monitoring phase. Hence, the analysis 

process involves the intelligence by applying a range of 

methods needed to investigate, correlate, and analyze the 

context of the potential threats [8, 16, 17]. 
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TABLE I. A SUMMARY OF THE CLASSIFICATION CLASSES 

Factors Summary 

Security Objectives 

Include the attributes responsible for ensuring the basic security of the IoT e-health resources covered by the adaptive system, from 

security threats, e.g., authenticating users based on their biometric information, authorizing users based on their role, e.g., medical staff 

accessing the staff portal, patients accessing the patient’s portal.  

Privacy Objectives 
Refers to the factors that ensure essential privacy, including access, usage, and collection of the information assets in an IoT e-health 

environment, e.g., collecting, accessing, and using patient's health records such as x-rays and CT scans.  

Contextual Factors 

Contextual factors can potentially trigger the need for adaptive S&P. This can include internal factors such as architectural factors and 

external factors such as user preferences. Hence, in the context of adaptive S&P solution, assessing these attributes is essential mainly 

to ensure that the adaptive solution can consider contextual aspects to respond to the changing context and respond to S&P threats, thus 

providing holistic S&P. 

Self-*Properties 

Self- * Properties are the basis for the adaptive S&P system itself, as they are capabilities responsible for the adaptive nature of such 

solutions.  These properties enable the adaptive solution to adjust its S&P settings in response to a context and adapt and manage the 

adaptive solution itself in response to S&P threats. For instance, introducing additional encryption mechanisms in response to a low 

battery event from one sensing device 

Adaptation Action 

Aptitude 

A set of factors that may have a negative impact due to the potential adaptation action. For instance, if a low battery occurrence is 

detected in a monitoring device, the adaptive solution should adjust the encryption mechanisms to ensure trade-offs amongst 

confidentiality and the availability of the services. 

 

Fig. 1. The Proposed Classification. 

c) Adaptation: In the adaptation phase, decisions are 

made to adapt to any given threat situation. The corresponding 

functionalities identifies a recommended adaptation 

configuration based on the threat faced and instructs the 

monitored asset(s) for its adoption. It is recommended that the 

system is capable of identifying several adaptation actions and 

select the optimal one [13]. The adaptation process is 

responsible for the adaptation decision making whereas the 

actual adaption action is implemented at the monitored object 

level [8]. 

2) IoT eHealth Architecture: The IoT e-Health architecture 

specifies the nature of data processing within the overall system 

[18], [19]. This study considers the two major IoT e-health 

system architectures, cloud/ server and fog-based system 

architecture, which are commonly used in the IoT e-Health 

settings. 

a) Cloud/Server Architecture:  In Cloud/Server 

architectures, illustrated in Fig. 2, data processing is performed 

in a centralized manner, typically using cloud computing or 

centralized servers controlled by the healthcare service provider 

[6], [20]. To enforce S&P adaptation in a cloud/server 

architecture, the monitoring is carried out within the gateway 

and health systems layer. This includes data collection, 

filtration, transformation, and further communication, etc., to 

the upper layers. Device Layer merely act as events generators.  

However, in certain instances, monitoring is performed at the 

device layer. For instance, GPS sensors and authentication 

interfaces can monitor and send out events to the gateway layer, 

which are further processed by the gateway. In contrast, the 

analysis and adaptation decision-making is performed at the 

health systems layer, comprising the cloud/centralized servers 

[13, 21]. 

b) Fog architecture: Fog architectures, shown in Fig. 3, 

use the computing resources at the gateway level to carry out 

the processing of the data gathered from the sensors [22]. The 

fog nodes, the gateways, perform data normalization, which 
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consist of storage, computing, and network connectivity, thus 

enabling them to analyze and make time-sensitive decisions on 

the time-sensitive data collected [23]. In the context of S&P 

adaptation, in fog architectures, threat monitoring, analysis, and 

adaptive decision-making are typically performed at the 

gateway layer [8, 24]. However, as established earlier, in 

certain instances, monitoring can also be performed in the 

device layer. In fog architectures, health-related data collected 

from the device layer is sent to the cloud. It is part of the 

primary storage and commuting resource, performing data 

analytics and visualization [23]. 

3) The mapping criteria: The mapping criteria, detailed in 

Table II, describes information on what and where different 

attributes should be realized within the different IoT system 

architectural layers and whether and what adaptation process 

should be applied on them to enforce effective S&P adaptation. 

Therefore, it maps a given attribute to the respective 

architectural layer and adaptation phase based on its 

requirement in an adaptive S&P solution. Table III – VII 

illustrate the proposed assessment framework, and shows how 

the different attributes in the proposed classification have been 

mapped based on the adaptation process and the IoT e-health 

architectural layers. For convenience, below we describe how 

the table structure should be interpreted to comprehend the 

architectural and process level requirements of a given 

attribute: 

• The Class and Attributes columns corresponds to the 
classes and respective factors, as detailed in the 
proposed classification, which are essential for S&P 
adaptation. 

• The Process column indicate whether or not a given 
attribute is required be monitored (M), Analyzed (A), or 
Adapted (Ad). Moreover, it also reflects whether the 
respective mechanism(s) of the attribute is Utilized (U). 
An absence of a label indicate that it is not required. 

• The System Architecture column, further categorized 
into Fog and Cloud/Server architecture, indicates where, 
specifically, in the respective architectures should an 
attribute is required to be utilized, monitored, analyzed, 
adapted. For instance, GM depicts that a given attribute 
needs to be monitored at the Gateway Layer, HU 
indicates that the mechanism(s) related to the factor 
should be utilized at the Health System Layer, and GAd 
shows that the corresponding factor needs to be adapted 
at the Gateway Layer. 

The assessment framework for individual class is illustrated 
and detailed underneath. 

 

Fig. 2. Figure 2. IoT e-Health Cloud/Server Architecture. 

 

Fig. 3. IoT e-Health Fog Architecture. 
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TABLE II. THE ASSESSMENT FRAMEWORK’S MAPPING CRITERIA 

Criteria # Criteria for mapping an attribute with the adaptation process 

1 
Utilized (U): Reflects that the corresponding mechanism or attribute is utilized either as a mechanism to ensure S&P or as a factor/attribute to 

be evaluated for optimal adaptation decision in the adaptation phase. 

2 
Monitoring (M): Attributes are mapped to monitoring process when they are required to be observed or monitored for security and privacy 

threat/risk analysis or when they are utilized in the monitoring process. 

3 
Analysis (A): Attributes are mapped to the analysis process when they are assessed for the security and privacy threat/risk analysis or when 

are they utilized in the analysis process. 

4 
Adaptation (Ad):  Attributes are mapped to the adaptation process when they are required to be adapted, evaluated during the adaptation 

decision, or utilized in the process.  

 Criteria for mapping an attribute with the adaptation process IoT e-health architecture 

 

Attributes are mapped within the fog and cloud/server architecture, with regards to where in the architecture, Device layer (D), Gateway 

layer (G) and healthcare service provider controlled layer (H), Cloud/Central servers, these attributes are required to be (M), (A), (Ad) 

and (U).  

TABLE III. CLASS – SECURITY OBJECTIVES 

Class Attributes Process 

System Architecture 

Fog Architecture Cloud/server Architecture 

Layers 

D G D G H 

Security 

Objectives 

 

Confidentiality M,A,Ad,U DU 
GM,GU 

GA,GAd 
DU GM,GU 

HM,HU, 

HA,HAd 

Integrity M,A,Ad,U DU 
GM,GU, 

GA,GAd 
DU GM,GU 

HM,HU, 

HA,HAd 

Availability M,A,Ad,U DM,DU, DA GM, GU, GA,GAd DM, DA, DU GM,GU 
HM,HU, 

HA,HAd 

Authentication M,A,Ad,U DM,DU, DA 
GM,GU, 

GA,GAd 
DM, DA, DU GM,GU 

HM,HU, 

HA,HAd 

Authorization M,A,Ad,U DU 
GM,GU, 

GA,GAd 
DU GM,GU 

HM,HU, 

HA,HAd 

C. Assessing Security Objectives 

As highlighted in Table III, mechanisms related to security 
attributes, e.g. encryption, integrity checks, etc., should be 
utilized within all the layers to ensure the respective objectives. 
Authentication, which may consist of a user, API, or service 
identity confirmation, monitoring and analysis is typically 
performed at the device level. Similarly, availability, which 
involves the accessibility and constancy of data, services and 
devices, are monitored and analyzed at the device layer, 
particularly when using smart devices. For all other attributes, 
the gateway layer, within fog architecture, handles all the 
adaption phases. Availability and Authentication related may 
be further normalized and correlated for analysis at this layer.  
In a cloud/server based architecture, the gateway layer mainly 
serves as an agent to monitor (M) the devices and services under 
its authorization or scope. Whereas, the health systems layer 
performs the analysis and adaptation phases for all devices and 
services. It also handles complex or high level monitoring and 
analysis of events arriving from potential multiple gateways as 
well this generated by its native applications or services. 

D. Assessing Privacy Objectives 

As illustrated in Table IV, similar to the security objectives 
class, methods or mechanisms related to each highlighted 
privacy attribute should be utilized within all the layers in both 
architectures. In a fog-based architecture, the gateway layer is 
responsible for performing all the adaptation phases for its 

underlying devices and services. Location is typically 
monitored at the device layer, as there can be devices that would 
require monitor to send out alerts, hence it needs to be 
monitored at the device layer and further normalized at the 
gateway. In a cloud/server- based architecture, a particular 
gateway monitors its respective devices and services. The 
health systems layer carries out all the adaptation phases for the 
entire scope including its own hosting services. 

E. Assessing Contextual Factors 

The Contextual factors focuses on the importance of any 
internal or external changes that may be experienced at any 
layer of the architectures. Such changes may trigger the need of 
S&P adaptation. Therefore, all related factors should be 
monitored at every layer within both architectures, as reflected 
in Table V. However, environmental factors, which mainly 
refer to changes that may occur outside a monitored device, 
should be monitored at the gateway layer [11, 13, 14, 25, 26, 
27, 28]. Users (patient, practitioners, and system admins) 
should be permitted to change their preferences, and therefore, 
the corresponding mechanism should be enforced for utilization 
at all layers. typically monitored at the device layer, as there can 
be devices that would require monitor to send out alerts, hence 
it needs to be monitored at the device layer and further 
normalized at the gateway. In a cloud/server- based 
architecture, a particular gateway monitors its respective 
devices and services. The health systems layer carries out all 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

618 | P a g e  

www.ijacsa.thesai.org 

the adaptation phases for the entire scope including its own 
hosting services. 

F. Assessing Factors Affecting Adaptation Action Aptitude 

Adapting any attribute, for example adapting to new 
confidentiality settings, may have a negative impact on the 

system’s performance, usability, or S&P objectives. Therefore, 
it is essential to evaluate the aptitude of a potential solution to 
a faced threat in the adaptation phase. Attributes corresponding 
to this notion are captured in the Adaption Actions Aptitude 
class. Table VI illustrates the most common and vital attributes 
that are necessary to be evaluated in the adaptation phase (Ad). 

TABLE IV. CLASS – PRIVACY OBJECTIVES 

Class Attributes Process 

System Architecture 

Fog Architecture Cloud/server Architecture 

Layers 

D G D G H 

Privacy 

Objectives 

Data Privacy M,A,Ad, U DU GM,GU,GA,GAd DU GM,GU HM,HU,HA,HAd 

Communication Privacy M,A,Ad, U DU GM,GU,GA,GAd DU GM,GU HM,HU,HA,HAd 

Behavioral privacy M,A,Ad, U DU GM,GU,GA,GAd DU GM,GU HM,HU,HA,HAd 

Location Privacy M,A,Ad, U DM,DU GM,GU,GA,GAd DM,DU GM,GU HM,HU,HA,HAd 

TABLE V. CLASS – CONTEXTUAL FACTORS 

Class Attributes Process 

System Architecture 

Fog Architecture Cloud/server Architecture 

Layers 

D G D G H 

Contextual 

Factors 

Architectural Factors M,A,Ad DM GM,GA,GAd DM GM HM,HA,HAd 

Environmental Factors M,A,Ad - GM,GA,GAd - GM HM,HA,HAd 

Operational Factors M,A,Ad DM GM,GA,GAd DM GM HM,HA,HAd 

User preferences M,A,Ad, U DM, DU GM,GA,GAd, GU DM, DU GM,GU HM,HU,HA,HAd 

TABLE VI. CLASS – ADAPTION ACTION APTITUDE 

Class Attributes Process 

System Architecture 

Fog Architecture Cloud/server Architecture 

Layers 

D G D G H 

Adaption 

Actions 

aptitude 

Response Time Ad - GAd - - Had 

Efficiency Ad - GAd - - Had 

Energy Consumption Ad - GAd - - Had 

Service factors Ad - GAd - - Had 

Reliability Ad - GAd - - Had 

Memory Ad - GAd - - Had 

Security & Privacy Ad - GAd - - Had 

Network Latency Ad - GAd - - Had 

Throughput Ad - GAd - - Had 

TABLE VII. CLASS – SELF-* PROPERTIES 

Class Attributes Process 

System Architecture 

Fog Architecture Cloud/server Architecture 

Layers 

D G D G H 

Self-* 

Properties 

Self-Healing M,A,Ad, U DM GM, GU, GA, GAd DM GM HM, HU, HA, HAd 

Self- Configuration M,A,Ad, U DM GM, GU, GA, GAd DM GM HM, HU, HA, HAd 

Self-Optimizing M,A,Ad, U DM GM, GU, GA, GAd DM GM HM, HU, HA, HAd 

Self-Protecting M,A,Ad, U DM GM, GU, GA, GAd DM GM HM, HU, HA, HAd 
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Since, the adaptation phase is conducted at the gateway in 
the fog architecture, and at the health system layer in the 
Cloud/Server architecture, the highlighted attributes should be 
evaluated at the respective layers. Assessing these attributes 
enables to determine if the adaptive S&P solution can ensure 
trade-offs amongst these attributes during adaptation, 
especially in a critical environment such as e-health, where 
time-sensitive decisions are made. 

G. Assessing the System’s Self-* Properties 

To ensure self-management, the adaptive system has to 
enforce the monitor, analyze, and adaptation loop feedback in 
its own processes. This implies that the system has to manage 
the respective adaptation phases and corresponding functions 
on the corresponding devices and layers. As reflected in Table 
VII, the self-* properties for all components responsible for 
monitoring, analysis and adaptation should be monitored at 
their respective layer where they are implemented. However, 
further monitoring (high level), analysis, and adaptation should 
be handled by gateway in the fog architecture whereas the 
hospital system layer in the Cloud/Server architecture will 
manage the same. 

III. RESULTS AND DISCUSSION 

This section critically evaluates the proposed classification 
and existing assessment frameworks that are proposed for the 
purpose of assessing adaptive S&P solutions for IoT and/or IoT 
e-health. The main objective of this effort is to compare our 
proposed framework with the existing frameworks to evaluate 
their aptitude in addressing the essential attributes for S&P 
adaptation with respect to the adaptation process and system 
architecture. The frameworks that are compared here are: MST 
[9], AFAS [13], SAS [14] and SMAS [15]. Although there are 
less numbers of models to be considered for comparison, they 
are the most related and current efforts with our work and the 
concept at hand. Furthermore, we intend to reflect on the 
current practices rather to assess a comprehensive list of 
existing efforts. 

A. The Comparison Approach 

The comparison of the frameworks has been made using 
two dimensions; the evaluation criteria and the comparison 
score. The criteria intend to determine the comprehensiveness 
and applicability the reviewed models in the context of 
Adaptive S&P and aims to conclude: 

• Whether or not and to what extent do the reviewed 
frameworks or models cover the phases in the adaptation 
process? 

• Whether an evaluation framework is suitable to assess 
Adaptive S&P in a particular IoT-eHealth architecture 
or both fog-based and server/Cloud-based? 

• Which required/identified attributes and to which extent 
are they addressed by a given evaluation framework or 
model? 

The Comparison score illustrated in Table VIII is an 
analytical indicator of the level of conformance of an evaluation 
framework with the comparison criteria, after it is validated. 

The higher the score is, the better is the evaluation framework. 
Hence, it enables us to comprehend the comprehensiveness, 
applicability, and, therefore, the feasibility of the proposed and 
existing assessment frameworks in assessing adaptive S&P 
solutions for IoT e-health. The following table describes the 
criteria on how each aspect of the comparison approach is 
scored, in order to evaluate each of the candidate frameworks. 

B. Analysis of Security Objectives 

The major processes; monitoring, analysis and adaptation 
has been addressed by all the frameworks, however, AFAS, 
MST and the proposed framework addresses the utilized (U) 
process as well as illustrated in Fig. 4. AFAS, SAS and SMAS 
claim to assess all the attributes under security objectives. 
However, they provide abstract or insufficient information on 
the architecture and the architectural layers that the framework 
assesses. Hence it is unclear on how the adaptation 
requirements are evaluated within the different architectural 
layers. Whereas MST considers all the adaptation processes, as 
well as majority of the security objectives, however the 
framework is only designed to assess cloud/server based 
architecture’s. Hence having a better comprehension of security 
objectives for Cloud/Server based architectures as opposed to 
AFAS, SAS and SMAS. Amongst the assessed frameworks, the 
proposed framework has a better comprehension of the security 
objectives, as it evaluates these attributes in the context of both, 
cloud/ server based and fog architectures.  Moreover, the 
assessed frameworks have addressed the majority of the 
security attributes. However, the authorization attribute is 
somehow underestimated, which is concerning. 

C. Analysis of Privacy Objectives 

As illustrated in Fig. 5, SAS and the proposed framework 
have addressed all the major processes. Additionally, the 
proposed framework addresses the utilized (U) process as well. 
None of the frameworks, except from the proposed framework, 
addresses all the privacy attributes in the context of 
architecture. SAS highlights the data privacy attribute however, 
its realization in the context of the architectural aspects is 
unclear to draw further conclusions. Furthermore, amongst the 
privacy attributes, data privacy has been mostly addressed in 
the evaluated frameworks. However, those discussing it only 
state its importance and consequences and fail to provide details 
of it, to be addressed at the corresponding architectural layers 
to ensure effective S&P adaptation. 

D. Analysis of Self-* Properties 

Similar to the privacy objectives class, the self-*properties 
classes as shown in Fig. 6 have been widely ignored by majority 
of the frameworks. The frameworks AFAS and the proposed 
framework that do consider this class have addressed all the 
major adaptation processes. Although it claims to assess all the 
self-*properties attributes, it provides abstract information on 
the architectural aspects within its assessment. 

Hence it is unclear on how the framework assesses the given 
attributes within the different architectural layers. 

Whereas the proposed framework evaluates the self-
*properties attributes amongst different architectural layers for 
both fog and cloud/server based architectures. 
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TABLE VIII. COMPARISON SCORE DESCRIPTION 

 Attribute Context Criteria Description Score  

Adaptation Process 

(P) 

1 point for each process when an attribute is clearly addressed by an identified adaptation process. 

Note: maximum points for a process conformance of an attribute vary from attribute to attribute. Refer to The 

Mapping Criteria for the required processes for each attribute under various classes.    

1-4 

Architectural (A) 

All or the majority of the requirements related to a given attribute  are addressed at the corresponding layers for both 

architectures ( fog and Cloud/server)  
5 

Few of the requirements related to a given attribute are addressed at the corresponding layers for both architectures 

(Fog  and Cloud/ Server)  
4 

All or the majority of the requirements related to a given attribute  are addressed at the corresponding layers for a 

single architectures ( fog or Cloud/server) 
3 

Few of the requirements related to a given attribute are addressed at the corresponding layers for a single 

architectures ( fog or Cloud/Server) 
2 

 

Fig. 4. Comparative Scores of Security Objectives. 

 

Fig. 5. Privacy Objectives Comparison. 

 

Fig. 6. Self-*Properties Comparison. 
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E. Analysis of Contextual Factors 

The major processes; monitoring, analysis and adaptation 
have been addressed by all the frameworks as illustrated in Fig. 
7. However, the proposed framework addresses the utilized (U) 
process essential for the user preferences attribute. AFAS and 
SMAS addresses’ majority of the contextual attributes, 
however the details on the architectural aspects are abstract 
thus. Hence assessment of these attributes on the architectural 
layers is indistinct. MST and SAS only consider environmental 
and operational factors, where MST provides sufficient 
information on the assessment of these attributes within the 
layers of cloud/server based architecture. However, SAS 
provides unclear information on the assessment of these 
attributes within architectural layers. While the proposed 
framework considers all the contextual factors within the layers 
of both architectures. 

Amongst the attributes within this class, architectural 
factors have been ignored by MST and SAS. It is essential to 
consider architectural factors when assessing adaptive S&P 
solutions, especially since IoT e-health is a diverse, dynamic, 

and mobile architecture where new devices can be added or 
existing devices can be updated or removed more frequently. 
Hence, the system should be able to handle such changes [13], 
[25]. 

F. Analysis of Adaptation Action Aptitude 

As shown in Fig. 8, all the frameworks that consider the 
adaptation action aptitude attributes consider the main process 
which is adaptation AD, where these attributes are evaluated. 
SAS does not consider this class in its evaluation, whereas 
SMAS only considers Energy consumption, Reliability and 
S&P attributes but lacks architectural details. 

However, AFAS, MST and the proposed framework 
considers all the attributes under this class. However, in terms 
of the architectural aspects, the proposed framework assesses 
these attributes within both architectures, while MST only 
assess these attributes within cloud/server based architecture, 
and, AFAS provides abstract information on the assessment of 
these attributes from an architectural perspective. 

 

Fig. 7. Contextual Factors Comparison (Note: the Maximum Points for a Process Conformance for Architectural, Environmental and Operational Factors 

Attributes is 3, Whereas the Process Conformance for user Preferences Attribute is 4). 

 

Fig. 8. Adaption Action Aptitude Comparison (Note: The Maximum Points for a Process Conformance for Attributes in this Class is 1). 
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IV. DISCUSSION ON THE OVERALL COMPARISON 

This section highlights the overall outlook of the compared 
frameworks at the class level. The underneath discussion is 
based on the observations reflected in Fig. 9, which depicts the 
maximum points achieved by each compared framework by 
aggregating their attributes’ points in each class, as a result of 
the above comparison. 

It can be observed that although the proposed framework 
offers a more in-depth view of the security objectives, overall, 
there seems to be an above average comprehension and 
consensus on achieving the related attributes. Moreover, except 
for the proposed framework, all other frameworks have 
considerably overlooked the privacy aspects. Apparently, 
privacy objectives are assumed to be enforced with security 
mechanisms, which should not be exercised as they have 
different purposes, scopes, and mechanisms. Alongside 
security objectives, it is vital to address the privacy objectives 
from different perspectives. The lack of privacy objectives can 
potentially lead to misuse of patient's sensitive information, 
such as unauthorized disclosure or usage and even potential 
identity frauds [3], [4]. 

Similar to the privacy objectives, the adaptive system’s self-
* properties are also underestimated. Doing so may lead to the 
compromise of the system itself.  It can be seen that the 
proposed framework exceptionally stressed on the need of 
considering the self-* properties. Whereas, AFAS provides fair 
details of the related properties at the adaptation process level, 
it lacks to provide enough information on the architectural 
aspects within its assessment. 

MST assesses majority of the attributes for cloud/ server 
based architectures only. Although AFAS, SMAS, and SAS 
consider majority of the contextual attributes, these frameworks 
provide very abstract information on the architectural aspects. 
It is apparent that the proposed framework fully suffices the 
adaption action aptitude requirements for both fog and 
cloud/Server architectures. While, MST assesses all of the 
attributes for cloud/ server based architecture only. Although 
AFAS and SMAS consider all the attributes under this class, the 
frameworks provide unclear information on the architectural 
requirements. 

V. CONCLUSION AND FUTURE PLANS 

The proposed framework assists us to recognize, realize, 
and assess the essential factors for adaptive S&P solutions in 
the context of the IoT e-health architecture and the adaptation 
process. It lets us evaluate related solution in a broader 
spectrum, the overall needs, therefore providing a 
comprehensive understanding of the overall problem.   The 
comparison made with the existing assessment frameworks 
reflects that our work introduces considerable improvements by 
how essentials attributes should be managed in the context of 
architecture and the adaptation process, which is the key 
contribution. Most of the frameworks discounted the 
architectural aspects and their importance, which may negative 
affect the whole purpose of an adaptive system. Moreover, 
current assessment frameworks are more focused on a 
particular set of essential factors or generally highlight them. In 
contrast, the presented framework provides a holistic set of 
attributes or requirements that address all the major aspects of 
an adaptive S&P system and assess them in the context of 
underlying architecture and the adaptation process. Thus, offers 
a comprehensive mechanism to assess the feasibility of a given 
adaptive S&P solution. 

Although this study primarily studies e-health as an IoT 
application, it can be generalized to similar IoT-based 
architectures. Nevertheless, it needs further investigation to 
consummate this hypothesis. Furthermore, assessing specific 
performance and QoS factors of adaptive S&P solutions for IoT 
e-health from a quantitative perspective could result in a more 
considerable attempt. In addition, the proposed framework 
could have added more value if common practices or 
mechanisms for each attribute were highlighted. This would 
have offered a sense of trending mechanisms and made the 
criteria more mature and comprehensive. 

In future, we plan to extend this research by addressing the 
limitation discussed. We plan to study other IoT architectures 
to investigate if the proposed assessment framework can be 
utilized or requires further refinements. Moreover, we intend to 
further improve the proposed assessment framework by 
investigating the commonly utilized mechanisms for each 
attribute and analyzing the trends in the mechanisms utilized to 
make the framework more beneficial and inclusive. Lastly, we 
intend to work on a more rigor assessment to present a more 
acceptable capability maturity model. 

 

Fig. 9. Aggregated Scored of the Compared Assessment Frameworks. 
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Abstract—Evolutionary algorithms are suitable techniques for 

solving complex problems. Many improvements have been made 

on the original structure algorithm in order to obtain more 

desirable solutions. The current study intends to enhance multi-

objective performance with benchmark optimisation problems by 

incorporating the chaotic inertia weight into the current multi-

objective Jaya (MOJaya) algorithm. Essentially, Jaya is a recently 

established population-oriented algorithm. Exploitation proves to 

be more dominant in MOJaya following its propensity to capture 

local optima. This research addressed the aforementioned 

shortcoming by refining the MOJaya algorithm solution to update 

the equation for exploration-exploitation balance, enhancing 

divergence, and deterring premature convergence to retain the 

algorithm fundamentals while simultaneously sustaining its 

parameter-free component. The recommended chaotic inertia 

weight-multi-objective Jaya (MOiJaya) algorithm was assessed 

using well-known ZDT benchmark functions with 30 variables, 

whereas the convergence matrix (CM) and divergence matrix 

(DM) analysed the suggested MOiJaya algorithm performances 

are inspected. As such, this algorithm enhanced the exploration-

exploitation balance and substantially prevented premature 

convergence. Then, the proposed algorithm is compared with a 

few other algorithms. Based on the comparison, the convergence 

metric and diversity metric results show that the recommended 

MOiJaya algorithm potentially resolved multi-objective 

optimisation problems better than the other algorithms. 

Keywords—MOJaya; chaotic inertia weight; ZDT benchmark 

function; convergence metric; diversity metric 

I. INTRODUCTION 

As a mathematical instrument that adequately models and 
solves real-life complexities with multiple objectives and 
simultaneous enhancement, multi-objective optimisation and 
its relevant intricacies have garnered much scholarly attention 
across various disciplines, specifically engineering and 
sciences. Multiple population-oriented metaheuristic 
algorithms were recommended for multi-objective problem 
(MOP) solving. As MOP goals must simultaneously optimise 
the conflicting nature of multiple objectives given the absence 
of one distinct alternative to optimise all collaborative 
counterparts [1], a set of optimal trade-off alternatives (Pareto) 
was employed as a solution. Thus, a single and optimal solution 
is non-existent in this regard. Evolutionary algorithms or EAs 
imply some of the most extensively-utilised algorithms to solve 
MOPs and numerous issues with competing objectives across 
industrial, engineering, and research disciplines [2]. Robust 
optimisation algorithms serve to resolve intricate real-world 

MOPs in one run. Relevant research has demonstrated the 
successful application of multi-objective optimisation, which 
has extended EAs entailing MOPSO [3], [4], MODE [5], 
MOACO [6], and MOGA [7] for improved performance in 
multi-objective optimisation problem solution. 

Recent EA developments in the past few decades have 
rendered the algorithms an efficient means of solving intricate 
multi-objective evolutionary algorithms (MOEAs). Their 
competence in simultaneously examining different regions of 
the Pareto front (PF) and generating a set of Pareto solutions in 
one run facilitates scholars toward multi-objective and real-life 
optimisation problems using distinct domains. Nevertheless, 
the algorithms types rely on algorithm-centric parameter 
refinements with common controlling parameters. Such 
specific parameters entail multiple purposes and impact the 
convergence rates, diversity, efficiency, scalability, 
exploration, and exploitation within the solution. For example, 
MOGA constitutes a mutation and crossover operator to attain 
the exploration and exploitation mechanism. Rao and 
colleagues established the parameter-free Jaya and MOJaya 
algorithms in 2016 to address scholars’ complexities and 
control specific parameters for algorithm simulation. 

The aforementioned algorithms prove adequate in 
engineering areas, which entail i) multiple variables and 
parameters that require observation and ii) control or uncontrol 
parameters that are deemed challenging to manage without 
expertise and experience. Specifically, the Jaya algorithm or 
EA optimisation, which only requires several turning control 
parameters (population size, number of generations, and design 
variables), could only alleviate specific complexities. The EAs 
optimisation has recently solved applications for a single 
objective, whereas MOJaya resolved multi-objective 
optimisation problems. The solution consistently shifts towards 
the most and least optimal solutions that are avoided in 
simulation under the Jaya algorithm concept. The Update phase 
serves to modify the solution from earlier generations compared 
to other algorithms, which require two phases to refine 
solutions involving teaching-learning optimisation (TLBO), 
artificial bee colony (ABC), and differential evolution (DE). 
Intriguingly, the Jaya algorithm optimally manages continuous, 
discrete, and integer variables [8]. 

Hence, in this study, the improved MOJaya algorithm is 
proposed to solve multi-objective optimisation problems, while 
the properties of MOJaya are preserved. The non-dominated 
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sorting (NDS) approach with a reference point is used to find 
dominance relation, where NDS is performed according to the 
Euclidean distances between each possible solution of the front 
and reference point. The solution update equation is modified 
by incorporating the chaotic inertia weight. Finally, the 
recommended algorithm’s performance were tested using ZDT 
benchmark test problems. The convergence metric and 
diversity metric evaluate the performance of the recommended 
algorithms. 

The remaining paper is organized as follows: Section II, 
discusses the improvement Jaya Algorithm and its variations by 
the previous researcher. Then, the recommended algorithm 
methodology is presented in Section III. Next, Section IV 
presents the obtained results and analysis. Finally, the 
conclusion and future research are presented in Section V. 

II. MOJAYA ALGORITHM 

Rao’s [9] Jaya algorithm is a novel, astute, population-
oriented, and parameter-free solution that manages constrained 
and unconstrained optimisation-related problems. Resultantly, 
the number of function assessments required to obtain a 
solution is lesser than that of TLBO. Several limitations have 
been ascertained despite its consistent attempts to omit the least 
optimal solutions and iterate the most optimal solution search 
space. For example, the Jaya algorithm becomes trapped in 
local optimal solutions where exploitation overrides 
exploration [10]. The basic Jaya algorithm is updated to relieve 
researchers (specifically in complex engineering fields) from 
refining algorithm-centric parameters. 

Following past literature, the Jaya algorithm functions to 
solve multiple real-time and standard benchmark functions with 
distinct components and variants. This section elaborates on 
several parameter-free Jaya algorithm variants that were 
published in relevant research. The MOJaya, a posteriori 
version of Jaya, was developed in 2017 to solve multi-objective 
optimisation problems. Although MOJaya algorithm solutions 
are similarly updated to that of Jaya, MO-Jaya incorporates 
non-dominated sorting and the crowding distance computing 
mechanism for successful multi-objective management. 

Past scholars demonstrated inconsistent outcomes in terms 
of multi-objective Jaya algorithm enhancement. Rao and Pawar 
(2020) recommended a novel and upgraded version (Rao’s 
quasi-oppositional approach) under the Jaya algorithm with 
multi-objective and quasi-oppositional-oriented-learning 
techniques to address the diversity in the algorithm searching 
process. Three multi-objective optimisation case studies 
involving real-world and intricate engineering optimisation 
problems were applied with a single-layered microchannel heat 
sink (SL-MCHS), a double-layered microchannel heat sink 
(DL-MCHS), and a plate-fin heat sink (PFHS) to examine the 
recommended algorithm efficiency. The findings derived 
through the recommended algorithms were compared against 
those elicited with advanced optimisation algorithms: GA, 
ABC, DE, PSO, TLBO, MOGA, NSGA-II, real-coded GA 
(RCGA), direction-based GA, and basic and self-adaptive 
multi-population (SAMP) Rao algorithms. Essentially, the 
recommended algorithms proved superior and competitive 
compared to other optimisation counterparts [11]. 

The discrete multi-objective Jaya algorithm potentially 
addresses the flexible job-shop scheduling problem (FJSSP) by 
regarding the minimisation of makespan and total and critical 
machine workload as performance measures. Dynamic 
mutation operator and modified crowding distance measures 
were proposed to improve search process diversity. In-depth 
computational experiments were performed by regarding 203 
FJSSP instances from past research. A comparison between the 
recommended algorithm and the weighted sum version 
demonstrated higher performance than the other approach and 
other MOEAs. Based on the computational outcomes, the 
proposed algorithm efficiently obtained diverse and enhanced 
Pareto-optimal solutions [12]. 

Rao and Hameer (2019) presented an adaptive multi-team 
perturbation with multiple teams to navigate the Jaya algorithm 
and examine its search space. The recommended algorithm was 
investigated with two multi-objective optimisation case studies 
of a solar dish Stirling heat engine system and one counterpart 
of the Stirling heat pump. The suggested algorithm utilised 
various perturbation equations with dominance principles and 
the crowding distance estimation approach for simultaneous 
multiple objective management. As a decision-making 
approach, the ‘technique for order of preference by similarity 
to ideal solution’ was also utilised for optimal solution 
identification. The computational outcomes elicited by the 
suggested algorithm proved superior to those attained by other 
study algorithms [13]. 

Rao and Saroj (2018) recommended a novel and unique 
Jaya algorithm for multi-objective design optimisation problem 
solution. The aforementioned algorithm was applied to resolve 
the heat exchanger design problem where two conflicting 
objectives (optimise heat exchangers’ total annual cost and 
effectiveness) were simultaneously regarded. The least optimal 
Jaya algorithm solutions were substituted with an elitist value 
at the end of each iteration. As such, local trapping was 
prevented by arbitrarily selecting duplicate solution parameters. 
The recommended algorithm also optimally solved the multi-
objective heat exchanger design compared to GA and TLBO 
[14]. 

The drawbacks inherent in the basic Jaya algorithm were 
highlighted in past studies. The exploration-exploitation 
balance implies one of the success criteria for any nature-
oriented algorithm. Exploitation depicted a more significant 
impact than exploration as this algorithm catalyses objective 
function value towards the most optimal solution space. In this 
vein, local minima are trapped with less diverse solutions. The 
Jaya algorithm, which causes premature convergence and 
impacts solution quality, only upgrades the solution with the 
most and least optimal solutions from past iterations. Another 
shortcoming denotes the basic Jaya algorithm weakness 
regarding information exchange among individuals with no 
local minima mechanism in the event of a trapped algorithm. 
Palpably, relevant scholars have strived to integrate multiple 
methods for the optimal performance of balancing exploration 
and exploitation capacities and solving multiple real-time and 
benchmark problems. Exploration-exploitation balance is a 
pivotal mechanism that efficiently assesses the optimisation 
algorithm [15]–[17]. The numerous Jaya algorithm refinements 
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presented in this study primarily emphasised mitigating the 
basic Jaya algorithm limitations. 

However, the results produced inconsistent results while 
comparing the performance with other results. Hence, the 
current research strived to (i) employ and assess the proposed 
techniques for improved MOJaya algorithm performance, (ii) 
solve multi-objective optimisation problems, and (iii) introduce 
a chaotic sequence. Inertia chaotic weight was initially adopted 
in the solution for the updated equation to be elicited from the 
local optimal solution. Regarding MOJaya, the most optimal 
solution was derived from the sorted list through non-dominant 
sorting and a crowding distance mechanism to eliminate the 
least optimal counterparts, thus leading to local region searches, 
premature convergence, and lesser diverse solutions. 

The previous study observed that researchers are working 
to improve the MOJaya algorithm’s performance. Various 
techniques are adopted to improve performance and also focus 
on real-life MOP. The motivation for this paper is as follows. 
First, the recommended study strategies for the algorithm is 
presented to improve the exploration of the existing MOJaya 
algorithm. The recommended algorithm development towards 
high performance while balancing exploration and exploitation 
is adopting inertia chaotic weight in the solution for an updated 
equation provides the best solution for promising and sparse 
search space regions. Then, the recommended algorithm’s 
performance is evaluated using a two-objective ZDT test 
performance. Finally, the exiting MOJaya and MOiJaya 
algorithm with other multi-objective optimization algorithm 
performance are compared using the convergence and diversity 
metrics. 

III. THE MOIJAYA ALGORITHM 

The MOJaya, a posteriori Jaya algorithm version, was 
employed for stochastically updated Multi-objective 
optimization problems (MOOP) solutions. The most optimal 
solution denoted maximum fitness, whereas the worst 
counterpart implied minimum fitness. The MOJaya algorithm 
was incorporated into a non-dominant ranking and crowding 
distance evaluation method to resolve multi-objective 
algorithm. The MOJaya algorithm pseudo-code is depicted in 
Algorithm 1. 

A. Chaotic Random Inertia Weight Mechanism 

The chaos mechanism, a well-established logistic map, was 
integrated with TLBO and the basic Jaya algorithm for single 
optimisation. Meanwhile, the chaotic sequence implied two 
attributes (ergodicity and randomness) that drove the algorithm 
away from the optimal local solution and enhanced solution 
quality [18], [19].The fundamentals of chaotic inertia weight 
aimed to establish the inertia weight coefficient with chaotic 
mapping, which is integrate Logistic mapping, the method used 
in this paper. Inertia weight denotes one of the PSO algorithm 
parameters that substantially affect global and local searches 
and PSO algorithm performance through simultaneous particle 
retention in inertial motion and search space expansion [20]. 
The chaotic random inertia weight generated as (1) and (2) was 
incorporated into this study, given its value in demonstrating 
particle velocity shifts. 

Logistic mapping, 

( )4 1 (1)z z z=   −
 

Chaotic Inertia weight 

( )0.5 0.5 (2)random z =  + 
          (2) 

Algorithm 1 : MOJaya algorithm 1 

Begin  

Step 1 

 

 

 

Step 2 

 

Step 3 

 

Step 4 

 

 

Step 5 

 

 

Step 6 

Step 7 

 

 

End 

 

Initialize the algorithm’s control parameters, such 

as population size (N) and the maximum number 

of iterations (Gmax). Also initialize the problem-

specific parameters such as a number of objectives 

(M).  

Generate the initial solution randomly and evaluate 

it for each individual. Identify the best and worst 

solutions.  

Find the new solution for all the individuals in a 

population using the modified solution update 

equation. 

Evaluate the modified solution using Non-

dominated sorting with a and ranking method 

solution using Non-dominated sorting with ranking 

method.  

Combine the new solution with the old one. Sort 

the combined solution in ascending order. Identify 

the best and worst from the selected solution to 

update the solution in the next iteration. 

Update the global best solution by comparing the 

old global best solution with the new best solution.  

If the number of iterations reaches the maximum, 

stop the procedure and report the global best 

solution; otherwise, repeat the procedure from Step 

3. 

B. Proposed Modification in MOiJaya 

The MOJaya algorithm, which entails a non-dominated 
sorting scheme and crowding distance from the NSGA-II 
counterpart, is developed to solve the multi-objective 
optimisation problem by integrating components from current 
MOEAs. The MOJaya algorithm performs sorting in ascending 
order by integrating the solutions from present and past 
iterations. The best solutions for the first N (population size) 
were selected through the non-dominated ranking scheme from 
the sorted list. Meanwhile, the most and least optimal solutions 
were selected from the N (population size) to update the 
following iteration. The most optimal and random solutions 
were chosen as the next search direction to explore more space 
in the early iteration of the algorithm process. The most optimal 
solution candidate in the algorithm functions to navigate the 
population towards a better region, whereas a random solution 
facilitates search space expansion. Searching local region 
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outcomes results in premature convergence and low diversified 
solutions as this approach disregards the least optimal solution. 

The recommended algorithm and solution update equation 
was refined by integrating the chaotic sequence to alleviate 
MOJaya limitations. The random number employed in the 
MOJaya solution for an updated equation was substituted with 
a chaotic random inertia weight. The chaotic random inertia 
weight attributes entailing ergodicity and randomness enabled 
the algorithm to drive away from the optimal local solution: a 
regulation to balance the stochastic search and local search 
probabilities. Additionally, the recommended algorithms were 
improved in terms of convergence metric and diversity metric. 
The refined solution for an updated equation is expressed in (3) 
below: 

*
( 1, , ) ( , , ) ( , ,1) ( , , ) ( , , )

* (3)
( , ,2) ( , , ) ( , , )

x x x x
i j k i j k i j i j w i j k

x x
i j i j w i j k





= + −
+

− −

 
 

 
   

The pseudocode for MOiJaya is depicted in Algorithm 2. 
Fig. 1 illustrates the flowchart parallel to the previously-
mentioned refinements. 

 

Fig. 1. The Flowchart of MOiJaya Algorithm. 

Algorithm 2: MOiJaya algorithm 

 

Begin 

Input: Population size N, number of objectives, number of 

design variables, number of iterations, constrain, and 

function 

Output: Solution f1 and f2 

1: Initialize population size, initialize the best and worst 

2: Generate initial population randomly 

     For i< var 

 

               Generate initial population for variable and  

                objective 

 

      End 

 Find the best and worst candidates using non-dominated 

sorting and crowding distance 

           While t<iter-max 

                    Generate new solution using modified solution  

                     update equation as equation 3 

                     Evolve  

                     Merge the new and old solution 

                     Perform non-dominated sorting and crowding  

                     distance 

                     Select the first N solution   

                      t+1;  

            End 

End  

IV. COMPUTATIONAL RESULTS AND ANALYSIS 

This section highlights the recommended MOiJaya 
algorithm assessment. The suggested chaotic-oriented MOJaya 
algorithm was incorporated into Matlab2020 and examined 
with ZDT1-ZDT6 for multi-objective benchmark functions 
using two objectives with 30 variables. The outcomes elicited 
by the MOiJaya algorithm were compared against those 
identified in past empirical works with well-known CM and 
DM. The ZDT functions in PF demonstrated diverse attributes 
(separable, multimodal, linear, concave, mixed, and biased) that 
rendered it challenging to solve the problems with MOEAs 
(Deb et al., 2005). Table I presents the ZDT1-ZDT6 objective 
test problems. 

The suggested MOiJaya algorithm extends to a renowned 
basic Jaya algorithm that only requires common controlling 
parameters. The following common controlling parameters are 
utilised to perform experiments: 

Population size  : 100 

Maximum iteration : 10000 

The recommended chaotic-based MOJaya algorithm was 
compared against SPEA2, NSGA-II, and EDATCMO [21] with 
two popular MOEA performance metrics (DM and CM) to 
assess the convergence and diversity solution for Pareto-front. 

A. Perormance Measures 

The common trend in various successful solution 
methodology development, including MOEAs, involves 
performance comparison on multiple test problems. Two goals 
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(discover solutions with close proximity to the Pareto-optimal 
solutions and alternatives that are distinctly diverse in the 
elicited non-dominated front) were identified in multi-objective 
optimisation, unlike the single counterpart. A minimum of two 
performance metrics proves vital towards the actualization of 
both multi-objective optimisation goals to ascertain an effective 
MOEA (Deb, 2001). One performance matrix analyses the 
progress towards the Pareto-optimal front while the other 
assesses the solution spread. Three common metrics were 
employed in this study despite the numerous performance 
metrics highlighted in past literature, two of which would be 
implemented for MDEA analysis: CM and DM. 

The CM was recommended by [22] to assess the distance 
between the obtained non-dominated (NF) front and optimal 
PF. The mathematical equations are expressed as follows (4): 

( ) ( )
min (4)

max min1 1

f i f jM k k
d N

j k f f
k k

−
= 

= = −

 
 
 
   

( )( )
( )

( )
1

(5)

F t
dii

CM P t
F t

 =
= =

 

Specifically, M denotes the number of objectives, 
max min

k kf f−  imply the maximum and minimum function 

values of thk and the objective function in the reference set, 

respectively, and N indicates the reference set size. The 
minimum value of CM, (5) reflects improved multi-objective 
optimisation algorithm performance. 

The DM was suggested by [22] to assess the extent of 
solution spread, not unlike DM where optimal algorithms 
denote lower diversity metrics for evenly-spread solutions on 
PF. The spread was ascertained by computing each solution gap 
in PF with the neighbouring solution. The mathematical 
equation is expressed as follows: 

( )( )

1

1
(6)

1

N
d d d dif l i

DM
d d N d

f l

−
+ + −

=
=

+ + −
 

Based on the Euclidean distance between the consecutive 
solutions within the obtained non-dominated set of solutions, 

d  denotes the average of all distances, ( )1, 2, ...,d i Ni =  

assumes the N solutions in the derived non-dominated set, and 

d
l reflects the Euclidean distance between extreme and 

boundary solutions. The ( )1N − is utilised as the solution 

distance that constitutes two solutions. 

B. Results on Zdt Test Functions 

In this section, five benchmarks are used to test the 
proposed algorithm and analyzed the obtained results. The five 
well-known benchmarks of optimization problems have been 

listed in Table I. The optimal values of all minimization 

objective function given in Table I is zero, which is, ( ) 01f x =  

where 
1x

is the optimal solution. 

The recommended MOiJaya algorithm was performed 30 
times for the chosen test function and corresponding number of 
objectives. In Table II-VI, we compared the proposed algorithm 
with the five others algorithm. The purpose of this test is to 
evaluate the quality of the solutions of purposed algorithm in 
different benchmarks compared to other algorithms. The mean 
and standard deviation (sd) values of DM and CM through 
SPEA2[22] ,NSGAII [23], FastPGA , and EDATCMO [21], 
MOJaya, and suggested MOiJaya algorithms on multi-
objective benchmark functions ZDT1, ZDT2, ZDT3, ZDT4, 
and ZDT6. The MOJaya algorithm employs the solution for an 
updated equation from the basic Jaya counterpart [24]. The 
common controlling parameters remain the same for both 
MOJaya and MOiJaya. 

C. Results on Zdt Test Functions 

In this section, five benchmarks are used to test the 
proposed algorithm and analyzed the obtained results. The five 
well-known benchmarks of optimization problems have been 
listed in Table I. The optimal values of all minimization 

objective function given in Table I is zero, which is, ( ) 01f x =  

where 
1x

is the optimal solution. 

The recommended MOiJaya algorithm was performed 30 
times for the chosen test function and corresponding number of 
objectives. In Table II-VI, we compared the proposed algorithm 
with the five others algorithm. The purposed of this test is to 
evaluate the quality of the solutions of purposed algorithm in 
different benchmarks compared to other algorithms. The mean 
and standard deviation (sd) values of DM and CM through 
SPEA2[22] ,NSGAII [23], FastPGA , and EDATCMO [21], 
MOJaya, and suggested MOiJaya algorithms on multi-
objective benchmark functions ZDT1, ZDT2, ZDT3, ZDT4, 
and ZDT6. The MOJaya algorithm employs the solution for an 
updated equation from the basic Jaya counterpart [24]. The 
common controlling parameters remain the same for both 
MOJaya and MOiJaya. 

In Fig. 2, Pareto optimal for MOiJaya are presented. It is 
found that the generated Pareto optimal front for MOiJaya quite 
close to True Pareto front. The convergence metric and 
divergence metric results for ZDT1 problems in Table II show 
that MOiJaya has lower values in the metric than all the other 
algorithms. This shows that MOiJaya is better in diversity and 
converge than other algorithms. 

Fig. 3 shows the Pareto optimal fronts MOiJaya for test 
problems ZDT2. It is found that from MoiJaya is better in the 
uniform spread. Though MOiJaya pareto optimal slightly close 
to True pareto, MOiJaya is better diversity than MOJaya. Table 
III shows the results of convergence and divergence metric for 
ZDT2 problems. It is found that MOiJaya is better in diversity 
than all the other algorithms. From the results, the MOiJaya is 
worse in convergence metric than SPEA, NSGA-II, FastPGA 
and EDATCMO but better than MOJaya. 
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TABLE I. THE ZDT TEST PROBLEMS [22] 

Problem N 
Variable 

bounds 
Objective Functions 

Optimal 

Solutions 
Comments 

ZDT 1 30 [0,1] 

( )

( ) ( ) ( )

( ) ( )( )

1 1

1 /2 1

1 9 121

f x x

f x g x x g x

n
h f x nii

=

= −

= + −=

 
   

 0,11

01

2, ...,

x

x

i n



=

=

 Convex 

ZDT 2 30 [0,1] 

( )

( ) ( ) ( )( )

( ) ( )( )

1 1

2
1 /12

1 9 121

f x x

f x g x x g x

n
h f x nii

=

= −

= + −=

 
 

 

 0,11

01

2, ...,

x

x

i n



=

=

 nonconvex 

ZDT 3 30 [0,1] 

( )

( ) ( ) ( )
( )

( )

( ) ( )( )

1 1

1
1 / sin 10 12 1

1 9 121

f x x

x
f x g x x g x x

g x

n
h f x nii



=

= − −

= + −=

 
  

 

 0,11

01

2, ...,

x

x

i n



=

=

 
Convex 

Disconnected 

ZDT 4 30 [0,1] 

( )

( ) ( ) ( )

( ) ( ) ( )

1 1

1 /2 1

21 10 1 10 cos 421

f x x

f x g x x g x

nh f n x xiii 

=

= −

= + − + −=

 
 

 

 0,11

01

2, ...,

x

x

i n



=

=

 Convex 

ZDT 6 30 [0,1] 

( ) ( ) ( )

( ) ( ) ( )( )

( ) ( )( )

6
1 exp 4 sin 61 1 1

2
1 /12

0.25
1 9 121

f x x x

f x g x x g x

n
h f x nii

= − −

= −

= + −=

 
 

  

 

 0,11

01

2, ...,

x

x

i n



=

=

 

Nonconvex 

Nonuniformly 

spaced 

 

  

F i g .  2 .  The Results of Test Problem ZDT1.  

TABLE II. COMPARISON OF CM AND DM VALUES OBTAINED WITH ALL 

ALGORITHMS FOR ZDT1 PROBLEMS 

Case Algorithm 
Convergence  Diversity 

(mean±sd)  (mean±sd) 

ZDT1 

SPEA 0.09462±0.04511 0.42209±0.01012 

NSGA-II 0.10872±0.00362 0.50827±0.02446 

FastPGA 0.09154±0.00621 0.70009±0.01174 

EDATCMO 0.02363±0.00146 0.21738±0.00368 

MOJAYA 0.23346±0.05597 0.02044±0.04281 

MOiJAYA 0.02226±0.00287 0.00168±0.00232 
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Fig. 3. The Results of Test Problem ZDT2 MOiJaya. 

TABLE III. COMPARISON OF CM AND DM VALUES OBTAINED WITH ALL 

ALGORITHMS ZDT2 PROBLEMS 

Case Algorithm 
Convergence  Diversity 

(mean±sd)  (mean±sd) 

ZDT2 

SPEA 0.08073±0.06101 0.50013±0.01612 

NSGA-II 0.09023±0.00401 0.30163±0.01503 

FastPGA 0.02067±0.00702 0.60034±0.2984 

EDATCMO 0.00821±0.00472 0.20022±0.00863 

MOJAYA 0.26564±0.22560 0.04489±0.02727 

MOiJAYA 0.15267±0.27201 0.03300±0.02923 

From the Fig. 4, it is found that the generated Pareto optimal 
front for MOiJaya quite close to True Pareto front. This is also 
confirmed with the results of convergence and diversity in 
Table IV. Comparison with other algorithms shows that 
MOiJaya outperforms all of them in both metrices. 

  

Fig. 4. The Results of Test Problem MOiJaya. 

TABLE IV. COMPARISON OF CM AND DM VALUES OBTAINED WITH ALL 

ALGORITHMS ZDT3 PROBLEMS 

Case Algorithm 
Convergence  Diversity 

(mean±sd)  (mean±sd) 

ZDT3 

SPEA 0.13996±0.07603 0.74932±0.05006 

NSGA-II 0.04208±0.09104 0.85061±0.09025 

FastPGA 0.07024±0.06541 0.85061±0.06453 

EDATCMO 0.02005±0.01843 0.50064±0.06132 

MOJAYA 0.04657±0.00559 0.06691±0.12251 

MOiJAYA 0.03764±0.05113 0.02896±0.00584 

It is found in Fig. 5 that MOiJaya is far from True Pareto for 
this problem. Table V shows the results of convergence and 
divergence metrics. It is found that MOJaya is better in 
convergence than all the other algorithm but very close to 
MOiJaya. But, from the results of diversity, MOiJaya is better 
than all the other algorithms. 

  

Fig. 5. The Results of Test Problem ZDT4 MOiJaya. 

TABLE V. COMPARISON OF CM AND DM VALUES OBTAINED WITH ALL 

ALGORITHMS ZDT4 PROBLEMS 

Case Algorithm 
Convergence  Diversity 

(mean±sd)  (mean±sd) 

ZDT4 

SPEA 0.62768±0.10676 0.51682±0.07319 

NSGA-II 1.13458±0.90054 0.85454±0.09003 

FastPGA 2.9742±1.94585 0.96856±0.07032 

EDATCMO 0.50547±0.08019 0.96856±0.07032 

MOJAYA 0.21701±0.05162 0.0255±0.06448 

MOiJAYA 0.27136±0.11211 0.01204±0.00448 

Test problems ZDT6 Pareto optimal front is presented in 
Fig. 6, It is found that the generated Pareto optimal front for 
MOiJaya quite close to True Pareto front. Results in Table VI 
shows that MOiJaya outperforms all other algorithms in test 
problem ZDT6 in both metrices. 

  

Fig. 6. The Results of Test Problem ZDT6 MOiJaya. 

TABLE VI. COMPARISON OF CM AND DM VALUES OBTAINED WITH ALL 

ALGORITHMS ZDT6 PROBLEMS 

Case Algorithm 
Convergence  Diversity 

(mean±sd)  (mean±sd) 

ZDT6 

SPEA 0.91036±0.09105 0.74532±0.04093 

NSGA-II 0.49311±0.00874 0.63847±0.08006 

FastPGA 0.72347±0.01106 0.84442±0.04034 

EDATCMO 0.10048±0.01002 0.31618±0.01782 

MOJAYA 0.78092±0.47053 0.07634±0.08416 

MOiJAYA 0.07094±0.11630 0.02013±0.02014 
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In Fig. 2-6, MOiJaya has achieved the two goals of multi-
objective optimization: convergence to the true Pareto-front 
(ZDT 1 and ZDT3) and uniform spread of solution along the 
front (ZDT1-ZDT6). In all the Tables II-VI, MOiJaya 
demonstrated better “optimal” values for CM involving ZDT1, 
ZDT3, and ZDT6 and DM involving all benchmark functions: 
ZDT1, ZDT2, ZDT3, ZDT4, and ZDT6. Additionally, the 
results are achieved the following points; in basic MOJaya 
algorithm, the exploitation is dominate, the recommended 
algorithm was modified to balance the exploration and 
exploitation by reducing the dominance of exploitation 
behavior. Other, using the chaotic inertia weight improve the 
converge rate and balance the exploration and exploitation. 
Specifically, t h e  MOiJaya outcomes proved comparable to 
MOJaya. The MOiJaya curves in all the aforementioned figures 
were comparable to that of MOJaya regarding convergence 
and diversity. Conclusively, the performance of MOiJaya in 
solving multi-objective optimisation problems is deemed 
encouraging and comparable to other MOEAs. 

V. CONCLUSION 

The current study introduced an enhanced MOiJaya 
algorithm to solve multi-objective optimisation problems. 
Specifically, the proposed method enhanced the current 
MOJaya algorithm through the chaotic inertia weight-oriented 
logistic chaotic sequence. The chaotic inertia weight was 
incorporated into the solution for an updated equation of the 
current MOJaya to mitigate the dominance of exploitation in 
this algorithm. The recommended modification also enhanced 
the multi-objective Jaya algorithm searchability. Chaotic inertia 
weight was integrated with MOJaya to improve exploration and 
the exploitation-exploration balance. The proposed MOiJaya 
approach efficiency was analysed with a benchmark 
performance ZDT test that was assessed with CM and DM. The 
recommended algorithm outcomes were compared to the most 
established findings following past research. Post-comparison, 
MOiJaya outperformed MOJaya with relatively good 
performance compared to advanced empirical algorithms. 
Nevertheless, there is much room for improvement although the 
suggested MOiJaya algorithm optimised the exploration-
exploitation balance. Further research could assess the 
recommended method with other multi-objective benchmark 
datasets and real-time multi-objective optimisation problems 
from various domains. 
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Abstract—The COVID-19 epidemic has caused great impact 

on the entire society, and the spread of novel coronavirus has 

brought a lot of inconvenience to the education industry. To ensure 

the sustainability of education, distance education plays a 

significant role. During the process of distance education, it is 

necessary to examine the learning situation of students. This study 

proposes an academic early warning model based on long- and 

short-term memory (LSTM), which firstly extracts and classifies 

students’ behavior data, and then uses the optimized LSTM to 

establish an academic early warning model. The precision rate of 

the optimized LSTM algorithm is 0.929, the recall rate is 0.917 and 

the F value is 0.923, showing a higher degree of convergence than 

the basic LSTM algorithm. In the actual case analysis, the 

accuracy rate of the academic early warning system is 92.5%. The 

LSTM neural network shows high performance after parameter 

optimization, and the academic early warning model based on 

LSTM also has high accuracy in the actual case analysis, which 

proves the feasibility of the established academic early warning 

model. 

Keywords—COVID-19; Student behavior data; Distance 

education; Academic early warning model 

I. INTRODUCTION 

Due to the impact of the COVID-19, teachers' teaching 
methods and students' learning models in many regions have 
been transformed into distance education [1]. The online 
learning mode of distance education involves computer and 
other technologies. This new teaching mode requires students 
and teachers to change traditional teaching methods and 
learning concepts, and adapt to online education and learning 
mode through new teaching and learning practice approaches 
[2]. Distance education ensures the continuity of education and 
provides an effective way for students to learn professional 
knowledge [3]. Although distance education provides students 
with a new way of learning, there are obvious problems in 
online education, which lead to the poor effect of online 
education. First of all, in online education, students lack the 
learning atmosphere of offline teaching, and teachers are 
difficult to manage students' learning behavior, so they 
generally show a lack of learning initiative. Some research 
shows that keeping the classroom active during online learning 
is conducive to improving students' academic performance [4]. 

In addition, in the survey of distance education for students, it 
is found that the learning level and self-confidence of students 
in online education environment are lower than those in offline 
environment. [5]. This has brought great challenges for students 
to successfully complete their homework. In order to solve 
these problems and improve the teaching effect of online 
teaching, this research uses artificial intelligence technology to 
establish a learning management system to evaluate students' 
academic achievements and homework [6]. A reasonable 
evaluation method can improve students' confidence in 
learning. An effective evaluation method will strengthen the 
management effect of teachers on students. The research 
establishes the academic early warning model of online 
learning platform using neural network technology, and 
confirms the validity of the model through experiments. The 
model can give early warning to students with poor learning 
conditions with high accuracy. The research is of positive 
significance to the improvement of academic performance and 
other comprehensive abilities, and it can help students 
successfully complete their studies. 

II. LITERATURE REVIEW 

Early warning systems have been effectively used in 
medical, ecological and other fields. Ginestra et al. established 
a sepsis early warning system using machine learning to help 
nurses and patients predict sepsis symptoms and severe septic 
shock. Experiments have shown that the early warning system 
can effectively identify alerts for sepsis symptoms, helping 
nurses and patients to detect sepsis symptoms in advance [7]. 
The academic early warning system plays an important role in 
the analysis of students’ learning situation. Through the 
academic early warning system, the early warning of students’ 
problems in their learning can be realized, and intervention 
policies and measures can be proposed based on the obtained 
information and data to help students successfully complete 
their studies [8]. In the existing literatures, researchers have 
investigated students’ learning motivation and used the learning 
analysis dashboard to analyze students’ learning motivation and 
academic performance. By taking e students’ academic 
performance as a reference, it is possible to intuitively analyze 
students’ academic performance through the early academic 
early warning system. However, the early academic warning 
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system has a poor degree of automation, cumbersome operation 
and low accuracy, so it has not been popularized in practical 
applications [9]. The application of machine learning 
technology in the early warning system can effectively improve 
the accuracy of early warning, and realize automatic monitoring 
and rapid response. Cho optimized and improved the early 
warning system on the basis of deep learning. The optimized 
early warning system had a higher accuracy rate and recall rate, 
which can be used to accurately judge patients’ condition [10]. 
Lin et al. established a bridge scouring early warning system 
composed of the Internet of things and artificial intelligence. 
The researchers encapsulated the water level sensor in a 
stainless-steel ball. The early warning system uses neural 
networks for deep learning and real-time recording according 
to the changes of water level [11]. In the application of students’ 
academic early warning system, Rashid et al. used a hybrid 
system including recurrent neural network and gray wolf 
optimizer to identify students’ weaknesses, predict students’ 
academic performance, and put forward corresponding 
suggestions. This improved academic early warning system can 
help teachers to improve the teaching model and improve the 
learning experience of students at the same time. Although this 
model has good performance, it is the same as most such 
systems. It mainly serves offline teaching, and the application 
effect in online teaching is not good [12]. In general, the 
academic early warning system has been applied to a certain 
extent at present, but most of them serve offline, and the 
accuracy and timeliness need to be improved. 

LSTM is a neural network model, which belongs to the field 
of machine learning. It can effectively save and analyze time 
series information with strong dependence on time. Among 
various forecasting models, LSTM-based hybrid models can be 
used for forecasting foreign exchange fluctuations. Researchers 
have used LSTM technology to optimize the forecasting model, 
and the experimental results show that the method combined 
with LSTM has a high accuracy in foreign exchange volatility 
forecasting [13]. LSTM combines the convolutional neural 
network, retains the advantages of the LSTM method itself and 
time-frequency information, which can be used for the 
prediction of remaining lifespan and help solve health 
management problems [14]. In the early warning of industrial 
systems, Dorgo et al. used LSTM to predict rare operations in 
chemical technology when processing the information obtained 
by data mining, and at the same time analyzed time series 
information to predict the possible consequences of rare 
operations [15]. Based on its excellent analytical ability, LSTM 
is also used in the field of education. There are many courses in 
online education, and the information is miscellaneous. When 
students face many course data, it is difficult to accurately 
locate the courses. The researchers proposed a learning 
framework based on LSTM, and introduced attention 
mechanism on the basis of LSTM to predict and recommend 
courses according to students' behavior data [16]. 

The LSTM neural network retains time-dependent time 
series information, which can optimize the model in the 
establishment of early warning models. It is widely used in the 
establishment of early warning systems in medical, geological, 
economic and other fields. Students' performance and relevant 
data in the online learning process show obvious time series 

nature, so LSTM network is a more suitable analysis tool. 
However, after the discussion of literature review, it is found 
that the application of LSTM in distance education academic 
early warning model is less. Therefore, this study proposes to 
use LSTM neural network to analyze students’ behavior data, 
and establishes an academic early warning model for students’ 
learning evaluation in online education. 

III. RESEARCH ON THE ACADEMIC EARLY WARNING 

MODEL OF DISTANCE EDUCATION BASED ON LSTM 

NEURAL NETWORK 

A. Academic Early Warning Model based on LSTM Neural 

Network 

The information is input to the signal Xt  in the 

conventional recurrent neural network and output as ht , and 
the input and output of the information are continuously 
circulated to realize the preservation of the information. 
However, the recurrent neural network does not have the ability 
to process long time series. When the distance between the 
input and the output is large, the output quality of the network 
will be reduced. LSTM can improve the capacity of the cyclic 
neural network in time series processing, and store long-term 
series information by increasing the complexity of the cyclic 
neural network structure [17]. The standard LSTM consists of 
three parts: input gate, output gate and forget gate, as shown in 
Fig. 1. 

A A

xt-1 xt xt+1

ht-1 ht+1

× +

ht

σ tanhσ

×

σ

×

tanh

 

Fig. 1. LSTM Neural Network. 

Although LSTM overcomes the gradient loss problem of 
traditional recurrent neural network, it still faces the problem of 
gradient decrease when processing longer-period time series 
[18]. LSTM has a large amount of computation and a deeper 
network, which takes more time in computation and training 
[19]. Combining the superiority of LSTM algorithm, this paper 
presents an academic early warning model of distance 
education based on student behavior data, and optimizes the 
method for the problems existing in LSTM. First, collect and 
clean the relevant distance education data of students, and 
organize the cleaned data into the format required for input. 
Second, high-order mapping of data is performed, so that the 
impact of the experiment on the neatness of the data is reduced. 
Next, feature extraction is performed according to the data 
characteristics of students, and classification and training are 
performed. Then, the long- and short-term neural network input 
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incentives are optimized, and the results of the optimized 
network output are cascaded and fused so as to improve the 
accuracy of the output. Fig. 2 shows the schematic diagram. 

To reasonably distribute the attention of administrators to 
students’ studies and facilitate students’ self-awareness of their 
own studies, the academic warnings are divided into green, 
yellow, orange and red warnings according to the actual 
situation. Different early warning methods are used for students 
at different levels in the early warning system, and factors that 
actually affect learning, such as family circumstances, are fully 
considered in the early warning process. 

B. Research on Feature Extraction and Classification 

Methods 

The deepening of datafication has reformed students’ 
learning methods, and distance education has been widely used 
in the context of COVID-19. It is necessary to mine data 
information such as students’ achievements in distance 
education. Based on the distance education network database, 
the scores of each subject of the students are collected in the 
cloud. The score table of each student is generated using Excel, 
and each student is abstracted into a class containing variables 
such as score information and corresponding credits. See 
formulas (1) and (2) for the calculation formulas of the average 
score and the weighted average score of the students’ original 
grades. 

1 2 3 ... na a a a
M

n

+ + + +
=

            (1) 

1 1 2 2 3 3

1 2 3

...

...

n n

n

a m a m a m a m
B

m m m m

+ + + +
=

+ + + +
           (2) 

Where a  represents the score of the corresponding subject, 

the number of subjects is n , and the weight value of the subject 

score is m . The variance of the student’s grade can be obtained 
through the above formula, as shown in formula (3). 

2( )
, 0,1,...,

ia M
S i n

n

−
= =


            (3) 

The calculated average scores and weighted average scores 
of the corresponding subjects of the students are added to the 
abstract class. The grades and credits corresponding to each 
subject of the students are saved as float data, and the average 
scores and weighted average scores are saved as double data. In 
distance education, in addition to collecting students’ subject 
scores for academic evaluation, students’ online course learning 
information and other information are also collected for 
academic evaluation. Amplify the corresponding variables in 
the formed class to generate a 9*N source data matrix. 
However, information loss is easy to occur during data 
collection. In this experiment, the RBF kernel function is used 
to process the data information. In this method, low-
dimensional data is mapped to generate high-dimensional data, 
and high-dimensional vector operations are maintained, so as to 
solve the problem of accuracy decline caused by missing data. 
Using data mapping can ignore the problem of linear 
inseparability, while preserving the integrity of the data. In the 
source data matrix, the information vector of each row of 
students is mapped to the high-dimensional space using formula 
(4) to generate the corresponding vector label. 
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Fig. 2. Early Warning Model based on LSTM. 
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Where, 

' , ( 1, 2,..., )ia A i n= =
 and 

' , ( 1, 2,..., )ib B i n= =
 represents the student information 

vector represented by each row in the source data matrix, and 

h is a constant value. The representation method of elements in 
high-dimensional space is shown in formula (5). 

2
2(2 )

( ) , 0,1,2...
!

n a

ne a a e n
n

 −= =
           (5) 

Where, the kernel parameter gamma value of the RBF 

kernel function is expressed as  . Through function mapping, 
the vacant data information in the source data matrix can be 
filled to obtain a full data matrix. In the evaluation of academic 
tests, the normal distribution can be used to grade the 
outstanding and backward situations, so as to determine the 
corresponding number of people, score lines, and winning rates. 
When the students’ grades conform to the normal distribution, 
the RBF function in formula (6) is used to map the grade 
information to the high-dimensional space for feature 
extraction of the multi-dimensional normal distribution, and the 
students who meet the multi-dimensional normal distribution 
are divided into standard classes. Students who meet the 
multidimensional normal distribution are classified as singular. 

1

1 1
( ,..., ) exp( ( ) ( ))

2(2 )

T

a k i
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i

f a a a a a
a

 


= − − −
         (6) 

Where, the mean value is expressed as 


, k  is a constant. 
In the classification based on multi-dimensional normal 
distribution, data feedback is used to adjust the parameters of 
multi-dimensional normal distribution, as shown in Fig. 3. 

The selection of the threshold in the normal distribution has 
an important impact on the accuracy of network training results. 
The optimal solution of the threshold parameter is selected by 
the parameter iteration method of gradient descent. After 
repeated attempts of the gradient descent method, the global 

optimal solution 


 of the average threshold can be obtained, 
which is then normalized by formula (7). 

( ) / ( )X Y Max Min= − −
             (7) 

Where, Y  represents the matrix that needs to be 

normalized, X  represents the matrix obtained after 

normalization, and 
,Max Min

 represent the maximum and 

minimum vector values of all elements in X , respectively. 

C. Research on Early Warning Algorithm based on 

Improved LSTM 

LSTM performs well in processing long time series 
information. In distance education, the information is recorded 
as a long time series, which shows a strong dependence on time. 
The modelling of Multilayer perceptron (MLP) network is easy 
to realize, and neurons can be constructed according to the 
actual situation [20]. In this experiment, the MLP network is 
used to train students’ grades. The MLP-based LSTM network 
uses time to divide the length of information in different 
dimensions, which reduces the complexity and polymorphism 
of information on the basis of retaining data features. The other 
data is back-propagated using the function to increase the speed 
at which the network operates. At the same time, the LSTM 
neural network is used to train other data, and the weighting 
function is introduced to solve the problems of gradient 
disappearance and gradient explosion. Then, cascade fusion is 
used to train students’ behavioral data to further improve the 
accuracy of prediction results and solve the problem of 
academic early warning. 

By using multi-dimensional normal distribution to extract 
the features from student data matrix, two matrices of singular 
class and standard class can be obtained. The data with high 
time-series dependence is more sensitive to time. The LSTM 
with adaptive excitation function is used to train the data with 
high time-series dependence. The schematic diagram of the 
neural network unit is shown in Fig. 4. The sum function is 
introduced into the adaptive excitation function, and the 

expression of relu and tan is shown in formula (8). 

1 1

1 1
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Fig. 3. Feedback-based Parameter Adjustment Process. 
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Fig. 4. LSTM Unit with Adaptive Excitation Function. 

Where, w  represents the function vector, v  and u are the 

weight coefficient, 1v u+ = . The input module of LSTM 

includes the previous round of information carrier 
1tc −

, the 

previous round of state quantity output 
1th −

 and the current 

round of input 
tx ; the output module includes the current 

round of information carrier 
tc , the current round of state 

quantity output 
th  and the current round of output 

ty
. 

Inputting tanh  function yields a vector z , and then, the state 

quantity output 
1th −

 of the previous round and the input 
tx  of 

the current round are combined into a vector, which is 

multiplied by w  and then by the forgetting gate’s matrix 

weight 
fW , the input gate’s matrix weight 

iW , and the output 

gate’s matrix weight 
oW  respectively, thus obtaining the 

output 
fz and 

iz sum 
oz  of each door. Thus, the calculation 

formulas of the current round information carrier, the current 
round state quantity output and the current round output can be 
obtained, as shown in formulas (9) to (11). 

1t f t ic z c z z−= +               (9) 
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t t
t o t

t t

x x
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( )t iy wh=
            (11) 

The adaptive excitation function is to obtain the weighted 
average function after the function is weighted. The adaptive 
excitation function in formula (12) is used to excite the 
incoming data in each gate, and the data with high time series 
dependence is trained. Academic warnings are classified as 
follow. 

1 1
( ) max(0, ), 1

x x

x x

e e
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Use formula (8) to iteratively calculate the values of weight 

coefficients v  and u  in the adaptive excitation function. When 

0.643v =  and 0.357u = , the optimal data training results 
are obtained. RProp is a resilient backpropagation algorithm, 
and the MLP network with RProp can be used to train data with 
low time-series dependence such as the scores of various 
subjects. First, assign an initial value to the weight change and 
determine its acceleration and deceleration factors. Then, 
according to the feedback that the error gradient sign change or 
does not change during the iteration process, the training is 
decelerated or accelerated respectively to ensure the stable 
convergence of the system. Finally, backpropagation is 
performed by combining the sign of the error gradient with the 
changing step size. When the sign of the error gradient is 
negative, the weight needs to be appropriately increased to 
obtain the minimum value, as shown in formula (13). 
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( ), ( ) 0
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i j i j

i j i j

i j

w t ifg y

w t ifg y
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          (13) 

Where, , ( )i j t
 denotes the learning rate of the algorithm. 

When the directions of the error gradient functions of two 
adjacent moments are inconsistent, it indicates that the 
minimum value of the current moment is missed, and the 

learning rate , ( )i j t
 of the current moment is smaller than the 

learning rate , ( 1)i j t −
 of the previous moment, then multiply 

, ( 1)i j t −
 by 

up
 in the range (0, 1) to obtain the current 

learning rate. When the directions of the error gradient 
functions of two adjacent moments are consistent, it indicates 
that the minimum value of the error function has not been 

reached. At this time, multiply , ( 1)i j t −
 by 

down
 with a 

range greater than 1 to obtain the current learning rate, as shown 
in the formula (14). 
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The neural network system performs classification 
operations, and then combines the output results and uses 
formula (15) to fuse the results, so as to present different 
academic warnings for students. 

* (1 )*p a p b c+ − =
           (15) 

Where, 
p

 is the weight coefficient, a  represents the 

LSTM prediction result, b  represents the MLP prediction 

result, and the c represents graduation probability. 

IV. SIMULATION ANALYSIS OF ACADEMIC EARLY 

WARNING MODEL BASED ON LSTM 

The construction and training of the academic early warning 
system model of distance education is the key to the 
development of the system, and the accuracy and running time 
of the system are affected by the model construction and 
training results. Determining the number of layers and the 
number of nodes in the neural network is the main step that 
affects the construction of the system. In the experiment, the 
root means square error (RMSE) and the mean absolute error 
(MAE) are used to verify the number of layers in the neural 
network. The LSTM-based academic early warning model is 
repeatedly trained in the training set, and the parameters of the 
model are continuously adjusted in the process. Fig. 5 shows 
the training trend of RMSE and MAE values when different 
models predict time-dependent time series information. The 
abscissa represents the number of iterations of model training, 
and LSTM-1 to LSTM-5 represent the number of layers in the 
neural network, which are 1 to 5, respectively. 

In Fig. 5(a), the number of iterations for LSTM-1 and 
LSTM-2 to start to converge is about 200. The minimum RMSE 
value of LSTM-1 with 1 neural network layer is 31.84, and the 
minimum RMSE of LSTM-2 with two neural network layers is 
31.84. When the number of layers of the neural network 
increases to three, the RMSE value decreases more 
significantly. When the number of iterations is 225, LSTM-3 
obtains the lowest RMSE value of 20.17, and the RMSE value 
remains at this level in subsequent iterations of training. When 
the number of layers of the neural network increases to four and 
five layers, the RMSE value has no obvious downward trend. 
In Fig. 5(b), the change trends of MAE value and RMSE value 
are consistent. The number of iterations when LSTM-1 and 
LSTM-2 begin to converge is about 200, the minimum MAE 

value of LSTM-1 is 22.91, and the minimum MAE value of 
LSTM-2 is 18.96. When the number of layers of the neural 
network increases to three, the downward trend of the MAE 
value is more significant. When the number of iterations is 225, 
LSTM-3 obtains the lowest MAE value of 15.17, and the MAE 
value remains at this level in subsequent iterations of training. 
When the number of layers of the neural network increases to 
four and five layers, the MAE value has no obvious downward 
trend. It can be seen from Fig. 5 that in the training data set, the 
lowest error values RMSE and MAE are obtained when the 
number of layers of the LSTM neural network is set to 3 layers. 
When the number of layers is one or five, underfitting or 
overfitting may be encountered. 

When the LSTM neural network is embedded in the 
academic early warning model, the embedding size is also one 
of the important factors affecting the performance of the early 
warning model. In the experiment, the number of layers of the 
neural network is set to three, and each neural network layer has 
different embedding sizes. Fig. 6 shows the training variations 
of the RMSE and MAE values of the LSTM neural network 
layers under different embedding sizes. In Fig. 6, LSTM-100 
represents a three-layer neural network with an embedding size 
of 500-250-100, LSTM-150 is 500-300-150, LSTM-200 is 500-
350-200, and LSTM-250 is 500-400 -250, 500-400-300 for 
LSTM-300. The number of iterations at which the LSTM-100 
and LSTM-150 models start to converge in Fig. 6(a) are 225 and 
200, respectively, and the minimum RMSE values are 30.89 and 
24.76, respectively. The RMSE value converges faster in the 
LSTM-200 model, reaching the lowest value of 20.68 after 250 
iterations. In LSTM-250 and LSTM-300, there is basically no 
downward trend of the RMSE value, and the performance of the 
model is no longer improved. In Fig. 6(b), the MAE value and 
the RMSE value have the same change trend. The number of 
iterations at which the LSTM-100 and LSTM-150 models start 
to converge are 200 and 225, respectively, and the minimum 
MAE values are 20.03 and 14.98, respectively. The MAE value 
converges faster in the LSTM-200 model, reaching the lowest 
value of 13.09 after 200 iterations. When the embedding size 
increases, there is basically no downward trend of the MAE 
value. When the LSTM neural network is embedded in the 
academic early warning model, the size of the embedding size is 
proportional to the predictive ability of the model. The larger the 
embedding size, the stronger the data fitting ability. Fig. 6 shows 
that when the embedding size is 200, the minimum RMSE and 
MAE are obtained. Combined with the experimental results of 
the algorithm in different configurations, and considering the 
complexity and prediction effect, this study selects the 
embedded size of 200 and the number of neural network layers 
of three as the default settings for subsequent verification 
experiments. 
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Fig. 5. RMSE and MAE Trends of Graph Neural Network with 1-5 Layers on Training Set. 
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Fig. 6. Change Trends of RMSE and MAE under different Embedding Sizes. 

TABLE I. COMPARISON OF EXPERIMENTAL RESULTS OF TIME SERIES STATE PERCEPTION 

Algorithm P R F 

HC 0.673 0.622 0.646 

HN 0.612 0.530 0.568 

HM 0.405 0.492 0.444 

LC 0.831 0.806 0.818 

LN 0.678 0.713 0.695 

LM 0.462 0.562 0.507 

LSTM 0.886 0.812 0.847 

This paper 0.929 0.917 0.923 

The basic LSTM algorithm and the optimized LSTM 
algorithm proposed in this experiment are comparatively 
analyzed in terms of accuracy (P), recall (R) and the ratio F. 
Table I shows the experimental results of the HTM algorithm, 
the basic LSTM algorithm and the optimization algorithm 
proposed in this experiment in time series state perception. In 
Table I, H represents the HTM algorithm, L represents the basic 
LSTM algorithm, and LSTM represents the prediction model 
based on the basic LSTM algorithm; C represents the system 
parameter CPU, M represents the system parameter MEM, and 
N represents the system parameter NET. The sensitivity of the 
algorithm to abnormal situations can be judged by the accuracy 
rate, the detection ability of the algorithm to abnormal 
situations can be judged by the recall rate, and the F value is 
used to evaluate the overall performance of the algorithm. The 

results in Table I show that the accuracy of the optimized LSTM 
algorithm is 0.929, the recall is 0.917 and the F value is 0.923, 
which are significantly higher than those of the basic LSTM 
algorithm. The comparative experimental results show that the 
accuracy rate of the optimized algorithm is higher, and the 
probability of false positives of the model is significantly 
reduced; the recall rate of the optimized algorithm is 
outstanding, and the probability of false negatives of the model 
is significantly reduced; the accuracy rate and recall rate of the 
optimized algorithm are higher, indicating that the overall 
performance of the optimized algorithm is higher. Based on the 
experimental parameters set above, the convergence rates of the 
basic algorithm and the optimized algorithm are compared. 
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Fig. 7. Comparative Analysis of Convergence Rate. 

Whether the model satisfies the convergence condition is 
mainly judged by comparison with the preset value, judgment 
of the weight value and the comparison of the maximum 
number of iterations. The purpose of training the model is to 
reduce the loss value, and it is necessary to set a threshold in 
advance to determine whether the training is over. The preset 
threshold will affect the convergence of the neural network 
model. When the loss value is less than the preset value, it is 
considered to end the training. When there is no significant 
change in the weights between two adjacent iterations, it can be 
considered that the model has reached a state of convergence 
with no need to adjust the weights. There are many preset 
applications for the maximum number of iterations. The 
iteration period is selected according to the actual situation, and 
the model is trained to achieve the optimal solution. Fig. 7 
shows the comparison results of the convergence rate of the 
basic method and the optimized method in this experiment. It 
can be clearly seen that the convergence effect of the optimized 
method is significantly better than that of the basic method. 80 

college students in distance education were randomly selected 
for the comparative evaluation of the academic early warning 
system, and the results obtained by the academic early warning 
prediction model based on the optimized LSTM algorithm were 
compared with the actual situation. 
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Fig. 8. Comparison of the Actual Results and the Results Predicted by the 

Academic Early Warning Prediction Model based on Optimized LSTM 

Algorithm  

In Fig. 8, the abscissa represents the number of students, 0 
in the ordinate represents ungraduated, and 1 represents 
graduation. The figure shows that among the 80 college 
students, six are inconsistent with the actual number of 
graduates, and the accuracy rate of the academic warning 
system is 92.5%. In addition, the academic early warning 
system is used to predict students’ enthusiasm for active 
learning in distance education, and the predicted value is 
compared with the real situation. Fig. 9 shows the results. 

Fig. 9 shows that during distance education, the number of 
submissions in the academic early warning system is consistent 
with the actual trend, reflecting that prediction results of 
learning enthusiasm by the academic early warning system are 
consistent with the actual situation. The academic early 
warning system in distance education designed in this 
experiment has high prediction accuracy and can be applied to 
students’ academic early warning. 
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Fig. 9. Interactive Comparison Results of the Two Systems.
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V. DISCUSSION 

At present, the proportion of middle line education in the 
whole education industry is gradually increasing. In the online 
education environment, students' learning behavior is difficult 
to be monitored. And according to the information in literature 
[4] and [5], students under online education generally lack 
initiative and learning self-confidence, and their overall 
performance is lower than that of offline teaching. The early 
warning system is mainly a system to detect signs and warn 
relevant personnel at the early stage of or before the beginning 
of a negative situation. The quality of current academic early 
warning systems is uneven. The early warning system in 
literature [9] has been applied in some colleges and universities, 
but its operation has a low degree of automation, and its 
accuracy also has a large room for improvement. The early 
warning system in [12] and the proposed early warning model 
both use neural network models, but the performance of the 
latter is slightly higher than that of the former. In addition, the 
early warning model in literature [9] and [12] pays more 
attention to the academic early warning of offline teaching. 
When the teaching scenario is online, its performance will be 
further limited. The early-warning model proposed in this study 
is specially designed for online teaching, which has great 
application potential in the current social context. From the 
results of the performance test, the model proposed in this study 
also has a high degree of early warning accuracy and 
automation, which can be applied to online teaching scenarios. 

VI. CONCLUSION 

In the simulation analysis experiment of the academic early 
warning model based on LSTM, the number of layers of the 
neural network is set to three and the embedding size is set to 
200 through parameter optimization and comprehensive 
consideration. The accuracy rate of the optimized LSTM 
algorithm is 0.929, the recall rate is 0.917 and the F value is 
0.923, which are significantly higher than those of the basic 
LSTM algorithm, which has the accuracy rate of 0.886, the 
recall rate of 0.812 and the F value of 0.847. Comparing the 
results obtained by the academic early warning prediction 
model based on the optimized LSTM algorithm with the actual 
situation, the accuracy of the academic early warning system is 
92.5%. To predict the enthusiasm of students for active 
learning, the number of submissions in the academic early 
warning system is consistent with the actual trend. The LSTM-
based academic early warning model proposed in this 
experiment has high performance after parameter optimization, 
and also has high accuracy in actual case analysis, which can 
be applied to academic early warning in distance education. 
This research discusses the application of LSTM network in 
online teaching evaluation, and broadens the application field 
of LSTM network. At the same time, the research results have 
brought a practical model to the field of online education, which 
can improve the teaching effect through accurate and timely 
warning, and help students learn and teachers teach. However, 
the running time of the model was not verified, and it was not 
compared with other existing models in terms of the running 
time. Therefore, the proposed model may not be the optimal 
solution in terms of time, and there is still room for further 
improvement. In the follow-up work, we need to further 
improve the relevant experimental content. 
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Abstract—Polymorphism is a core OO concept. Despite the 

rich pedagogical experience in teaching it, there are still 

difficulties in its correct and multifaceted perception by students. 

In this article, a method about a deeper study of the concept of 

polymorphism is offered by extending the learning content of the 

CS2 C++ Programming course with an implementation variant of 

dynamic polymorphism by type erasure, without using 

inheritance. The research is based on an inductive approach with 

a gradual expansion of functionalities when introducing new 

concepts. The stages of development of such a project and the 

details of the implementation of each functionality are traced. The 

results of experimental training showed higher scores of the 

experimental group in mastering the topics related to 

polymorphism. Based on these findings, recommendations for the 

construction of the lecture course and the organization of the 

laboratory work are suggested. 

Keywords—Inheritance; polymorphism; object-oriented; C++; 

type erasure; pointers; templates; lambda expressions; teaching 

I. INTRODUCTION 

The study of the concept of polymorphism is widely used in 
programming courses. Students encounter its forms already in 
the introductory course and use them successfully, even if they 
do not perceive them as such at first. This is where function 
overloading and type casting (coercion polymorphism) come 
in. Later, parametric polymorphism (templates, generics) is 
added. However, when one says polymorphism, without 
specifying what kind, one usually means the inherent OOP 
inclusion (subtype) polymorphism, implemented through 
inheritance, virtual methods and dynamic linking (dynamic 
polymorphism). Subtype polymorphism is a cornerstone of 
object-oriented programming. By hiding variability in behavior 
behind a uniform interface, polymorphism decouples clients 
from providers and thus enables genericity, modularity, and 
extensibility [1]. This type of polymorphism, together with 
parametric, forms the more general universal polymorphism 
category of the popular classification of polymorphism types 
given in [2], and overloading and coercion form the ad-hoc 
category. 

Bjarne Stroustrup defines polymorphism as “providing a 
single interface to entities of different types” [3] and 
distinguishes between dynamic (run-time) polymorphism, 
implemented through virtual functions through an interface 
provided by a base class, and static (compile-time) 
polymorphism through overloaded functions and templates. It 
is considered useful to differentiate between the two types. The 
focus is on three matters: time when the selection of the specific 

method occurs (run-time or compile-time); different behavior, 
based on dynamic or static type; means by which it is usually 
achieved – inheritance in case of dynamic and overloading and 
templates in case of static. 

Virtual functions and inheritance are typical means of 
achieving dynamic polymorphism, but they have their 
drawbacks in terms of performance and flexibility. The authors 
believe that in order to build deep understanding of the concept 
of dynamic polymorphism, students should have an idea that it 
can be achieved by other means, such as type erasure. Such an 
implementation with the currently available capabilities of C++ 
is cumbersome and error-prone, requires the definition of many 
types and functions, and provides no distinguishable 
advantages over inheritance, but has a beneficial impact on 
developing the programming competencies of computer 
science students, especially regarding the proper use of 
pointers. 

In this paper, experience of implementing dynamic 
polymorphism without inheritance is shared (with manual 
implementation of virtual tables and the implementation of 
copy and move semantics) within the elective course 
“Programming in C++” for students majoring in Software 
Engineering. Their curiosity and previous experience with C# 
provoked to try to implement a familiar sample project in a new 
way. The project evolves incrementally with the addition of 
new functionalities as the relevant concepts are studied. The 
audience is later expanded to include Computer Science 

students with no .NET experience in the mandatory C++ 
Programming course. The difficulties which students encounter 
are explored and the effect of deeper study of concepts is 
tracked. 

II. METHODOLOGY 

A. Motivation 

A classic example of inheritance polymorphism that our 
students have covered in the C# course is the hierarchy shown 
in Fig. 1. The base class declares a virtual method 
Accelerate(), which the two derived classes override. The 
classes can be used as follows: 

Vehicle vehicle = new Car(); 

vehicle.Accelerate(); 

vehicle = new Truck(); 

vehicle.Accelerate(); 

List<Vehicle> vehicles = new() { 
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 new Car(), new Truck(), new Truck(), new Car()  

}; 

foreach (var v in vehicles){ 

    v.Accelerate();} 

 

Fig. 1. The Hierarchy that will be Implemented. 

 With no major changes to the client code, by implementing 
an interface IVehicle, declaring the method Accelerate(), 
the same functionality without inheritance can be obtained. The 
C++ hierarchy implementation is even shorter – an abstract 
base class with pure virtual method Accelerate(), which is 
inherited and overridden by the classes Car and Truck. 
However, the client code requires use of pointers (dynamic 
allocation – one of the problems with inheritance), not objects, 
because abstract class cannot be instantiated: 

 Vehicle *vehicle = new Car{}; 

 vehicle->Accelerate(); 

 delete vehicle; 

 vehicle = new Truck{}; 

 vehicle->Accelerate(); 

 std::vector<Vehicle*> vehicles{  

  new Car{},  

  new Truck{},  

  new Truck{},  

  new Car{}  

 }; 

 for (auto&& v : vehicles){ 

  v->Accelerate(); 

 } 

However, students want to write the code as they are used 
to with C#: 

 Vehicle v = Car{}; 

 v.accelerate(); 

 v = Truck{}; 

 v.accelerate(); 

 std::vector<Vehicle> vehicles{ 

            Car{}, Truck{}, Truck{}, Car{} }; 

 for (auto&& v : vehicles) { 

  v.accelerate(); 

       } 

If a default implementation of the method in the class 
Vehicle is added, it is no longer abstract, this code will be 

compiled, but there will be not polymorphic behavior – the 
same method will always be executed – that of the class 
Vehicle. For this code to work correctly, it is needed to 
implement manually the virtual functions mechanism, which 
will be done in the following sections. 

B. Inheritance Problems 

To prove why it is necessary to look for inheritance-free 
design possibilities, it is needed to look at some of the problems 
it raises. In his talk at CppCon 2020, Simon Brand summarizes 
and analyzes five issues related to inheritance [4]: 

• Often requires dynamic allocation 

This problem is encountered when implementing the 
hierarchy of Fig. 1. The attempt to store in vector<Vehicle> 
objects of the derived classes Car and Truck leads to what's 
called “slicing” – just the inherited from Vehicle (base) part of 
the object are got, and we slice of the dynamic part of the 
derived object. Usually this is not what is needed. The same is 
the situation when a function returns an object of the base class 
by value. To avoid this problem, it is needed to allocate and 
return a pointer dynamically (in the case of the function), or 
store a pointer (raw or smart) in a vector: 

std::vector<std::unique_ptr<Vehicle>> vehicles; 

• Ownership and nullability considerations 

When working with pointers their ownership and validity 
must always be considered. If unique_ptr is used, then the 
ownership is clear. It is not so clear, however, if a function is 
returning unique_ptr. Questions arise: can it return null? Is it 
necessary to check? If the function accepts a unique_ptr 
argument, what happens if null is passed? Is that valid? What's 
the behavior? Too many questions to take care of. 

• Intrusive: requires modifying child classes 

Supporting inheritance requires modifying child classes. 

namespace LibOne { 

 class Base { 

 public: 

  virtual void Foo(); 

 }; 

} 

namespace LibTwo { 

 class Other { 

 public: 

  virtual void Foo(); 

 }; 

} 

There is a Base class in LibOne and then there is some other 
library LibTwo which has an Other class. They both have Foo() 
method which returns void and they’re virtual. It is not possible 
to allocate an instance of LibTwo::Other and take a pointer to 
it through a LibOne::Base. 

LibOne::Base* b = new LibTwo::Other{}; 
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This will not work because LibTwo::Other does not say it 
inherits from LibTwo::Other. This can be a problem. Maybe 
LibTwo::Other cannot be changed like if we could just decorate 
it to inherit from Base. For example, the code may not be 
available or there may be other restrictions that prevent from 
doing so. So, polymorphism with inheritance is intrusive. 

• No more value semantics 

Again, the question comes to the pointers. If we want value 
semantics, then something on top must be built. For example, 
virtual Clone() function which uses the correct dynamic type, 
dynamically allocate a pointer, and pass it back. That’s a way 
of getting a copy behavior but still it is not the usual C++ value 
semantics which a lot of code depends on. 

• Changes semantics for algorithms and containers 

Inheritance changes semantics for algorithms and 
containers. If a std::sort() is done, maybe sorting on pointers is 
on, and custom comparator object must be supplied. The same 
situation is when these things are stored in a std::set. Another 
situation that must be thought about is that not usual C++ values 
are used, but it is desirable for most of the C++ development to 
use value semantics. 

C. Implementing Virtual Functions by Hand 

The start is with an implementation of the hierarchy of Fig. 
1 in the traditional way, by inheritance. 

class Vehicle { 

public: 

 virtual ~Vehicle(); 

 virtual void Accelerate() const = 0; 

}; 

class Car : public Vehicle { 

 virtual void Accelerate() const override; 

}; 

class Truck : public Vehicle { 

 virtual void Accelerate() const override; 

}; 

 

Fig. 2. Situation with an Object of the Car Class. 

It is important for students to understand how virtual 
functions works internally. In Fig. 2 myCar is an object of the 
Car class. Then it is going to have a pointer to a VTable – a 
virtual table. This table takes care of how to call virtual 
functions in a polymorphic object. VTable in turn has a pointer 
to the Accelerate() function for Car. So, there is a couple of 
indirections that are gone through when Accelerate() is called. 
First, the VTable must be grabbed, then the VTable must be 

read through to get the Accelerate() function. That can be a 
performance bottleneck. 

The interface to be implemented includes a Vehicle class, 
which should provide all the necessary functionality for 
polymorphic behavior. The other two classes Car and Truck just 
need to have accelerate() functions. These two classes should 
not inherit Vehicle, but there is a need to support this use case. 
It should be possible to create a Vehicle from a Car and call 
accelerate(). The aim is ability to create a Vehicle from a Truck 
and have it accelerate() and all this should be done without 
doing any slicing. 

 Vehicle c = Car{}; 

 v.accelerate(); 

 Vehicle t = Truck{}; 

 t.accelerate(); 

To implement the virtual functions manually several steps 
have to be made: 

• Declare virtual table for the abstract interface 

First, it is declared what the virtual table layout looks like 
for Vehicle class. 

struct VTable { 

 void (*accelerate)(void* ptr); 

 void (*destruct)(void* ptr); 

}; 

VTable has two function pointers – one for accelerate and 
one for destruct, which will be called by the destructor of the 
specific object. And since memory within the object will be 
allocated, it's going to reclaim that memory. The arguments of 
the two function pointers are void pointers, because in this way 
the concrete object will be stored internally. Void pointers will 
be passed, and then the concrete objects are going to cast those 
pointers internally. 

• Define virtual table for a concrete type 

template<typename T> 

VTable vtable_for { 

  [](void* p) {  

     static_cast<T*>(p)->accelerate(); }, 

  [](void* p) {  

     delete static_cast<T*>(p);} 

}; 

This is a variable template (available since C++14). There 
is an instance of a VTable and it’s templated on the concrete 
type T, i.e., Car or Truck. So, a function which is going to call 
the correct version of accelerate() is needed, and a function 
which deletes the object and calls the destructor. Lambdas can 
be used for this purpose. For a given concrete object the first 
function pointer is just going to static cast to the concrete type 
and then call accelerate(). And then the second function is going 
to static cast and then calls delete. This all works because 
lambdas which don’t capture can decay to function pointers. 

• Capture the virtual table pointers on construction 
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When a Vehicle class is constructed, it is needed to fill in 
the pointer for the concrete object and pointer to the virtual 
table. The constructor will be implemented as a template that 
accepts any type as an argument. In a real situation, of course, 
it would be good to limit the possible types.  Memory will be 
allocated dynamically for the object received as an argument 
and a copy of it in p_obj will be saved, and after that a pointer 
to our virtual table will be taken and stored inside vehicle (in 
the p_vtable field). 

class Vehicle { 

public: 

 void* p_obj; 

 VTable const* p_vtable; 

 template<typename T> 

 Vehicle(T const& obj) :  

p_obj(new T(obj)), 

p_vtable(&vtable_for<T>) 

{} 

   }; 

It is noted that since there is current access to what type the 
obj is (Car or Truck), that information is saved for later by 
grabbing the right VTable pointer and by dynamically 
allocating a copy of our obj. This technique is called “type 
erasure”. 

• Forward calls through the virtual table 

Finally, it is needed to forward the calls through the virtual 
table. 

class Vehicle { 

      //... 

   void accelerate() {  

      p_vtable->accelerate(p_obj); 

   } 

   ~Vehicle() {  

      p_vtable->destruct(p_obj); 

   } 

}; 

Inside the Vehicle class if accelerate() is called, then we 
indirect through p_vtable and pass it the void pointer. And that 
is then going to cast inside the function and call the right 
version. And then similarly for the structure we call destruct(). 

So now the students have something which works for that 
use case. It remains to define the classes Car and Truck with the 
corresponding implementations of the function accelerate(). 

class Car { 

public: 

   void accelerate() { 

      std::cout << "The car accelerates.\n"; 

   } 

}; 

class Truck { 

public: 

   void accelerate() { 

      std::cout << "The truck accelerates.\n"; 

     } 

   }; 

It is possible to construct car; it is possible to construct 
vehicle from a car and a truck and make them accelerate and all 
it works. The goal set at the beginning of the section has been 
achieved. 

D. Adding Copy and Move Semantics 

So far, some of the inheritance problems discussed in 
section B nave been solved. There are no more problems with 
ownership and nullability, because now all memory allocations 
are handled inside the Vehicle class. There are no pointers 
externally. We're just dealing with the values. Intrusivity is 
avoided as well, because now Car and Truck don't inherit from 
anyone. However, the problem with value semantics remains, 
because these objects can't be copied or moved, but the VTable 
can be extended with a copy_() and a move_() function pointers 
and solve this problem. 

struct VTable { 

 //... 

 void* (*copy_)(void* ptr); 

 void* (*move_)(void* ptr); 

}; 

The first function will allocate a copy, and the second will 
allocate by moving from the object. This functionality should 
be implemented by adding two new lambda functions to the 
variable template vtable_for. 

template<typename T> 

VTable vtable_for { 

  //... 

  [](void* p) -> void*{  

    return new T(*static_cast<T*>(p)); }, 

  [](void* p) -> void*{ 

    return new T(std::move(*static_cast<T*>(p)));} 

}; 

Now it is only needed in the copy constructor and move 
constructor of Vehicle to call from the virtual table p_vtable the 
corresponding functions. 

Vehicle(Vehicle const& other) : 

   p_obj(other.p_vtable->copy_(other.p_obj)), 

   p_vtable(other.p_vtable) 

{} 

Vehicle(Vehicle&& other) noexcept : 

   p_obj(other.p_vtable->move_(other.p_obj)), 

   p_vtable(other.p_vtable)  

{} 

The same is done for copy assignment and move assignment 
operators. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

647 | P a g e  

www.ijacsa.thesai.org 

Vehicle& operator=(Vehicle const& other) { 

   p_obj = other.p_vtable->copy_(other.p_obj); 

   p_vtable = other.p_vtable; 

   return *this; 

} 

Vehicle& operator=(Vehicle&& other) noexcept { 

   p_obj = other.p_vtable->move_(other.p_obj); 

   p_vtable = other.p_vtable; 

   return *this; 

} 

Now a much more complete interface is created, and a lot 
of actions can be performed – create vehicle from car and 
accelerate it; we can reassign it to a truck and make that 
accelerate. A new vehicle can be created from an old one. All 
works and there is value semantics even though we’re doing 
dynamic polymorphism. It’s just all handled under the covers. 
Students can even experiment by defining and traversing the 
vector of cars and trucks because we defined copying and 
moving. 

Vehicle v = Car{}; 

v.accelerate(); 

v = Truck{};  // move assignment! 

v.accelerate(); 

Vehicle t{ v }; // copy construction 

t.accelerate(); 

std::vector<Vehicle> vehicles {  

   Car{}, Truck{}, Truck{}, Car{} }; 

for (auto&& v : vehicles) { 

v.accelerate(); 

   } 

t = std::move(v); // move assignment 

Another inheritance problem is solved. There are already 
normal copy semantics and container semantics. The problem 
is that the code written to implement this functionality is too 
much and must be repeated for each class that needs to be 
handled dynamically. In addition, it's weird code and it's easy 
for something to go wrong. 

III. IMPLICATIONS FOR EDUCATION 

Teachers and students often consider learning programming 
a difficult pursuit [5]. Inheritance and polymorphism are 
arguably the most advanced and abstract subjects in object-
oriented programming [6]. Their study involves many 
difficulties, which we will not consider here. The study in [7] 
identifies as the main cause of most problems the students' 
inability to understand what is happening with their program in 
memory, since they cannot build a clear mental model of the 
program's execution. Therefore, we believe that manually 
implementing the virtual tables will help overcome these issues. 
Our experience from the last two academic years shows 
progress in this direction. Students see that pointers are a very 
powerful tool and are motivated to study them. They look for 
literature and consult with the assistants, solve tasks 

independently. The result is a deeper understanding of memory 
management and program execution. 

For students who have not studied C++ in the introductory 
course, after the topics related to the new-to-them syntax in 
terms of program structure, class definition, object 
instantiation, and message exchange, one should move on to 
learning about working with pointers and dynamic memory 
(something everyone else studied in the introductory C++ 
course). At an early stage, the topics of implementing the 
important OOP relations of composition and inheritance, which 
students know from the introductory course, should also be 
included. After that comes the time for an in-depth study of 
polymorphism. For students the goal is to learn to recognize 
polymorphism and model with it, not just to know its 
implementation in the specific language. 

Dynamic binding and virtual functions should be seen as a 
mechanism in OOP languages to implement dynamic 
polymorphism, but not polymorphism to be considered as a 
consequence of using the mechanism. It is recommended to 
give a correct classification of the types of polymorphism in 
lectures in order to clarify the understanding of the concepts and 
distinguish them from the means of implementation. 

A common mistake made by novice programmers is always 
to try to use the inheritance relationship. Undoubtedly, it is the 
most important and defining for the paradigm, but its 
application should not be overexposed in the course. After 
learning about the disadvantages of inheritance, students 
themselves will begin to look for alternative designs using other 
relations. In particular, it provoked interest for generic and 
functional programming. 

Modern programming languages offer concepts from 
several programming paradigms. It is impossible to learn OOP 
in isolation from generic, functional, and procedural 
programming. Therefore, in parallel with OO concepts, other 
means like templates, lambdas, containers, and algorithms from 
STL should also go. 

An important condition for successful training in OOP is the 
correct selection of the tasks that are considered in laboratory 
classes and given for homework. They should be such that 
polymorphism is a natural part of the solution. Suitable 
hierarchies to implement (both with and without inheritance) 
are as follows: 

• base class Animal and derived classes Fish, Frog, Bird 
and polymorphic method Move(), 

• base class Pet, derived classes Cat and Dog and 
polymorphic method MakeNoise(), 

• base class Shape, derived Circle, Triangle, Rectangle 
and polymorphic methods Area() and Circumference(), 

• basic class Publication, derived Magazine, Book and 
polymorphic method Print(). 

Examples can be both from real life and more abstract. 
Examples with GUI components can also be used. It is a good 
idea to add a new class to an already implemented hierarchy, 
for example adding Motorcycle to Car and Truck. This can be 
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done as work to do by themselves within the lab exercise or 
given for homework. 

Learning about abstract classes provides a good foundation 
to demonstrate the full power of polymorphism with perhaps its 
most typical application – the creation and manipulation of 
heterogeneous data structures. The vector of Car and Truck 
objects is such a structure as well. If there is enough time, a 
manual implementation of a heterogeneous singly linked list or 
binary tree can also be demonstrated in the training course. 

Since the complete implementation of the Vehicle, Car, 
Truck hierarchy given in this paper covers many topics, it 
cannot be covered in a single lecture and practiced in a single 
lab session. It is recommended to teach incrementally, starting 
with an implementation with inheritance, and going through the 
type erasure option after discussing pointers, constructors, 
destructors, type conversion, lambda functions, function 
templates, variable templates. After the initial version, the 
project can be extended with an implementation of copy 
semantics only. This requires first familiarity with operator 
overloading and copy construction. Move semantics is not 
required for the classes to work correctly because it can be 
successfully replaced by copy. But since the choice of the C++ 
language in most cases is related to the increased requirements 
for speed and efficiency of code, it is recommended not to 
neglect it and to give and comment the described 
implementation of move semantics for the sample hierarchy. 
When learning the STL library, one can experiment with using 
different containers of Car and Truck objects and applying 
algorithms to them. 

Since enough empirical data is not collected yet, the classic 
pedagogical experiment of proving the advantages of extended 
polymorphism learning is not completed. However, in Table I 
a comparison of the results for the academic year 2021-2022 is 
given of the start tests (in the beginning of the course) and the 
tests conducted immediately after the completion of the section 
devoted to polymorphism. The experimental group includes the 
students of the Software Engineering majors, for whom 
“Programming in C++” is an elective course in the 4th semester 
(12 people) and the Computer Science major, for whom the 
course is mandatory, but in the 2nd semester (35 people). 

TABLE I. TEST RESULTS 

Grade 

Bachelor Program 

SE CS Informatics 

Start 

level 

End 

level 

Start 

level 

End 

level 

Start 

level 

End 

level 

A 25.0% 25.0% 14.3% 20.0% 9.1% 9.1% 

B 16.7% 33.3% 22.9% 25.7% 27.3% 27.3% 

C 33.3% 25.0% 28.6% 25.7% 18.2% 27.3% 

D 16.7% 8.3% 22.9% 22.9% 36.4% 27.3% 

F 8.3% 8.3% 11.4% 5.7% 9.1% 9.1% 

In order not to distort the results, only data from face-to-
face training is used – after the symbolic end of the pandemic. 
The control group consists of the students of the Informatics 
major (11 people), who in the 2nd semester are studying a 
mandatory course OOP in C++. The fact that the experimental 

group is heterogeneous is taken into account – for one major, 
the course is CS1, and for the other, CS2, but with an 
introductory C# course. Therefore, the first test is slightly 
different for the Software Engineering major. Language 
dependent questions are minimized as much as possible. The 
questions and tasks of the second test are the same for all and 
entirely related to the correct use of pointers, dynamic memory, 
and implementation of polymorphism, without specifying in 
what way. 

Another circumstance that prevents accurate interpretation 
of the data is the small number of students in the control group. 
The Informatics major is currently the least desired of the three, 
and it has students ranked second and third preference, which 
is a demotivating factor. 

Nevertheless, both the results of the control tests (Table I) 
and the direct observations of the students' activity in lectures, 
laboratory work, project work and homework, indicate that it 
makes sense to pay more attention to polymorphism in the OOP 
course. The experimental training conducted helps students to 
discover the exact relations between objects in the subject area 
more easily and correctly choose the operations that need to be 
implemented polymorphically. They are more adept at handling 
pointers and have a better understanding of the memory model. 
They recognize the situations in which they need to implement 
move semantics. They have no problem using lambda 
expressions in STL algorithms instead of function objects. 

At the end of the course, a survey is conducted to determine 
students' satisfaction with the experiential learning and to 
specify what they found difficult. The answers are of interest. 
The question asked to the Software Engineering students was 
“Why did you choose C++?” (open question). 1/3 of them made 
such a choice, and 2/3 preferred PHP. Among the answers, it 
stands out that they read that it is suitable for Video game 
development, Embedded systems, Compilers and Enterprise 
software. The syntax of the methods implementing copy and 
move semantics – copy and move constructors and copy and 
move assignment operators – is indicated as the most difficult. 
Students find it difficult to navigate what is what just by the 
type of parameters. In second place are variable templates, and 
in third place – the many details of defining lambda 
expressions. When asked if what they learned about alternative 
ways of implementing polymorphism was useful, 73% 
answered yes. 

IV. CONCLUSION 

In this paper, the need for a more in-depth study of dynamic 
polymorphism is discussed. Problems associated with its 
implementation through inheritance and virtual functions are 
analyzed and a method of training is presented through a step-
by-step project development with an alternative to inheritance 
design based on manual implementation of the functionality 
achieved with virtual tables. Specific guidelines for organizing 
training involving this topic are suggested. 

As a recommendation to lecturers, it is useful to pay 
attention to the concept of polymorphism already in the 
introductory course. Although it is not dynamic there, it is good 
for students to recognize it early. 
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Regarding this implementation of polymorphism with type 
erasure, the most serious drawback is considered to be that, with 
the means currently available, it requires writing too much code 
– a code of high complexity. This is demotivating. 
Implementation with inheritance is much shorter and straight 
forward, even more so for students who have studied C#, where 
alternatives can easily be implemented – implementing 
interfaces can make it much easier to avoid inheritance. Such 
an implementation, of course, also has its drawbacks. However, 
if the proposals made to The C++ Standards Committee to 
introduce scalable reflection [8] and metaclasses [9] are 
implemented in the future, the code will be much shorter and 
clearer, because much of it will be automatically generated and 
will remain hidden from the client. 

In studying the problem, it was found that not many 
researchers emphasize the weaknesses of inheritance as a tool 
to achieve polymorphism, and therefore there are not many 
proposals to overcome these weaknesses. The details in this 
area are mostly discussed at technical conferences rather than 
in scientific publications. This, on one hand, limited the 
possibilities of the research, and on the other, motivated the 
authors to tackle this problem. 

Future work includes monitoring of the development of the 
language in this direction, although there has been some 
stagnation in the last 1-2 years. Also, in the future, it is planned 
to expand the experiment with formal statistical processing of 
accumulated empirical data. 
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Abstract—With the enhancement of data mining technology, 

competitive sports informatization has become an inevitable 

development trend. It has become a common phenomenon to use 

data mining technology to help athletes train scientifically, assist 

coaches in rational decision-making, and improve team 

competitiveness. In competitive sports, cyclists' adaptation to 

training has a complex relationship with their physical 

performance. In order to explore the correlation between data and 

provide better training data for athletes, this study proposes a load 

prediction model based on BP neural network (Back propagation, 

BP). Considering the local convergence and random assignment of 

traditional BP model, an adaptive genetic algorithm with 

improved selection operator is used to determine the initial 

weights and thresholds of BP neural network to improve the 

accuracy of the prediction model. The experimental results show 

that the improved adaptive genetic algorithm improves the overall 

optimization ability of the BP neural network, the improved BP 

neural network model has good stability in the convergence 

process, and the algorithm can search for better weight thresholds. 

Compared with the basic BP neural network prediction model, the 

accuracy of the optimized prediction model is increased by 

11.86%, and the average error value is reduced by 26.21%, which 

is a guide to improve the training effect of the cycling team's 

competitive sports. 

Keywords—BP neural network; adaptive genetic algorithm; 

selection operator; training load 

I. INTRODUCTION 

In competitive sports, effective and scientific training is an 
important means to improve the performance of athletes. 
Athletes dedicate most of their professional training to 
improving fitness, competitiveness and self-confidence [1]. In 
particular, the physical fitness testing and evaluation of 
professional athletes, as well as the analysis of physiological 
and biochemical indicators, are of great significance for 
understanding the athlete’s endurance, current physical fitness, 
and the scientificity and effectiveness of training interventions 
[2]. However, the traditional physical fitness index evaluation 
of athletes is mainly based on manual evaluation, and the 
accuracy is poor. Data mining is an interdisciplinary technique 
that can be used to analyze data and gain insights into specific 
problems [3]. Applying data mining technology to cycling, by 
analyzing the correlation between a series of physiological and 
biochemical indicators of cyclists, athletic ability indicators and 
athletes' training load levels, a cyclist training load prediction 

model is established , which not only helps coaches and athletes 
evaluate them in advance training readiness, while also 
assisting in training analysis and decision-making [4]. This 
study uses the information collected by the International 
Cycling Federation to develop a training load prediction model 
based on BP neural network. Since the BP neural network is 
nonlinear and easily trapped in local minima, this study uses an 
optimized adaptive genetic algorithm to determine the optimal 
initial weights and thresholds of the BP neural network to solve 
the problems associated with randomly assigning values [5]. 
Therefore, it is expected that the rationality of the training plan 
will be evaluated in advance to prevent adverse consequences 
for athletes due to unreasonable training plans. The research 
content can better ensure the safety and effect of athletes' 
training, and promote the progress of sports evaluation 
methods. 

II. RELATED WORKS 

Artificial Neural Network is an intelligent method for 
processing nonlinear relational data [6]. Due to its good 
adaptability, good nonlinear mapping and robustness, it is 
widely used in image processing, image recognition and other 
fields [7]. The BP network algorithm is simple, easy to 
implement, small in computation and good in parallelism. It is 
one of the most widely used and mature neural network 
algorithms. Because the fastest descending backpropagation 
method in the BP neural network is to correct the weights based 
on the negative gradient of the error function, it leads to 
problems such as low learning efficiency, slow convergence, 
and easy to fall into local miniaturization. [8]. Scholars at home 
and abroad have carried out the following researches on the 
shortcomings of BP neural network; Wu Jie and others. A BP 
network based on the improved particle swarm optimization 
algorithm is proposed. By adjusting the adaptability of the 
learning factor, the convergence speed of the BP neural network 
and the performance of the global optimal solution are 
improved. The simulation results show that the improved 
particle algorithm is better than the standard BP algorithm and 
particle swarm algorithm [9]. In order to improve the 
classification accuracy of ECG signals, Wang Li et al. the BP 
neural network is optimized using an additional momentum 
adaptive learning rate adjustment algorithm. The simulation 
results show that the improved BP neural network has better 
classification and recognition ability, and the accuracy rate of 
the whole sample classification is 98.4%. The optimization 
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algorithm has fast convergence speed and high classification 
accuracy, which is helpful for the detection and diagnosis of 
heart disease [10]. Zhang D's team proposed that increasing the 
number of sample locations for training the BP network can 
improve the accuracy, and as the number of sample locations 
increases, the rate at which the fitting error decreases will 
decrease. The simulation results show that increasing the 
number of sample locations for training the BP neural network 
can improve the accuracy, and the fitting error decline rate 
decreases with the increase of the number of sample locations 
[11]. According to Cy A et al. the problem that BP neural 
network is easy to fall into the local minimum is solved. The 
empirical results show that the improved genetic algorithm is 
better than the traditional genetic algorithm in terms of 
convergence speed and prediction accuracy [12]. 

The BP network has in-depth applications in many complex 
scenarios, and its application in athletes' training provides an 
important reference for the improvement of athletes' physical 
and mental fitness. Chen W et al. found that clothing fatigue 
will affect the effect of sports. At present, there is little research 
on sports clothing. Therefore, based on the theory of BP and 
surface electromyography, they predicted the fatigue of athletes 
and built a prediction model. Finally, the experiment found that 
the model can provide technical support for athletes' training 
and development [13]. Zhang Y. et al found that with the arrival 
of information technology, sports data is becoming more and 
more important. How to collect human motion data is the key, 
so based on neural network and density peak clustering 
algorithm, a motion data model is constructed. After 
experimental verification, compared with the traditional 
principal component dimensionality reduction method, the 
proposed scheme can obtain better feature data, and the effect 
is better [1, 4]. Li T et al. found that the intelligent sports 
management system is beneficial to improve the overall 
training effect of the players, so they built a sports posture 
recognition model based on BP, and analyzed the motion 
feature extraction and experimental results. The final 
experimental results show that this scheme has better 
performance than other sports management algorithms, 
providing important data reference for the development of 
athletes [15]. 

Based on the above literature research, BP network is 
competent in many complex environments, and scientific and 

effective sports training is the key to ensure the level of sports 
competition. BP network has outstanding advantages in the 
field of diagnosis and prediction. Applying it to the field of 
sports training will provide significant help for effective sports 
training and promote the development of information 
technology in the field of sports. 

III. CONSTRUCTION OF TRAINING LOAD PREDICTION 

MODEL BASED ON IMPROVED BP NEURAL NETWORK 

A.  Design of Training Load Prediction Model based on BP 

Neural Network 

Training is an important daily activity for athletes. 
Appropriate training can improve their competitive 
performance, but too much training can lead to injuries, and too 
little training will not achieve the desired training effect [16]. 
In this study, a BP network was used to design a training load 
prediction model for cyclists, which was optimized by an 
improved adaptive genetic algorithm to evaluate whether the 
athlete's training plan was reasonable. In cycling training load 
prediction, the cyclist's load level should be predicted from the 
athlete's basic physiological and biochemical data, exercise 
level goals, and exercise content to determine whether the 
currently planned training load is appropriate. The research 
required analyzing and processing the data and selecting 
relevant metrics before building a model to predict the training 
load of cyclists. The filtered data is divided into a training set 
and a test set, and the test set data is used to test the accuracy 
and performance of the full training model in predicting the 
training load of athletes. For athlete training load prediction, the 
study selected 25 factors that have an impact on training load 
based on the recommendations of professional cycling coaches, 
as shown in Fig. 1. 

Exponential differences between the filtered parts of the 
data, they must be normalized before feeding them into the BP 
neural network. The core of normalization is to project all data 
to the same interval after the algorithm has run. The formula for 
the Min-max normalization process is shown in Equation (1). 

min

max min
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x x
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=
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Fig. 1. Factors Affecting Athletes' Training Load. 
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In Equation (1), 
ix denote the current value of these data, 

maxx and 
minx denote the maximum and minimum values of 

these data, respectively, which are uniformly distributed in a 
certain interval after normalization. The number of input and 
output layers is fixed at one layer, while the hidden layer can 
have multiple layers. The number of neurons in the input layer 
is determined by the dimension of the input signal, and the 
number of neurons in the output layer is defined by the problem 
to be solved. Function. Through the iterative alternation of 
these two processes, the connection weights and thresholds of 
the BP neural network are continuously optimized. Suppose 

there are m training samples X , 
1x , 

2x , ... 
mx , the expected 

output is 
1t , 

2t , ... , 
mt , the actual output is 

1y , 
2y , ... , , There 

are 
my neurons in the hidden layer . s After the activation 

function is transformed, the expression of the output of the th 
neuron in the hidden layer is shown in formula (2). i  

( ) ( )1

n

i i ig g ig
a f net f w x 

=
= = −

            (2) 

In formula (2), f represents the activation function, 

represents the neuron in the output layer, represents g the 

weight factor g from neuron 
igw to neuron i , and represents 

i

the threshold of the neuron. The output of neurons in the output 
layer is shown in formula (3). g  

( )1

m

g r gr rr
y f a w 

=
 = −

             (3) 

In formula (3), 
grw is the connection weight between the 

hidden layer and the output layer, which 
r  represents the 

threshold of the neurons in the hidden layer. Let

1

m

g r gr rr
net a w 

=
  = − , convert equation (3) to equation (4). 

( )g gy f net=
              (4)

 
The error function is shown in equation (5). 

( ) ( )
2

1

1
,

2

m

g gg
E w t y

=
= −

            (5) 

Equation (6) can be derived from equations (3) and (5). 

( ) ( )( )
22

1 1 1

1 1

2 2

m m m
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= = =
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  (6) 

The output layer is shown in equation (7). 

( ). .
g

g
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yE E E
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net y net y

  
 = =

    
           (7)

 The implicit layer is shown in Equation (8). 

( ). .i

i

i i i i

aE E E
f net

net a net a

  
= =

   
            (8)

 If the error between the desired output and the neural 
network is too large, gradient descent is used to correct the 
weights of the layers of the network. The adjustment amount of 
the weight between the hidden layer and the output layer is 

grw shown in formula (9). 

( ) ( ). . .
g

gr g g g r

gr g r

netE E
w t y f net a

w net w
  

 
   = − = − = −

    
  (9)

 The amount of weight adjustment from the input layer to the 

hidden layer is 
igw shown in formula (10). 

( ) ( ) ( )
1

m

ig g g g ig i jg
ig

E
w t y f net w f net x

w
 

=


    = − = −




  (10) 

Since both the activation functions of the input layer and the 

output layer use this function, the Sigmoid sum 
igw

transformation is shown in equation (11).
grw  

( ) ( )( ) ( )

( ) ( )

1
1 1

1

m

ij g g g g ig i i jg

gr g g g g r

w t y y y w a a x

w t y y y a





=
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        (11) 

In order to build a model for predicting the training load of 
athletes, it is first necessary to define the structure and covariates 
of the BP neural network, that is, the number of layers of the BP 
neural network, the number of neurons, the data set processed, 
and the selection of initial weights and thresholds. 
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Fig. 2. The Topology of the Network Structure of the Training Load Prediction Model. 
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In Fig. 2, it can be seen that the structure of the BP neural 
network consists of an input layer, a hidden layer and an output 
layer, and the hidden layer can be composed of one or more 
layers. Since the three-layer BP neural network can 
approximate any continuous function in the closed interval, the 
basic three-layer hidden layer is selected as the basis for 
constructing the network prediction model. In the input layer, 
the input variables should not be highly correlated, and the 
input variables should significantly interfere with the output 
results. 

Based on the above analysis of training load intervention 
factors, a total of 25 related factors were considered as input 
variables for the study, so the number of neurons in the input 
layer was set to 25. The prediction purpose of the model is to 
express the training load level of athletes through the training 
load results, which can be divided into too little training 
volume, moderate training volume and too much training 
volume. Therefore, the number of neurons in the output layer is 
determined to be three. The number of neurons in the hidden 
layer can be calculated according to formula (12), and then the 
optimal number of neurons in the hidden layer is determined by 
the trial and error method. 

2log

n ml

n m

n m l a

 =


=


= + +             (12) 

In formula (12), n l and m represent the number of neurons 

in the hidden layer, the output layer and the input layer, 
respectively, which a is a constant and its value is in the interval

(1,10) . Since 3l = , 25m = , the number of neurons in the 

hidden layer is in the range of [5, 15] above. Based on this, 
heuristics are applied to determine the number of neurons in the 
hidden layer. The number of neurons in the hidden layer is 
preset to five, and one neuron is added for each experiment. The 
prediction performance and convergence of the hidden layer 
with different numbers of neurons are compared in each 
experiment. The optimal number of neurons in the hidden layer 
is the final. The trial was determined to be 10. 

B. Introducing an Improved Adaptive Genetic Algorithm to 

Optimize the BP Neural Network 

Adaptive genetic algorithm is an improved genetic 
algorithm, which is characterized by automatically changing 
the probability of crossover and mutation based on 
chromosome fitness, reducing the possibility of crossover and 
mutation of individuals with high fitness, and improving the 
probability of crossover and mutation of somatic individuals, 
thereby increasing population diversity and retaining high-
value chromosomes [17]. Since BP neural network is nonlinear, 
model convergence, occurrence of local minima and training 
time are closely related to the choice of initial weights and 
thresholds [18]. Initial weights and thresholds are usually 
randomly generated, and if not chosen properly, the network 
may not converge or may be constrained by local minima [19]. 
In order to better solve the random assignment problem of BP 
neural network, an improved adaptive genetic algorithm is used 

to find the optimal initial value and threshold of the network. 
Real encoding not only eliminates the need for decoding, but 
also facilitates the computation of genetic operations. 
Assuming a topological neuron network of 3-2-1, the number 
of weights and thresholds of the network used in the study is 
293. In this neural network, the connection weights between the 

input and hidden layer neurons are 1

11W , 1

12W , 1

21W , 1

22W , 1

31W , , 

and 
1

32W the connection weights between the hidden layer and 

output layer neurons are 
2

11W , 
2

21W , between the hidden layer 

and output layer neurons The thresholds are 
1 , 

2 , 
3 . Both 

connection weights and thresholds are real numbers in the range 
0 to 1. By ordering these weights and thresholds in order, 

1 1 1 1 1 1 2 2

11 12 21 22 31 32 11 21 1 2 3W W W W W W W W    real numbers can be encoded, 

and the resulting real numbers are chromosomes [20]. The BP 
neural network adjusts the weights and thresholds of the 
connections with the aim of minimizing the prediction error of 
the athlete's training load. The adaptive genetic algorithm 
applied in the study aims to find a set of weights and thresholds 
that minimize the prediction error, so the fitting function is 
negatively correlated with the sum of squares of the network 
output error, that is, the smaller the error, the greater the fit. The 
calculation of individual fitness is shown in Equation (13). 

( )

1
( )

1
F x

E x
=

+
            (13) 

In formula (13), x represents the current chromosome, 

which ( )E x is the sum of the squared errors of the network 

output generated by the BP neural network using the current 
weight-threshold combination represented by the chromosome. 
For population selection, the roulette method is widely used due 
to its simplicity and convenience. However, roulette is used to 
randomly select individuals based on their fitness relative to the 
ensemble, which may result in individuals with high fitness 
being ignored. Although the main purpose of the optimization 
strategy is to select the best individuals from the population, 
only starting from the best individuals and discarding the 
individuals with universal fitness will eventually lead to the 
problem of homogeneous population structure, which is prone 
to local convergence phenomenon. This study improves the 
selection operator by introducing an optimal conservation 
strategy based on a sorted list selection method. The population 
is first initialized by sorting the individuals in the population 
from the lowest fitness to the highest fitness and equally 
dividing the sorted individuals into four parts, as shown in Fig. 
3, steps 1-3 for improving the selection operator. 

As can be seen from Fig. 3, each segment was selected at a 
ratio of 0.4, 0.6, 0.8 and 1, resulting in individual numbers of 
0.4*5=2, 0.6*5=3, 0.8*5=4 and 1*5= 5. Since six individuals 
were lost during the selection process, starting from paragraph 
four, one additional individual was randomly selected at a time, 
resulting in a final number of six individuals. Insert the selected 
individual to the end of the individual selected in step 5 to form 
a new population, steps 4-7 are shown in Fig. 4. 
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Fig. 3. Introduce the Best Preservation Strategy based on the Sorting List Selection Method to Improve the Selection Operator. 
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Fig. 4. Introduce the Best Preservation Strategy based on the Sorting List Selection Method to Improve the Selection Operator. 

The improved selection operator ensures population 
diversity by retaining the best individuals and selecting others 
according to their size. It is also easy to operate because only 
the fitness is calculated and the best individuals are selected by 
basic operations like sorting, grouping and insertion. In 
contrast, the roulette method is computationally intensive 
because it requires first calculating the fitness of individuals, 
then calculating the proportion of individual fitness, and then 
solving for the selection probability. Therefore, improving the 
selection operator can theoretically improve the selection and 
convergence ability of the network. New individuals are 
generated by performing adaptive genetic algorithm operations 
on crossover and mutation between populations. In order to 
construct individuals with higher fitness, in the process of 
crossover mutation operation, the individuals to be processed 
are selected according to the crossover mutation rate. The 

crossover rate is 
c shown in Equation (14). 

( )( )
max

,

,

a b avg

a avg

c avg

a avg

f f
f f

f f

f f

 






 − −
 − 

= −


          (14) 

In equation (14), 0.9a = , 0.6b = . f represents the 

current individual fitness, 
maxf is the maximum fitness of all 

individuals in the population, and is avgf the average fitness of 

all individuals in the population. The rate of change is 
m

shown in equation (15). 

( )( )max

max

,

,

i j

i avg

m avg

i avg

f f
f f

f f

f f

 






 − −
 − 

= −


          (15)

 
In equation (15), 0.1i = , 0.001j = . IAGABP is an 

optimized BP neural network algorithm based on an improved 
adaptive genetic algorithm. It is divided into a genetic algorithm 
part and a BP neural network part. The specific flowchart of the 
algorithm is shown in Fig. 5. 

As shown in Fig. 5, in the genetic algorithm part, N 
chromosomes are randomly generated through real-value 
coding to form the initial population of the algorithm, and the 
fitness of the entire population is improved through continuous 
genetic operations until the algorithm terminates in the 
population after several generations. After the evolution in the 
BP neural network, the network structure and other parameters 
are solved first, and the optimal individual in the genetic 
algorithm is decomposed into a series of initial values and 
thresholds of the BP neural network. Finally, the network is 
weighted and thresholded using error backpropagation until the 
initial error of the network reaches the final state, which 
constitutes the final model of the BP neural network. 
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Fig. 5. BP Neural Network based on Improved Adaptive Genetic Algorithm. 

IV. FOUR PREDICTION PERFORMANCE TEST OF BP NEURAL 

NETWORK MODEL BASED ON IMPROVED ADAPTIVE GENETIC 

ALGORITHM 

An improved adaptive genetic algorithm was applied to a 
BP (Improved Adaptive Genetic Algorithm Back Propagation, 
IAGABP) neural network to create a predictive model of cyclist 
training load. The performance of the proposed optimization 
model is compared with the traditional BP neural network 
model and the traditional neural network model based on 
Adaptive Genetic Algorithm Back Propagation (AGABP). The 
topology of the BP neural network is set to 25-10-3, the target 
accuracy is 0.001, the maximum number of iterations is 1000, 
and the learning rate is 0.1. The initial population size of the 
genetic algorithm is 40, the maximum evolutionary generation 
is 25, and the prediction results are divided into overtraining, 
medium training and undertraining. The 5000 pieces of exercise 
training data recorded are selected as the training sample set, 
and the other 1985 pieces of training data are used as test 
samples. The comparison of the error accuracy between the BP 
neural network model and the IAGABP model is shown in Fig. 
6(a), and the comparison of the fitness between the AGABP and 
IAGABP models is shown in Fig. 6(b). 

From Fig. 6(a), it can be seen that the IAGABP model 
achieves the target accuracy of 0.001 after about 480 iterations, 
while the BP network model achieves this target accuracy after 
about 1000 iterations. The IAGABP model exhibits significant 
advantages and stability in the convergence process. This is 
because the improved genetic algorithm can obtain better initial 
weights and thresholds, thereby reducing the time spent by the 
BP neural network in the process of finding the optimal 
solution. It can be seen from Figure 6(b) that the fitness of the 
AGABP model is still unstable after 15 generations of 
evolution, while the fitness curve of the IAGABP model is 
gradually stable after 14 generations. The optimal chromosome 
fitness of the IAGABP model is compared with that of AGABP. 
improved by 0.24. The results show that the group search 
performance of the adaptive genetic algorithm can be improved 

by improving the selection operator to obtain a better weight 
threshold. 

In deep learning, the loss function curves of the three 
models trained on the dataset are shown in Fig. 7. The loss 
function of the AGABP model drops at the fastest speed, and 
after 20K training steps, its loss function drops rapidly to within 
100. The curves of the AGABP model and the IAGABP model 
are basically the same, and the loss function fluctuates smoothly 
after 100K steps and remains in the range of 80-100. The loss 
function of the BP model decreases more slowly, within 120 
after 60K steps, and the function value fluctuates between 100 
and 110. To sum up, the curve of the IAGABP model is smooth 
and has good stability and accuracy. The precision-recall curves 
of the three models are shown in Fig. 8. 
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Fig. 6. Performance Test Comparison of Different Models. 
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Fig. 7. Loss Functions for Different Models. 

0

10

0
10 20 30 40 50 60 70 80 90 100

20

30

40

50

60

70

80

90

100

Recall rate(%)

A
cc

ur
ac

y 
ra

te
(%

)

IAGABP
AGABP
BP

 

Fig. 8. Precision-Recall Curves for Different Models. 

The precision-recall curve can be used to reflect the 
performance of the model on the task of retrieving similarity. It 
can be seen from Fig. 8 that the accuracy of the model decreases 
as the recall rate increases, in which the model IAGABP 
decreases at the slowest speed in the recall rate interval of 0-
70%, and as can be seen from the figure, in this region the 
precision-recall curve of the model IAGABP is significantly 
larger than the other two models. This shows that the model 
IAGABP has the highest accuracy on the similarity search task 
on the same dataset. The prediction results of the three models 
based on 2486 test samples are shown in Fig. 9. 
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Fig. 9. Prediction Results of the Three Models. 

The first type of prediction samples is the accuracy of a 
small number of trained test samples, the second is the accuracy 
of a moderately trained test sample, and the third is the accuracy 
of a large number of trained test samples. From the results in 
Fig. 9, it can be seen that the AGABP model improves the 
prediction accuracy by 9.55% compared with the BP neural 
network model. On the other hand, the IAGABP model with the 

improved selection operator is 2.31% more accurate than the 
AGABP model. This shows that the BP neural network 
optimized by the improved genetic algorithm is superior to the 
traditional BP neural network in terms of prediction accuracy 
and performance, and meets the requirements of athletes' 
training load prediction. 
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Fig. 10. Average Experimental Error. 

In terms of fitting effect and prediction accuracy, the BP 
neural network based on the improved adaptive genetic 
algorithm has greatly improved the prediction accuracy. To 
further evaluate the predictive validity of the model proposed 
in the study, the study derives the average error of the model 
using 100 iterations, as shown in Fig. 10. It can be seen that the 
average error of IAGABP prediction is lower than that of BP 
neural network which is 0.0867, while the average error of BP 
neural network is 0.1175. 

A comprehensive comparison of the above results shows 
that the improved IAGABP model has obvious improvements 
in error accuracy, model accuracy and prediction accuracy 
compared with the traditional BP model and the AGABP 
model. Compared with the traditional artificial exercise load 
index evaluation scheme, its innovation lies in that the IAGABP 
model is based on more advanced intelligent neural network 
technology, and performs secondary optimization on the basis 
of the traditional BP model, avoiding the local convergence of 
traditional BP and exercise monitoring data. The IAGABP 
model can realize real-time and effective detection of the 
physical and mental state data of athletes. At the same time, the 
relevant monitoring data will be analyzed and diagnosed 
through the network big data technology to provide athletes 
with more scientific physical training skills and opinions, avoid 
physical injuries to athletes, and improve the effect of sports 
training. 

V. CONCLUSION 

With the development of big data, many sports are using 
data mining technology to determine the relationship between 
athletes' training load and physical fitness, which provides new 
opportunities for the development of national cycling events. 
Competitive sports informatization has become an inevitable 
development trend. Since many factors intervening in the 
relationship between athletes' training load and physical fitness 
show nonlinear relationship, this study designed a training load 
prediction model based on BP neural network as the basic 
algorithm. In order to further improve the accuracy and 
convergence of the BP network prediction model, this study 
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uses the adaptive genetic algorithm to optimize the initial value 
and threshold of the BP network, and improves the selection 
operator of the adaptive genetic algorithm. The results show 
that the BP neural network model based on the improved 
adaptive genetic algorithm has significant advantages and 
stability in the convergence process, and the algorithm can 
search for better weight thresholds. The accuracy rate of 
athletes' training load prediction is 95.76 %, the average error 
is 0.0867, which is 11.86% better than the standard BP neural 
network model, and the average error is 26.21% lower. This 
meets the requirements of athletes' training load prediction. 
This study can establish a scientific and reasonable bicycle 
training load prediction model based on the actual physical 
condition of non-professional groups, and provide an important 
reference for scientific sports training. However, there are also 
shortcomings in the research. Only the indicators of exercise 
routine training are considered, and the training environment, 
such as temperature and altitude, is not considered. 
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Abstract—Population growth has resulted in a decrease in 

readily available sources of potable water. Desalination is one of 

many approaches that has been studied and proposed as a way out 

of this predicament. In this study, multistage Reverse Osmosis 

desalination process is used in the model, since it has the potential 

to achieve a higher purity percentage than the single-stage RO 

desalination process. Some researchers have studied the 

distinctive tools of AI, specifically Artificial Neural Network as 

regression model and the genetic Algorithms as an optimization 

technique in the process of desalination and water treatments. 

This paper aims to examine multistage RO desalination by 

employing various artificial intelligence (AI) techniques, including 

Artificial Neural Network (ANN) and Support Vector Machine 

(SVM). Both training methods used for this research come under 

the category of regression algorithms, which are used to establish 

a predictive link between variables and labels. The main finding 

of this study was the noticeable decrease of Mean Square Error 

(MSE) in second stage when data was trained using the ANN. 

While on the other hand the MSE increased in second stage when 

the data was trained using the SVM. It can be concluded that the 

results of this research indicate that applying ANN and SVM to 

RO desalination process modelling would yield substantial 

improvements. Future work will be focusing on predicting and 

improving the performance of ANN and SVM prediction with 

other function variables. 

Keywords—Artificial intelligence; artificial neural network; 

desalination; regression; reverse osmosis; support vector machine 

I. INTRODUCTION 

The problems of water scarcity, which have plagued our 
world since ancient times, persist today. Clean water is 
becoming increasingly difficult to come by, and its quality is 
deteriorating to the point where it is being blamed for the deaths 
of people in some countries. The demand for and consumption 
of clean water would rise as a result of the fact that not only 
humans but also animals and plants require it [1]. The concern 
is also rising around the world because the current supply of 
fresh water is insufficient to meet the needs of the global 
population [2]. We live in a world that is 71% water, with 
almost 97% of that water held by oceans, yet we have a water 
shortage [3].  Through a variety of processes that scientists have 
tried to solve, desalination is one of the most common methods 
for converting salt water into potable water. Reverse osmosis 
(RO), which employs a specialized membrane, is a frequently 
employed desalination method. 

Reverse osmosis desalination is a rapidly expanding and 
popular method used to produce water, and it now accounts for 
around 70% of the world's water supply. 

Reverse Osmosis desalination is a method of separating 
brackish water from dissolved salts by pumping it under high 
pressure through a water-permeable membrane. Initially, 
seawater (brackish water) flows into a primary settling tank. 
This brackish water is then pumped into the reverse osmosis 
feed tank. Part of the permeate (clean) water and the strong 
concentrated brine solution is recycled into the water storage 
tank with the proper pressure, temperature, and feed [4]. 

Despite the outstanding performance, the application of RO 
has some limitations. Those limitations include high pressure 
required,  high cost of membrane replacement, low permeation 
flux, low membrane durability, high equipment and operating 
cost that affects the process economically[3]. Therefore, 
ongoing efforts and studies are needed to be carried out to 
increase pure water recovery by developing new process 
configurations that use multi-stage RO and optimization 
processes (see Fig. 1). 

According to studies [5][6] AI has proven to be a versatile 
tool for learning complex patterns. As explained in that paper, 
to learn those complex patterns it employs two methods, 
namely: supervised and unsupervised learning. The supervised 
learning algorithm is the most commonly used machine 
learning algorithm, in which a dataset trains an algorithm with 
known input and responses to make the desired predictions. 

This supervised learning algorithm is further classified as 
Classification and Regression, with Classification being used 
when categorical response values are separated into specific 
classes. When you have numerical continuous-response values, 
you use Regression. According to [7] and [8] research papers, 
RO dataset responses which had numerical values were 
implemented, where the Regression algorithm was used for AI 
techniques. To train the data, they used the Artificial Neural 
Network (ANN) and the Support Vector Machine (SVM) as 
Regression algorithms [7]. Both of the techniques were 
implemented to analyze and compare the performance of the 
RO desalination process [9]. 
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Fig. 1. Multi-Stage RO. 

The RO process is used in this paper to convert brackish 
water to fresh water via a selected membrane. It also 
investigates how AI can be used to control the factors that 
contribute to this process. To achieve the best possible result, 
the various factors that affect these processes were managed 
using Artificial Intelligence technology. 

In this study, a multi-stage RO process is used to achieve 
permeate water by inhibiting multiple RO membrane stages. 
This improves water recovery and reduces RO rejection. The 
concentrate water is collected in a brackish tank obtained from 
previous cycles, whereas the permeate water is collected in a 
water storage tank after passing through the multistage 
membranes. 

II. MATERIALS AND METHOD 

In this research, a multi-stage RO process is proposed as a 
means to produce potable water. This research into its 
acquisition will consist of three stages. First, the study goes 
over the steps that are taken to collect information for the RO 
procedure. 

For both steps of the RO procedure, the efficacy of data that 
has been trained using an ANN is discussed. Both sets of 
simulated data are used to train a Support Vector Machine 
(SVM) MATLAB will be used by these two AI methods to 
analyze the water quality that is achieved after several steps 
have been taken. 

A.  Acquiring Data from Simulating Reverse Osmosis 

Starting with a good simulator, the Reverse Osmosis 
process is run to get a feel for how it works. The ASPEN Plus 
platform was suitable for modeling the entire procedure 
because it provides a realistic insight by allowing the model to 
be fed brackish water and subsequently yielding clean water. 

The information obtained from ASPEN Plus was useful 
because it mimics the physical RO process, as discussed in the 
prior study "Using Artificial Intelligence for Reverse Osmosis 
Desalination." In order to plan for and acquire the data, the 
actual effect of temperature, pressure, salt concentration, and 
feed flow rate would be studied and monitored [10]. 

While holding all other variables constant, a simulation in 
ASPEN Plus was run to determine the impact of each individual 
variable on the operation (see Fig. 2). For instance, in Table I, 
the effect of changing the pressure while holding the other 
parameters constant was examined in order to better understand 
the RO. 

 

Fig. 2. Schematic Diagram of RO Membrane using ASPEN Plus. 

Water flux and salt rejection are both influenced by the 
pressure that is applied, as shown in Fig.3 and Fig. 4, which 
depict the performance of stream pressure and the permeate 
flux, respectively. As can be seen in the graphs, there is a direct 
correlation between the water flux and the operating pressure. 
In order to verify the accuracy of the ASPEN Plus experiment 
and develop an algorithm to aid in the prediction of the 
parameters in the future, it can be fed into AI training tools. In 
addition, the AI tools investigate and make predictions about 
how various elements influence the quality of the membrane's 
output water (permeate). 

A data set of inputs (temperature, pressure, and salt 
concentration) and outputs (percentage of pure water) is used to 
train, validate, and test the ANN and SVM tools. 

B. Maintaining the Integrity of the Specifications 

In this part, an Artificial Intelligence method commonly 
referred to as an ANN is used to train the data that had been 
collected so far. An artificial neural network (also known as a 
neural network) is a type of adaptive system that acquires 
knowledge through the use of interconnected nodes or neurons 
arranged in a hierarchical framework similar to the human 
brain. Because neural networks are data-driven, they can be 
taught to perform a wide range of tasks, including pattern 
recognition, data classification, and event prediction [5]. 

TABLE I. RO MODELLING CONDITION FOR ALTERED PRESSURE 

Parameters 
Feed Water 

Temperature, 0C 

Flow rate, 

m3/h 

Feed Water Salt 

Concentration, g/l 

 20 8 30 

 

Fig. 3. Effect of Operating Pressure on Water Flux. 
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Fig. 4. Effect of Feed Pressure on Salt Rejection and Salt Passage. 

In order to better process the input, a neural network can 
abstract it in layers. Similar to how the human brain learns, it 
can be trained with lots of examples to recognize patterns in 
things like speech or images. How its parts are linked together, 
and how strongly they are linked together (the weights), 
determine its behavior. During training, these weights are 
continuously fine-tuned in accordance with some 
predetermined learning rule until the artificial neural network 
achieves the desired performance level. 

 

Fig. 5. Architecture of Artificial Neural Network. 

The data collected by the ASPEN Plus is used for neural 
training. The learning technique is then used to train the data in 
two stages. This promotes to analyze and compare data in order 
to obtain clean water from the process and predict (Fig. 5). 

1) First stage data training: In the first phase, the neural 

network is fed the three variables that together define the RO 

(see Table II). Those factors are heat, moisture, and saltiness. 

Training results can be obtained by treating the percentage of 

pure water as a response and the aforementioned variables as 

predictors. The initial stage included the implementation of a 

three-layer hidden layer. 70%  was used as the training set, 15% 

as the validation set, and 15% as the test set. While the 

Levenberg-Marquardt training algorithm does require more 

memory than some other methods, it is typically the fastest 

training algorithm available. The weight and bias values are 

recalculated using the Levenberg-Marquardt algorithm. (Table 

III). 

2) Second stage training: In this project, the Multistage 

Reverse Osmosis uses a two-stage RO process to obtain clean 

water. Following the completion of the first stage RO process, 

the permeate received is subjected to a second stage RO process 

(Table IV). This improves clean water recovery while 

decreasing rejections from the second RO stage (Table V). 

C. Training With Support Vector Machine 

In this section, the data acquired is going to use SVM to 
train and predict the purity of water using the RO process. 
Support Vector Machine (SVM) is one of the supervised 
learning algorithms that solves regression problems by learning 
objects and assigning labels. 

As it is noted in [1] and [11], SVM’s big data environment 
can be used to help applications with multidomain. 
Additionally, [12] has been popular as it is simple and flexible 
to address various classification problems, where SVM 
specifically affords balanced predictive performance [5]. The 
objective of this algorithm is to find a plane that maximize the 
margin between the training data, where to be optimized the 
hyperplane must yield a maximum margin. According to Fig. 
6, the SVM selects the maximum-margin hyperplane which 
gives the highest accuracy of prediction [13] and [14]. 

TABLE II. FIRST STAGE TRAINING PROGRESS 

Training Progress 

Unit Initial Value Stopped Value Target Value 

Epoch 0 40 1000 

Elapsed time - 00:00:3 - 

Performance 3.43e+03 13 0 

Gradient  5.64e+03 0.601 1e-07 

Mu 0.001 1e-06 1e+10 

Validation Checks 0 6 6 

TABLE III. MODEL SUMMARY AFTER FIRST STAGE RO PROCESS 

 Observations MSE R 

Training 700 13.2622 0.9543 

Validation 150 15.6231 0.9468 

Test 150 17.2769 0.9498 

TABLE IV. SECOND STAGE TRAINING PROGRESS 

Training Progress 

Unit Initial Value Stopped Value Target Value 

Epoch 0 35 1000 

Elapsed time - 00:00:02 - 

Performance 1.34e+03 5.69 0 

Gradient  3.56e+03 1.04 1e-07 

Mu 0.001 0.01 1e+10 

Validation Checks 0 6 6 

TABLE V. SECOND STAGE TRAINING RESULT 

 Observations MSE R 

Training 700 5.9063 0.9811 

Validation 150 5.8044 0.9778 

Test 150 6.0216 0.9808 
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Fig. 6. Hyperplane Margin Selection. 

The aim of this research is to predict the purity of water 
from the three features that determine the RO process. The 
‘fitrsvm’ function is used to fit an SVM regression model. It is 
used to cross-validate or train the data set on a low-through 
moderate dimensional predictor. This function uses kernel 
function to map predictor data. 

The MATLAB R2021b version was used to train the SVR 
model as it offers a built-in function ‘fitrsvm’ to train the given 
data sets. To get the SVR model, the right input parameters 
should be provided, such as the training set, kernel function, 
epsilon, and penalty coefficient. Similarly, the input for this RO 
desalination process temperature, pressure and salt 
concentration were given to yield the purity of water in 
percentage. Using the same ‘fitrsvm’ built-function, MATLAB 
was able to generate the model for the first and second 
processes. The same data obtained from the ASPEN Plus 
simulation were used for the training process using the SVM 
algorithm. 

III. RESULT AND DISCUSSION 

Two types of Artificial Intelligence techniques were used to 
analyze the performance of Reverse Osmosis desalination in 
this research. The ANN and SVM algorithms were used to 
compare the performance of the desalination process. The aim 
is to have an efficient prediction learning algorithm from both 
of the techniques [15]. The results obtained are viewed in two 
categories for the multistage RO desalination. 

A. Analyzing Performance of Multistage RO using ANN 

The results from the first stage RO of the variables for 
temperature, pressure and salt concentration is given in the 
ASPEN Plus simulation model again for the second RO stage 
to obtain data on the purity of water in percentage. 

This result data is then taken and fed to the neural network 
software to be trained for prediction. In the second stage of the 
RO, three layers were implemented for the hidden layer. The 
data was divided into 70% training data, 15% validation data 
and 15% test data selected randomly. They were trained in the 
neural network to give out these results (Table VI). 

The graph from Fig. 8 represents the performance of the 
Mean Square Error (MSE) with respect to each epoch the 
training of ANN undergoes in the first stage RO process.  The 
MSE is achieved by calculating the mean of the square of the 

difference between the actual and the ANN output for all the 
data points. It can be seen the best validation performance of 
this RO desalination process was achieved at the 35th 
epoch(iteration). In the model summary for the first stage (Fig. 
7), information about the training algorithm and the result for 
each data set is presented for the inputs and outputs of the RO 
desalination process. 

The second stage RO dataset of the variables for 
temperature, pressure and salt concentration is given to the 
ASPEN Plus simulation model again for the second RO stage 
to obtain data on the purity of water in percentage. 

This result data is then taken and fed to the neural network 
software to be trained for prediction. In the second stage of the 
RO, three layers were implemented for the hidden layer. The 
data was divided into 70% training data, 15% validation data 
and 15% test data selected randomly. They were trained in the 
neural network to give out these results. The same Levenberg- 
Marquardt training algorithm was used in the second stage of 
training to receive the following results (Table VII). 

TABLE VI. MODEL SUMMARY FOR STAGE 1 TRAINING 

Model Summary 

Predictors [Temperature Pressure Salt Concentration] 

Responses [Purity] 

Data division Random 

Training Algorithm Levenberg-Marquardt 

Performance Mean squared error 

 

Fig. 7. First Stage Best Validation Performance. 

TABLE VII. MODEL SUMMARY FOR STAGE 2 TRAINING 

Model Summary 

Predictors [Temperature2 Pressure2 Salt Concentration2] 

Responses [Purity2] 

Data division Random 

Training Algorithm Levenberg-Marquardt 

Performance Mean squared error 
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Fig. 8. Second Stage Best Validation Performance. 

On the other hand, when referred to Fig. 10, it could be seen 
a graph plot of MSE vs epochs run to train the second stage RO 
desalination process using the ANN. As a result, the best 
validation performance of the second stage training was 
achieved at 29th epoch which was much better validation 
performance that the first stage training. The same data division 
and training algorithm was used to help in comparing both 
stages of the RO process which can be seen in Fig. 9. 

 

Fig. 9. First Stage RO Training Regression Plot. 

 

Fig. 10. Second Stage RO Training Regression Plot. 

In Fig. 9 and 10, the regression plots can be seen to show 
the network prediction with respect to responses. Both these 
graphs test the relation between the actual output with respect 
to the target for training, validation, and test sets. In these 
graphs, it can be seen the output (from ANN) is very close to 
the target (actual purity of water from the process). It can be 
concluded that the close relationship between ANN output and 
target can be from the high correlation reflected in the R-value. 
Moreover, when the graphs are compared for the first stage and 
second stage, it could be seen that the correlation of the second 
stage RO process has good performance and would aid better 
in predicting more accurately. 

B. Analyzing Performance of Multistage RO using SVM 

The data from the first stage was loaded to MATLAB 
workspace to go on with the training process.  It was trained 
using a standardized data. This means the software centers and 
scales each column of predictor data(X) by the weighted 
column mean and standard deviation.  This trains the model by 
a standardized predictor matrix, while storing the 
unstandardized data in the model property X. Moreover, the 
convergence information of the model was set to ‘Converged’. 
When computed the optimizing routine of the Solver was found 
to be ‘SMO’ (Sequential Minimal Optimization) and the mean-
square error of the model was 0.2630. Each element of the 
initial estimates of alpha coefficients corresponds to an 
observation in X. As the Alpha cannot contain any NaNS, it can 
be observed the model had run properly as it listed all elements 
(Table VIII). 

The data from the second stage RO process was also loaded 
into MATLAB and trained using the same SVM (Table IX). 
Temperature, pressure, and salt concentration were all grouped 
together and trained to produce water purity. This dataset was 
trained with the 'fitrsvm' function and the 'Standardized' model 
training method [16]. The computed mean square error of the 
second stage was 1.0451. The resulting epsilon, known as half 
the width of the epsilon-insensitive band, stores a nonnegative 
scalar value of 1.2149. Because the Standardize option was set 
to true during training, the Mu value is also be provided, with 
the length equal to the number of predictors. 

TABLE VIII. FIRST STAGE SVM TRAINING 

Property Value 

Epsilon 0.9032 

Solver ‘SMO’ 

Bias 17.9891 

Kernel Parameter Linear function, scale 1 

Alpha 
[1;1;0.572330238305089;-0.275138601731484;-

0.297191636573605;-1;-1] 

Beta 
[-0.001485696802116;9.495296357877216;-

3.931750668547228] 

Mu 
[23.555762711655710,23.548202705561412,28.190

442046205046] 

Sigma 
[5.977559943498434,5.982586319655137,5.794770

001389037] 
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TABLE IX. SECOND STAGE SVM TRAINING 

Property Value 

Epsilon 1.2149 

Solver ‘SMO’ 

Bias 17.74008 

Kernel Parameter Linear function, scale 1 

Alpha 105 x 1 double 

Beta 
[-0.013834278784691; 

0.362070130142010;11.741070351439940] 

Mu 
[24.765164217883978,28.057443299385262,37.792

550502075830] 

Sigma 
[6.400203608352864,2.922463103239594,5.838943

078299873] 

After training the first and second stages of RO desalination 
with cross-validation SVM, the results for both sets were 
displayed in Tables VI and VII. When trained with the 'fitrsvm' 
function, the Mean-Squared Error of the loss function was 
measured for both stages to evaluate the performance of the 
training. The MSE for the first trained model was 0.2360 and 
for the second trained model it was 1.0452. This indicates that 
the output obtained from the first stage of RO desalination 
training is more similar to the actual output, as it has a lower 
MSE than the output obtained from the second stage of training. 
Although the MSE of the second stage was found to be slightly 
higher, it could be trained to predict the actual water purity 
when given the correct RO desalination process parameters. 

IV. CONCLUSION 

This paper used Artificial Neural Network and Support 
Vector Machine algorithms to train multi-stage Reverse 
Osmosis desalination data. Both techniques used ASPEN Plus 
simulation data to predict the entire RO process. ANN trained 
RO's first and second desalination stages. Training resulted in a 
high correlation between actual and obtained output and 
increased water purity. 

The trained ANN predicted multistage RO desalination well 
given the inputs. The SVM can train and predict multistage RO 
desalination. It used ASPEN Plus simulation data. ANN had a 
higher classification and prediction rate than SVM despite its 
shorter execution time. ANN outperformed SVM with 
multistage RO alignment based on AI function 
implementations. 

This study signifies that the use of Artificial Intelligence 
techniques could bring ease of processes if implemented well. 
In this case, the multi-stage RO process was made to be trained 
both using the ANN and SVM to determine the prediction of 
water purity. Both techniques would yield an accurate 
prediction rate based on the data fed previously but exhibit 
slight differences on their output. This research aimed to study 
what the differences are amongst both techniques and help 
determine which to implement on the research. MSE, 
regression correlation, and other functions can be used to 
compare the two stages of RO desalination. These findings 
from training the collected data using ANN and SVM could 
lead the research to further use other training models on future 
work to find the best training model that would align with the 
multi-stage RO process. Future research could focus on 
predicting multistage RO desalination properties and factors 

using ANN and improving SVM prediction performance. 
Moreover, the exploration and validation of new prediction 
techniques for different applications could be of great 
importance for future research. 
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Abstract—Current smartphones meet all the criteria for 

university application. This technology opens the door to develop 

new techniques to enhance teaching methods. In addition, it 

presents an interest solution for students’ guidance and helping. 

Thus, the idea of this proposal aims to provide a platform around 

smart phone based on android to help student and teachers 

managing their courses. It is based on the Internet of Things to 

increase digital interaction and improve the teaching process 

while delivering traditional lectures. The system encompasses 

three main parts. The first step is carried out for guiding 

students to find their classroom and teacher’s desk. The second 

part was developed to help teachers to monitor the attendance of 

students. The third part is dedicated for improving e-learning in 

classroom by managing the educational process with the purpose 

of providing the adequate platform for data management. The 

platform, therefore, succeeded to provide the adequate solution 

to prevent the misuse of smart phone in classroom, and to 

enhance the learning methods using smart technologies. 

Keywords—Android; classroom; e-learning; data management; 

IoT; smartphone 

I. INTRODUCTION 

Today, smartphone immersion phenomenon of almost all 
students becomes a critical problem from an educational point 
of view. Obviously, the presence of a mobile phone decreases 
performance during and negatively affects the ability to 
concentrate. Unfortunately, smartphone can be a tool for 
students’ distraction. Social Medias are among reasons that 
cause lack of course follow-up. Gowthami, S., and Kumar, S. 
V. K, discussed the factors that lead the loss of concentration 
for students in classroom, such as, the use of smartphone for 
chatting, playing online and checking e-mails [1]. In addition, 
Masadeh, T. S. Y, tackled the same problem of students’ 
distraction in classroom by providing the barriers of using 
smartphones [2]. Furthermore, another research analyzed four 
hypotheses for the effects of smartphones usage of different 
cultures including, distraction, addiction, the non-usage of 
smartphones and the effects of female users [3]. This research 
conducted to prove the defects of using smartphone in 
classroom. In addition, Al-Furaih, S. A., & Al-Awidi, H. M. 
proved the disengagement cause of students when using their 
smartphones in classroom [4]. Otherwise, a research focused 
on the use of smartphone even in online courses, proved that 
students who learn using their smartphone showed a stronger 
negative effect in academic performance [5]. 

According to this brief analysis, these factors lead to ensure 
compliance with the rules and the law. The use of telephones is 
prohibited in class. It's a way to protect students from loss of 
concentration due to tablets and phones. Should you or 
shouldn't you have your cell phone at university? The question, 
which is a matter of discussion in many universities in the 
country, leads to a larger problem. 

In fact, prohibiting students of using smartphone presents a 
real challenge. This leads to study the aspects of using 
smartphones in the classroom, to propose solutions to turn the 
smartphone into classroom aid. UNESCO in a series of 
documents on mobile learning paints an excellent portrait of 
the perceived advantages and disadvantages of using mobile 
devices in a learning context. Two documents are particularly 
interesting, namely Policy Guidelines for Mobile Learning [6] 
and Turning on Mobile Learning in North America: Illustrative 
Initiatives and Policy Implications [7]. They highlight a 
number of pedagogical benefits, but also more personal 
benefits to the use of smartphones in the classroom. 

• Possession of a mobile device in the classroom would 
make it possible to personalize learning by offering the 
flexibility to pace one's learning and to learn according 
to one's preferred mode [8]. 

• Mobile devices in the classroom would facilitate 
immediate feedback and assessment by leveraging the 
interactive capabilities of the devices [9]. 

• Mobile devices would promote productivity and active 
learning by maximizing the time spent in class and 
moving away from more passive modes of knowledge 
transmission [9]. 

UNESCO also addresses barriers perceived by policy 
makers and teachers to the use of mobile devices in the 
classroom for educational purposes [10]. 

• Issues of behavior and civility are often raised. 

• The disruptive and distracting nature of AMCs. For 
example, a 2013 research report demonstrated that the 
use of laptops in the classroom can impact 
concentration and learning both for the student they use 
it and for the students who are close to the user [11]. 

• The heterogeneity of mobile devices and the size of 
screens can be a barrier to their use in class. 

*Corresponding Author. 
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Thus, applications around Smart phone should be 
developed to prevent its misuse. Incorporating technology into 
education is a great way to actively engage students, especially 
as digital media surrounds young people in the 21st century. 
Interactive white boards or mobile devices can be used to 
display images and videos, which help students visualize new 
academic concepts. Learning can become more interactive 
when technology is used as students can physically engage 
during lessons and instantly research their ideas, which 
develops their autonomy. 

Therefore, many searches were well developed to include 
technologies in classroom [12]. These led to prove the reliable 
ways to use smartphone in classroom preventing its misuse. 
Here, G. McKinley reviewed the benefits of using smartphone 
in classroom and how it can be a source of distraction [13]. 
Therefore, it is pivotal to extract the application of smartphone 
to be used as learning aid such as, incorporating multitasking 
by smartphone in order to prevent the blank time [14], 
accessing supporting information or teaching materials [15]. 

These projects led to develop application around the 
smartphone for the real time interaction in classroom, which is 
the main objective of the proposed idea. It is aimed to turn the 
smartphone as a learning aid in classroom. The proposed 
application provided a reliable platform for e-learning 
improvement. It guides new students to find their classroom or 
teacher’s desk, it helps teachers to monitor attendance of 
students automatically, it helps students to download daily 
courses and follow-up from their smartphones and it offers the 
possibility to perform chatting group for classroom activities. 

II. RELATED WORKS 

The use of mobile phones in education is both a 
controversial and fascinating subject. For many, these devices 
appear as inconvenient objects in the classroom, which disrupt 
the smooth running and promote the dispersion of the 
concentration of the students. In addition, there are charters, 
internal regulations, which explicitly mention the prohibition to 
bring his telephone in the enclosure of the school 
establishment, which in the effective uses results in a use 
outside the courses. This idea is very beneficial during distance 
learning, which was relied heavily in the period of COVID-19 
pandemic. In some reasons, the classroom can be accessed 
from home relying on interfaces of virtual classroom, 
including, course materials and homework [9].  In fact, this 
period proves the efficiency on using technologies in 
classroom. As cell phones continue to advance in power and 
functionality and prove their usefulness as an educational tool, 
the inherent limitations of these technologies should not be 
ignored. Already not everyone trusts the digital revolution: the 
supporters of the traditional school and the blackboard are of 
course opposed to it, but also the defenders of alternative 
education systems in which the press has often been interested 
in recent years. More and more voices are raised against these 
innovations which aim to impose the intensive use of digital 
technology in schools [16]. Thus, introducing smartphone in 
classroom is critical, that lead to develop the adequate 
application and systems around this device. This maintains the 
advantages of using smartphone in classroom as aid tool. K. 
Machmud, et al. developed a fruitful method to overcome the 

anxiety related to whom learning English as foreign language 
[17]. In this contest, the use of such application like “Let’s 
talk” can be useful to practice English language [18]. In 
addition, several applications around smartphone support the 
theory of using this device in classroom can be beneficial [19] 
that help to manage course materials. Otherwise, smartphones’ 
applications can be used for attendance monitoring in 
classroom [20]. In fact, almost applications tackled some 
aspects of effective uses of smartphone in classroom. This led 
to develop an application around the smartphone which 
encompasses the management of attendance, assessments, and 
course materials management, focusing on students’ interaction 
in classroom using their smart devices. 

III. SYSTEM ARCHITECTURE 

Fig. 1 presents the entire system’s architecture of the 
proposed application. 

 

Fig. 1. System Architecture. 

The first step is carried out for students’ guidance. The 
student login with his university ID. The application, therefore, 
moves to the second step by guiding the student to the 
teacher’s desk for assistance or the classroom for attendance. 
Here, the application provides a new technique to facilitate 
hand over the assignment. In fact, the Google map was applied 
to achieve this goal as illustrated in the application interface 
under the item “location”. 

The third step will be performed when student find its 
classroom. It is a great platform to improve techniques of e-
learning and attendance monitoring. This technique confirms 
that the student is part of this course and records the entry time. 
When the confirmation is done, the application enables student 
to participate at the course interface which contains the lecture. 
In addition, it provides the possibility of making discussion 
groups when assigning activities. Thus, this method offers a 
new technique to improve e-learning and to use technology to 
fully engage student physically during the lesson. 

IV. METHODOLOGY 

In order to ensure the feasibility of the proposed 
architecture, a multilayer structure was adopted as shown in 
Fig. 2. The application structure is composed by three layers, 
including, main, data service and data analysis layers. 
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Fig. 2. Multilayer Structure of the Application. 

The main layer presents the application’s parts, which 
consists of master-slave architecture; the master (teacher) 
manages the students’ interactions during classroom lesson. 

The second layer is composed by the services of the 
application provided. It is adopted here to aid students for 
attending their classroom and/or teacher’s desk. When student 
attend his classroom, he will benefit by the system of e-
learning maintaining the objective of interaction during the 
lesson, which will be managed by the teacher. 

The last layer ensures the connectivity of the data for 
analyzing of its statistic. 

Based on the smartphone application, this platform 
encompasses the real-time classroom interaction and 
evaluation of learning quality. The main parts of the system 
include teacher data management, student response 
management, and data statistical analysis, as explained below. 

• Teacher data management includes data import, 
question and exercises management, students’ answers, 
etc. 

• Student answer management, including, teacher's 
exercise answering, submission, results displaying, etc. 

• Data analysis including statistical analysis of learning 
situation, of student attendance, of marks, etc. 

V. IMPLEMENTATION AND RESULTS 

The platform is implemented based on iBuildApp [21]. The 
data stored in the server provided by this application. The main 
interface of the application is presented in Fig. 3. It helps 
students to attend their classroom. It contains the lessons 
schedule, the content which will be available upon attending, 
the course references and assignments that depends on needs. 

The application was applied for computer sciences’ 
students of first level. The number of participants reached 25 
students. For accessing the platform, students should login with 
their university ID. Therefore, the teacher can manage 
attendance easily. In addition, he can hold statistics of students’ 
participations in assignments. 

 

Fig. 3. Application’s Interface. 

Upon student logs in to the platform, he can upload the 
content of the course as mentioned in Fig. 4. 

 

Fig. 4. Course’s Content Uploading. 

Indeed, the method proposed for accessing the content from 
the smartphone imposes students to use their devices for 
learning in classroom. It is proved by the statistics accumulated 
by the master’s platform (Fig. 5). 

 

Fig. 5. Content Accessing Time by Students. 
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The upload of content by students takes about 7 minutes. 
The time spent is caused by the internet connection for some 
students. Basically, almost of all students were succeeded to 
upload the content autonomously. Indeed, the result proves the 
possibility of transferring the pocket smartphone on classroom 
aid, without the need of providing training. Otherwise, the 
master’s platform was developed to monitor the participation 
of students during the lesson, including the online/offline 
identifications. 

In order to fully benefiting the use of smartphone, 8 
exercises were conducted for students’ evaluation and for 
applying the teamwork. The exercises were distributed for 8 
groups of students. According to Fig. 6, almost all students 
actively participate in answering assignment. This proves the 
good effect of students’ interaction using this platform. Based 
on this platform, the student interaction in class was 
significantly improved. When comparing with the traditional 
methods, the proposed platform is more efficient. 

 

Fig. 6. Groups of Students by Exercises. 

To demonstrate the efficiency of the proposed method for 
teamwork, the master’s platform was developed to provide 
assignments’ marks by application. In fact, the instantly 
evaluation encourages students for interacting. In addition, this 
method improves the feedback. 

VI. DISCUSSIONS 

The application was conducted to ensure the adequate 
evaluation of students preventing the misuse of smartphone in 
classroom. Thus, the evaluation was performed in three steps: 
At the beginning, the mid and the end of course. 

A. The Evaluation at the Beginning of the Course to 

• Become aware of the initial level of the students, so as 
to adapt their teaching according to their achievements. 

• Starting from their devices management to ensure 
benefiting the platform. 

• Engage their interest by asking a cryptic or problematic 
question. 

• Recall, remember, the concepts covered in the previous 
session. 

In fact, smart devices and tablets have invaded markets, 
homes and even schools, and it has become necessary to take 
advantage of these modern technologies to benefit the students 

in their academic achievement, especially if taking into account 
the motivation shown by most of them to use their personal 
devices in the classroom and the long time wasted in front of 
them. Thus, the quick response of platform accessing by 
students proves the efficiency of using the proposed 
application with the targeted users, and to adopt smartphone in 
classroom. It took all students to get in and start learning about 
7 minutes (Fig. 5). In addition, students' enthusiasm for using 
their devices was noted. It is proven by the participation of 
students in recalling the main parts of the previous lesson. This 
ensures that students remain fully focused during the lesson. 

B. Mid-Course Assessment for 

• Maintain students' attention. 

• Make the student active and actor, he participates in his 
learning for a better appropriation of knowledge. 

• Foster discussion and collaboration among groups. 
They can be asked to think and answer a question. 

• Engage all students. 

As the students' aspiration to everything technological 
facilitates the process of their response to the lessons, and then 
consolidates the educational materials for them in the long run. 

In fact, the use of mobile phones in classrooms may result 
in many problems and inconveniences, especially in light of 
the predominance of the negative nature of the use of them 
which is represented in violating the rules of the education 
system. During the class, isolation from the teacher, sending 
and receiving messages, exchanging information, and joking 
with each other, which can lead to a lower level of academic 
achievement among students. Thus, the master platform was 
developed to ensure the connection during the lesson. An 
indicator assigns the log out of student if he opens another 
application. In addition, the developed platform broadcasts 
lectures and discussions in a sophisticated way that students 
can interact with each other and with the teacher. This prevents 
the misuse of smartphone in classroom, providing the adequate 
solution to engage students. 

C. The Evaluation at the End of the Course for 

• Check the students' understanding and be able to 
readjust their teaching the next session if the concept 
has not been well understood. It can be a question or an 
application exercise. 

• Promote the recall, and therefore the appropriation, of 
the main concepts that were discussed during the 
session. 

Regardless of the wide controversy that characterizes 
mobile education and the differences between academics and 
those interested in educational affairs around it (mobile 
education between supporters and opponents), technological 
development imposes itself on everyone, especially if it is 
accompanied by great interest and knowledge on the part of the 
center of the education process, who are the students. 

Indeed, the proposed idea succeeded to build a knowledge 
system, in which the features of the image of mobile learning 
technology, its environment, characteristics, and benefits 
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become clear. It is based mainly on telecommunications, so 
that the learner can freely access educational materials, 
lectures, and assignments in order to be an active element in 
the educational process. 

Finally, the marks achieved by the students at the end of 
assignment proved the success of the applied educational 
process (Fig. 7). It is proved that all students were engaged 
during the lesson. Reviewing and evaluating the duties and 
achievements of the students, presenting the results of the 
assessment and providing feedback to the students, contributed 
to further enriching the advantages of using the smartphone 
during the lecture. 

 

Fig. 7. Assignment’s Marks. 

VII. CONCLUSION 

Smart devices have become necessary to exploit these 
modern technologies for the benefit of students in their 
academic achievement, especially if taking into account the 
motivation factor that most of them show in using their 
personal devices in the classroom. In fact, the cost of this 
technology is relatively low; education by mobile phones will 
not cost students additional financial burdens. 

In this paper, a novel technique was applied using this 
smart device in order to be the main tool of the educational 
process in classroom. Thus, an application around Android 
platform was developed to achieve the idea’s goal. It provided 
malty layers for teachers to manage their classroom, and the 
possibility for students to be active element in the educational 
process. 

In addition, the method of assignment answering and 
evaluating led to the success of adopting smart phone as 
educational tool in classroom. Adding more activities to the 
traditional lessons led to the attractiveness of the scientific 
material and the learning environment. 

This platform, therefore, can open the door to develop more 
applications around smart phones for other courses. 
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Abstract—This paper presents a novel system architecture for 

implementing a cultural mapping system for the community of 

Buayan, a remote rural village in Sabah, East Malaysia. By 

considering various shortcomings of the local environment and 

the need for a community-sustained system, the cultural mapping 

system was designed to leverage a new set of architecture to 

achieve minimal implementation cost and higher reliability to 

survive the rural environment. The new architecture evolves 

from previous Telecentres’ design and implementation 

experience that was targeted at larger scale ICT systems. This 

paper also highlights the critical influence of power provision on 

the digital system implementation in rural areas, which always 

incurs a significant amount of the overall implementation cost. 

An efficient ICT system architecture will significantly reduce the 

cost of its associated power provision. The implementation of the 

cultural mapping system using the new ICT architecture at 

Buayan is also being described. 

Keywords—Rural system architecture; telecentre; cultural 

mapping; sustainability 

I. INTRODUCTION 

Modern Information and Communication Technology 
(ICT) advancements have made thousands of online services 
possible, and the well-established cloud architecture has also 
enabled more and more highly accessible cloud-based 
services. The high speed and massive deployment of various 
means of communication networks, such as optical fibre and 
mobile cellular data networks, allow access to online systems 
anywhere and anytime. While the developed world moves 
rapidly to offer more comprehensive solutions by integrating 
different services, remote rural places in other parts of the 
world still struggle with basic amenities and communication 
access. The development of these remote places can never be 
treated as equal, as the same online services may not be 
practical for those living in these areas. The digital divide gap 
between the rural and urban areas can get more prominent, 
especially when infrastructure development is driven by 
commercial entities based on return-on-investment (ROI). The 
relatively small rural population can be a disadvantage in 
obtaining the same level of infrastructure development. Due to 
the different levels of readiness in basic infrastructure, 
deploying digital systems in remote rural areas would require 
a more rural-friendly architecture to achieve a more practical 
and sustainable system implementation in such an 
environment. In this paper, we describe our work on 
designing, prototyping, and deploying a custom-made cultural 
mapping system for the community of Buayan, a remote 
village in East Malaysia. The village is located at the edge of 

mobile network coverage, where the overall network 
connectivity is relatively poor and slow. On top of that, the 
relatively inconsistent micro hydropower system used in the 
village adds a further challenge to deploying service hosting 
that requires a stable and consistent power source. Hence, we 
proposed an all-in-one architecture solution inclusive of 
power, ICT system, and cultural mapping software application 
that enables the local community to better self-sustain. The 
proposed architecture is tailored to the Buayan environment 
and is a smaller-scale version of our previous work on 
Telecentre design [3]. Apart from enjoying the common 
benefits of cultural mapping, the Buayan community has 
another more crucial intention: to inventory the local cultural 
heritage and community living continuously. These efforts 
enable the community to better inform the authorities in 
support of their fight to protect the local heritage and live 
against the planning of the mega-dam project in the same area. 
This paper is organised by highlighting the need for cultural 
mapping in Buayan in Section II, and followed by background 
on rural ICT system deployments for rural areas in Section III. 
Section IV summarises the important challenges of ICT 
system implementation in rural areas that lay the design 
foundation and consideration for the proposal of the cultural 
mapping system architecture in Section V. Section VI 
describes the actual system implementation in Buayan. 

II. NEED FOR CULTURAL MAPPING 

Cultural mapping is a systematic approach to identifying, 
recording, classifying, and analysing a community’s cultural 
assets and resources [1]. A software system has been 
developed to assist with cultural mapping activities for the 
community of Buayan. Buayan is a remote village in the Ulu 
Papar region of Sabah in East Malaysia. Although the Dusun 
people have inhabited the area for at least six generations, the 
record of their cultural assets and resources has been minimal 
and incomplete. Access to Buayan requires going through the 
Crocker Range of a mountain on a bumpy drive. The journey 
during the monsoon season can be very challenging, even for 
the most powerful 4-wheel drive vehicles [2]. For the past ten 
years, the government has had plans to build a hydropower 
dam that would flood everything, including all cultural 
heritage within the area. Hence, the villagers have been 
working hard to convince the government to change the plan 
for the hydropower dam by justifying to the government 
agencies the rich heritage and the vast community activities 
within the sites. The cultural mapping system came in to ease 
the process of identifying and recording cultural assets of the 
Buayan community. The cultural mapping system is an 
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independent system that manages, maintains, and keeps all 
data locally for the community’s sole interest. The 
community's concern for data privacy is one of the primary 
considerations of the cultural mapping system design to 
prevent a third party having ownership or access to the data 
that might be used against the community itself. As a result, 
the entire cultural mapping system will be hosted locally 
within Buayan and accessible only to the Buayan community. 
In order to achieve such a goal, a robust ICT system 
architecture must be designed and developed to support the 
cultural mapping system that is sustainable by the local 
community in such an environment. 

III. BACKGROUND 

For the past two decades, the most promising solution 
towards bridging the digital divide in rural areas has been to 
erect Telecentres in strategic locations to enable various 
computer and communication services to serve the 
surrounding populations. The development of telecentres 
enables ICT services in the middle of nowhere and acts as a 
social and economic development centre for the local 
communities. The complete computer systems, printers, and 
telephony connected through Very Small Aperture Terminal 
(VSAT) satellite communication links have made electronic 
communications such as the Internet and email possible for 
rural communities. The initial design of telecentres was 
simply to deploy existing urban computing and 
communication architecture into rural areas; thus, such 
deployment is typically very expensive because the telecentre 
architecture must include a complete power supply 
infrastructure solely to support the day-to-day operation of the 
entire telecentre. The eBario Telecentre, deployed in 2002 for 
the Bario community at the Kelabit Highland in East Malaysia 
[3], adopted this design. Its power supply infrastructure is a 
hybrid diesel power generator and a standalone solar power 
system. The overview of the eBario Telecentre architecture is 
shown in Fig. 1. 

The solar power system was backed by the diesel power 
generator when it could not provide sufficient power to the 

Telecentre. As the cost of diesel and transportation rises year 
after year, more solar panels and batteries are added to 
compensate for the reduction in diesel power generators. The 
battery sub-system of the solar power system has also 
undergone replacement after five years due to wear and such 
replacement was very costly. The battery replacement could 
cost as much as 50% of the entire solar power system 
implementation due to the conventional solar power system 
using multiple high-capacity lower voltage modules to form 
the specific battery bank required by the solar power system. 
For example, a 24V solar system would require 12 units of 2V 
battery modules to form a 24V battery bank needed for the 
24V solar system. For a 500Ah battery bank, 12 units of 
500Ah deep cycle Seal Lead Acid (SLA) are required, and 
each battery unit can weigh up to 130kg. As a well-known 
fact, transportation into the rural area is already very costly, 
and Bario can only be accessed via air during deployment 
time. Transporting such batteries into Bario requires a Twin-
Otter cargo plane into Bario. The biggest drawback of 
adopting the urban ICT architecture for rural deployment will 
be the overwhelming requirement for power supply. Table I 
shows how much the national grid and the standalone solar 
system cost for the same average daily energy use of 13 kWh. 

TABLE I.  COMPARISON OF ENERGY COSTING FOR THE SAME AVERAGE 

DAILY USAGE OF 13KWH BETWEEN THE STANDALONE SOLAR POWER 

SYSTEM AND THE NATIONAL POWER GRID  

Estimated Energy Usage 

Daily usage: 13kWh (six 250W personal computers with eight daily hours of 

operation) Total usage for ten years: 46,800kWh 

Energy Costing 

Standalone Solar Power System  National Power Grid 

First 5 years + initial installation 

(4kW Solar): RM180k 
RM7k (based on RM0.30 per kWh) 

Next 5 years (battery replacement): 

RM50k 
RM12k (based on RM0.50 per kWh) 

Total expenditure for ten years: 

RM230k RM19k 

 

Fig. 1. The eBario Telecentre Architecture [3]. 
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The above comparison shows that the energy cost for 10 
years while using the national power grid is less than 10% of 
the total investment of deploying a standalone solar power 
system. The rural areas have no access to the national power 
grid, so the standalone solar system is the only viable power 
option. Therefore, power provision contributes to a 
significantly high percentage of the overall ICT 
implementation cost in rural areas. The overall cost of the 
solar system is determined largely by its designed power 
capacity. The higher the power requirements, the more 
expensive the system is. This includes the higher cost of 
transporting more solar panels, batteries, and supporting 
structures into rural areas. Hence, in order to reduce the 
overall rural ICT deployment cost, a more power-efficient ICT 
architecture is crucial. 

The newer Telecentre model, deployed for rural sites such 
as Long Lamai, Ba’Kelalan, Buayan, and Larapan in East 
Malaysia in 2009 [4], has included an upgrade to a more 
power-efficient computing hardware platform. Instead of 
adopting conventional desktop computers with energy-hungry 
cathode-ray tube displays, the new Telecentre model adopted 
a mixture of energy-efficient desktop computers with liquid 
crystal displays (LCD) and laptop computers to strike a 
balance between energy efficiency and hardware cost. Fig. 2 
shows the improved eLamai Telecentre computing platform. 
Portable computers, such as laptops, were still relatively 
expensive, and mobility of computers was not required by the 
Telecentres during the time of implementation. With the new 
computing platform, the average daily energy consumption 
was a mere 3kWh. This figure shows a significant reduction in 
energy consumption of about 10kWh per day compared to the 
previous Telecentre implementation. This reduction would 
bring down the standalone solar system deployment to as low 
as RM60k instead of RM230k, as shown in Table II. Hence, 
the overall maintenance cost could reduce almost three times 
compared to the previous eBario Telecentre. In the actual 
eLamai Telecentre implementation, a 4kW solar system was 
deployed instead of the estimated 3kW system to provide 
power for other appliances’ usage. 

TABLE II.  COMPARISON OF ESTIMATED OPERATING COST BASED ON THE 

NEW ELAMAI TELECENTRE’S SOLAR POWER SYSTEM AND THE NATIONAL 

POWER GRID 

Estimated Energy Usage 

Daily usage: 2.88kWh (three 80Wdesktop computers and three 40W laptop 

with eight hours daily operation) 

Total usage for 10 years: 46,800kWh 

Energy Costing 

Standalone Solar Power System National Power Grid  

Approximate RM60k 

RM4320 (Based on RM0.30 per kWh 

for first five year, and RM0.50 per 

kWh for the second five year) 

In 2016, a new Telecentre architecture for the Orang Asli 
Telecentre programme (TPOA) was deployed [5]. The 
Telecentres consist of a mix of ICT systems with dedicated 
power supply modules and others that share the centralised 

power supply. The introduction of the dedicated power supply 
module for specific ICT systems, such as local content hosting 
and critical ICT appliance charging, was to further enhance 
the reliability of continuous service provision in the rural 
environment and compensate for the shortcoming of the 
power-sharing system that could be brought down by 
overwhelming usage and prolonged bad weather. The overall 
architecture for the Telecentre model is shown in Fig. 3. 

The TPOA Telecentre architecture consists of two solar 
power systems: one for centralised power provision for non-
critical but relatively high power consumption equipment such 
as VSAT modem/router, management desktop, networked 
projector, and lighting. Another solar power system is a 
modular design to support specific and more critical 
equipment such as content hosting servers, WiFi networks, 
and charging of tablets. By having a separate power provision 
architecture, service reliability of critical equipment could be 
achieved as a centralised power system can be brought down 
from time to time for many reasons, such as overwhelming 
usage and bad weather. 

Unlike our design, the rural ICT implementations in other 
parts of the world were primarily focused on implementation 
strategies and models that did not consider the change in 
fundamental ICT system architecture that addressed the 
domestic problems of the rural environment. For example, a 
software-defined IPv6 network paradigm has been proposed 
for Nepal [6], but the context of the proposal is very much 
leveraging on the existing urban network efficiency paradigm 
for greener ICT. This proposal failed to take the local 
environment into account in its design considerations. 

Most proposed models and strategies rely on existing 
urban technology building blocks to form solutions for rural 
implementation. The main research drivers for rural ICT 
deployment are still in the provision of better quality and cost-
effective network accessibility to rural communities. For 
example, the VillageCell approach [7] focuses on enhancing 
the current mobile network provision to achieve a better voice 
call experience that does not address local limitations. In 
short, the system architecture should adapt to the 
implementation environment to achieve overall efficiency and 
minimise over-provision that could cause a hike in overall 
implementation cost. We are making reference to our previous 
works on green power architecture considerations for rural 
computing to customise a novel ICT system architecture for 
the application of cultural mapping in Buayan. Among the 
considerations are efficiency of power conversion, storage 
technology, and microprocessor power mode [8]. 

IV. CHALLENGES OF ICT SYSTEM IMPLEMENTATION IN THE 

RURAL 

Many factors influence the implementation of ICT systems 
in the rural environment. Usually, these factors determine the 
design of the system and also its associated power supply. The 
following challenges are to be addressed for the specific case 
of implementing the cultural mapping system for Buayan.
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Fig. 2. The eLamai Telecentre Architecture. 

 

Fig. 3. The TPOA Telecentre Architecture. 

A. Reliability and Stability of the Local Electrical Power 

Supply 

The village of Buayan is powered by a community-
operated micro hydro system with limited capacity. The 
operation of the micro hydro system is greatly influenced by 
the change of seasons: during the drought season, the village 
will have an intermittent power supply. The intermittent 
power supply could last for days or weeks if the drought 
season is prolonged. Such an unreliable and unstable power 
supply is unsuitable for digital service hosting in the village, 
as the frequent power cuts could damage the system or corrupt 
the data. The micro hydropower supply system is community-
operated; thus, the community also bears high maintenance 
costs, resulting in expensive per-kWh charges. Hence, it 
would be good to have a more reliable power supply module 
to power the cultural mapping system independently. 

B. Difficult Physical Access to the Village 

The limited accessibility to the village will lead to higher 
transportation costs for transporting goods and technical 
personnel. Hence, the entire digital system and its power 
supply module should be small enough to be carried easily by 
the 4-wheel drive vehicle. In such a remote rural area, it can 
be hard to get technical support for the digital system. Not 
only does transportation cost more, but it also depends on the 
weather and the state of the roads. 

C. IT Literacy of the Local Community 

The adoption of technology in the village is relatively slow 
due to patchy network connections via the cellular network. 
Hence, a software system with a steep learning curve is a no-
go as any encountered technical problem will render the 
system useless because no one can resolve the issue. 
Furthermore, patchy communication access makes providing 
support over the phone even harder. The community may even 
have a problem reporting any issues encountered and technical 
difficulties could take weeks or months to resolve.  

V. PROPOSED CULTURAL MAPPING SYSTEM 

ARCHITECTURE 

New system architecture will be proposed that addresses 
all the shortcomings of the current implementation 
environment in Buayan. The new system architecture should 
have the following characteristics: 

a) Highly Efficient in Power Consumption: The more 

efficient the system's power consumption, the smaller the 

power supply system can be used, resulting in a lower cost of 

maintaining the system and its associated power supply 

system. Hence, the system design uses an IoT-based CPU with 

extremely low power consumption (4W to 6W). NAND-based 

solid state drive storage is adopted for its energy efficiency as 

well. 
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b) Small System Footprint: The system's footprint 

should be as small as possible to facilitate transportation into 

the remote village. With a smaller power requirement, the 

power supply system can also be made smaller in its physical 

size. With less than 10W in mind, a renewable energy solar 

power system has been designed to support the system's 

operation for 24 hours a day, 7 days a week, and the size of 

the system is still relatively small for off-road transportation. 

c) Low-Maintenance Software: Software glitches, such 

as those in the operating system and the software application 

for cultural mapping, should be kept to a minimum. A Linux-

based command-line interface operating system environment 

has been used to eliminate graphical user interface-originated 

problems and to reduce the processing and memory 

requirements for the system. All services, such as web hosting, 

database, network sharing, secure socket shell, etc., were 

executed automatically without user intervention every time 

the system started. Whenever there is a power cut to the 

system, the system will be back online automatically once the 

power is restored. 

The cultural mapping system hardware architecture is 
shown in Fig. 4. The integrated application hosting and the 
portal system consist of both the IoT computing system with 
its NAND storage appliance for cultural mapping applications 
and the solar power controller that provides power to both the 
IoT system and the external WiFi router that acts as the 
wireless network interface for user device access, such as an 
iPad. The renewable solar power system is an appropriate 
power source owing to the solar power availability in the 
Buayan region, which has direct normal irradiation of more 
than 3kWh/m2 daily [9]. The proposed solar power system 
design uses five sets of 30W panels and is configured for a 
40Ah lead-acid car battery. The reason for adopting a car 
battery is that the battery is a consumable item and needs to be 
replaced every two years. Hence, to enable easy replacement 
by the community, the battery shall be the type that can be 
easily found in the nearby town. The solar system-specific 
battery is relatively more challenging to obtain. The adoption 

of the solar power system with charging ports is to create a 
self-sufficient ecosystem where the same system can also 
charge the iPad used for accessing the cultural mapping 
system.  

VI. SYSTEM IMPLEMENTATION AT BUAYAN 

The system was successfully implemented in one of the 
households in Buayan in August 2022. Fig. 5 shows the 
proposed system’s implementation, which includes an 
integrated application hosting and portal system module, a 
battery bank, and installed solar panels. Fig. 6 shows the 
community interacting with the cultural mapping system via 
the iPad. 

The deployed system has been observed to be running well 
24 hours a day. The solar power supply is consistent, and the 
hosted cultural mapping service is stable. Local communities 
have been using the system for cultural inventory every few 
hours a day. We look forward to further feedback from the 
users if any new system-related issues are discovered. 

VII. CONCLUSION AND FUTURE WORKS 

This paper presents the implementation of a new system 
architecture specifically designed to overcome local 
limitations to ensure a more reliable, cheaper, and community-
maintainable system for the purpose of cultural mapping. The 
proposed architecture evolved from previous Telecentres 
design experience to address the community’s need for a 
specific application. By being able to design and implement a 
system architecture that scales down significantly to minimise 
power requirements based on its application, the crucial 
renewable energy solar system design will also be designed 
into a smaller and portable system, which is critical for rural 
implementation. The significant costs incurred in digital 
system implementation in remote rural areas are the provision 
of power supply and transportation. Although cloud 
computing might not be suitable based on the patchy and slow 
network connection in Buayan, remote management will be a 
good initiative to provide technical support to the Buayan 
community remotely. 

 

Fig. 4. The Cultural Mapping System Hardware Architecture. 
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(a) (b) (c) 

Fig. 5. The Hardware and Software Implementation of the Proposed System at Buayan. (a) The Housing for the Integrated Application Hosting, Portal System 

Module and Solar Power System with Charging Ports, (b) The Energy Storage System with Two Parallel Connected Car Batteries, and (c) the Five 12V 30W Solar 

Panels of the System. 

 

Fig. 6. The Community Were Interacting with the Cultural Mapping System 

via the iPad. 
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Abstract—With the advent of the era of big data, the 

phenomenon of information overload is becoming increasingly 

serious. It is difficult for academic users to obtain the information 

they want quickly and accurately in the face of massive academic 

resources. Aiming at the optimization of academic resource 

recommendation services, this paper constructs a multi-

dimensional academic user portrait model and proposes an 

Academic Resource Recommendation Algorithm Based on user 

portrait. This paper first, combs the relevant literature and 

information; Secondly, to obtain the attribute tags of multi-

dimensional user portraits, a set of questionnaires are designed to 

collect the real information of academic users, and the 

corresponding academic user portrait model is constructed; Then, 

the collected data is processed through certain rules, and the user 

is quantitatively modeled based on the data through mathematical 

means; Finally, through the construction of the completed 

academic user portrait model, combined with collaborative 

filtering algorithm, provide personalized academic resource 

recommendation services for academic users. Through the 

verification and analysis of simulation experiments, the Academic 

Resource Recommendation Algorithm Based on the user portrait 

proposed in this paper plays a great role in expanding users' 

interest fields and discovering new hobbies across fields and 

disciplines. 

Keywords—Personalized recommendation system; user portrait; 

academic resources; collaborative filtering 

I. INTRODUCTION 

Academic users are increasingly finding it difficult to obtain 
the information they want quickly and accurately in the face of 
massive academic resources, which often require a lot of time 
and energy. Therefore, the research of personalized 
recommendation services for academic resources is particularly 
important. Personalized recommendation services of academic 
resources can mine users' potential interests according to the 
personalized attributes of academic users, to actively 
recommend the academic resources users need [1]. Therefore, 
personalized recommendation service of academic resources 
has greatly improved the shortcomings of traditional retrieval 
systems, such as redundant information and difficult screening, 
and can meet various preferences and needs of academic users. 

A. The Statement of the Research Problem 

At present, most of the recommendation systems in the 
academic field adopt Content-Based Recommendation methods. 
The Content-Based Recommendation method focuses on the 
similarity of content features, which ignores most user 
preference features, such as the level of academic resources, the 

author of academic resources, etc. There are still many common 
problems in the recommendation of academic resources. For 
example, the recommendation of multiple types of academic 
resources, the preferences and needs of users with different 
identities, etc., resulting in unsatisfactory recommendation 
results [2]. 

1) Traditional search engines rely too much on keywords, 

and do not take into account the retrieval users' own attributes, 

such as interest preferences, research fields, retrieval purposes 

and other factors, which do not meet the requirements of 

personalized recommendation services. 

2) The diversity of academic resources in the existing 

academic recommendation system is low, and it is impossible to 

recommend interdisciplinary and heuristic resources. 

B. Research Objectives 

1) To study the existing personalized recommendation 

algorithms of academic user modeling, academic resource 

modeling and academic resources. 

2) To propose appropriate academic resource 

recommendation strategies, find the deep connection between 

user personalization and literature diversity, and recommend 

users with personalized and diversified recommendation results. 

3) Accurately reflect user characteristics, meet users' 

diverse reading needs, build a multi-dimensional academic user 

portrait model, and form an Academic Resource 

Recommendation Algorithm Based on user portrait on the basis 

of collaborative filtering algorithm. 

C. Research Question 

There are two important issues that need to be addressed. 
First, how to calculate the similarity between students through 
behavioral data, and require that the similarity reflect the 
interests and learning characteristics of student strengths. 
Second, after identifying a new sample of near-neighbor 
students, how to determine the set of recommended courses to 
be selected based on the near-neighbor students' course 
selection records [3]. 

D. Rationale of the Study 

In view of the insufficient characteristic information of the 
current academic resource database, which leads to the 
incomplete recommendation system, based on the current 
relatively mature database, this paper uses the literature 
research method, questionnaire survey method, big data 
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analysis and other related research technologies to lay the 
foundation for the follow-up recommendation system research. 
At present, the existing recommendation methods are mainly 
divided into content-based recommendation methods, 
collaborative filtering-based recommendation methods and 
hybrid recommendation methods. Based on the previous 
research, this paper builds a multi-dimensional academic user 
portrait for academic users, adopts the optimized collaborative 
filtering recommendation model, and tries to find cross domain 
academic resources that users are potentially interested in and 
have certain guiding significance for users [4]. 

E. Research Gap 

From the current status of research, we can see that in recent 
years, there have been numerous studies on recommendation in 
education at home and abroad, but most of these studies are on 
K12 education, i.e., basic education, and fewer studies on 
learning resource recommendation algorithms for students in 
higher education. Therefore, it is more difficult to recommend 
learning resources for students in higher education than for 
students in basic education. In previous studies on learning 
resource recommendation, most of them improve the classical 
collaborative filtering algorithm to achieve the effect of 
improving the recommendation accuracy, and the user profile 
is not systematically utilized, which will be affected by factors 
such as cold start and sparse data matrix, resulting in poor 
recommendation effect. 

To sum up, recommendation system is very crucial to solve 
the problem of resource overload, which attracts the majority of 
enterprises and scholars to conduct research. However, the 
application of recommendation system in the field of online 
education is not widespread and the recommendation algorithm 
is not perfect, and there is no integration of user portrait into the 
process of recommendation algorithm, especially there is no 
recommendation algorithm of learning resources for college 
students, and college students, as the backbone of online 
education, are an important part of online learning users, so it 
is necessary to realize the recommendation algorithm of 
learning resources integrating user portrait for college students, 
and Complete the design and development of the learning 
resource recommendation platform. 

II. LITERATURE REVIEW 

Academic resource recommendation service is a relatively 
mature service in the field of scientific research, and the 
existing research focuses on different aspects, which cannot 
meet the diversified needs of users. For example, CiteULiket 
focuses on maintaining the citation relationship of papers, 
Google Academic provides a complete paper search function, 
and Aminer platform uses data mining algorithms and analyzes 
social networks to provide academic users with not only basic 
academic resource retrieval services, but also current hot 
academic topics, visualization of trends in research directions, 
and deep mining of scholars' social networks and other 
functions. In order to further improve the academic resource 
recommendation service.Scholars build recommendation 
algorithms for academic resources by studying users' academic 
behaviors to tap users' interests, research directions and other 
academic preferences. S. Bhaskaran et al. used content filtering 
algorithms to analyze user behavior, such as citing papers and 

displaying ratings, to recommend academic papers of interest 
to users [5]. M. Venkatesh et al. used machine learning 
algorithms to construct a user requirements model that can 
adaptively match user preferences with a target library 
repository to complete user-oriented personalized 
recommendations of digital library resources [6]. 

In recent years, research trends in information behavior 
models have shown the following four aspects. 

First, the research content is further refined, both for a 
certain type of information behavior and for the characteristics 
of information behavior models; Second, the research object is 
further subdivided, the academic user group is divided into 
multi-level and multi-dimensional, and information behavior 
models for different subject areas; Third, the factors affecting 
information behavior are more explored, and efforts are made 
to explore the micro-level; Fourth, the research methods are 
diversified, mainly survey and interview methods are used in 
data collection, supplemented by literature analysis and 
experimental methods, etc. 

In general, the existing domestic and foreign academic 
resource recommendation systems and recommendation 
algorithms have met users' personalized needs to a certain 
extent. However, there are still some problems: firstly, the 
recommendation algorithms are mostly based on users' 
academic preferences, which makes the range of academic 
resources recommended relatively single and the diversity of 
academic resources low. First, the recommendation algorithms 
are mostly based on users' academic preferences, which makes 
the range of academic resources recommendation results 
relatively single and the diversity of academic resources low, 
and cannot achieve cross-disciplinary and cross-domain 
heuristic resources. The recommendation algorithm is mostly 
based on users' academic preferences. Secondly, in the face of 
the growth of massive academic resource data, the processing 
capability and machine learning capability of the system have 
become the key issues that must be addressed in the future 
academic resource recommendation system. In the future, the 
processing capability and machine learning capability of the 
system become the challenges that must be solved for academic 
resource recommendation systems. 

This section will elaborate and introduce the relevant 
background knowledge of this research content, including 
personalized recommendation and user portrait theory and their 
application in the field of academic resources. Finally, the 
commonly used evaluation indicators of the recommendation 
system and the subsequent chapters of this paper are briefly 
explained, which paves the way for the proof of measuring the 
scientific effectiveness of this paper. 

A. Personalized Recommendation Theory 

The purpose of the recommendation system is to use the 
collected user information and item information to establish 
user models and item models, and match them according to 
specific rules. The recommendation algorithm plays a bridge 
role in this matching rule. Finally, the rules contained in the 
algorithm are used to filter the calculation results, to find the 
products that users may be interested in, and recommend them 
to users. This section selects three types of recommendation 
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systems related to the research content of this paper for a brief 
introduction, which are: content-based recommendation system, 
collaborative filtering-based recommendation system, and 
hybrid recommendation algorithm. 

1) Content-based recommendation system: Content based 

recommendation is also called attribute based on 

recommendation. In the process of recommendation system, it 

can be seen that both items and users contain certain attribute 

information. Because the attribute information of items is 

relatively static and objective, it is very easy to calculate the 

correlation between the degrees of similarity. The content-based 

recommendation algorithm is to discuss whether the actual 

attributes of the two items to be recommended are similar. As 

the basis for judging whether to recommend or not, the core task 

of the algorithm is to calculate the similarity of the attributes of 

the items as shown in Fig. 1. 

 

Fig. 1. Content based Recommendation System. 

The disadvantages of content-based recommendation are as 
follows: 

a) Relying on the classification of the objects to be 

recommended, the quality of recommendation is greatly affected 

by the nature of the objects to be recommended. 

b) For users, the recommendation process is based on the 

analysis of existing content, and the recommendation results are 

difficult to innovate. Therefore, it is difficult to develop new 

product fields, and the ability to inspire users' interests and 

hobbies and promote users to contact new things is insufficient. 

c) In front of a new user who has no historical reading 

record at all, there is no interactive item record, and there is no 

way to analyze the characteristics of items, so it is impossible to 

match the content to achieve recommendations, and only 

provide content to users in a way similar to the "popular list". 

d) It requires a large amount of data of the object to be 

recommended, takes up large storage and computing space, and 

increases the cost of recommendation services. 

2) Recommendation system based on collaborative filtering: 

In the field of Resource Recommendation Based on 

collaborative filtering, resources are mainly based on traditional 

collaborative filtering algorithms. Recommendation work, 

establish user documents based on the semantic analysis of 

users' reading literature, find similar user documents and predict 

users' interests through traditional collaborative filtering 

methods, and realize personalized recommendation the accuracy 

of such recommendation algorithms is vulnerable to data 

sparsity and cold start problems [7]. Therefore, integrate users 

according to the types of scoring items and user scoring items, 

the user similarity is calculated, and the corresponding 

collaborative filtering algorithm is designed to improve the 

accuracy of recommendation results [8]. Niu et al. used three 

different types of information (users, items, user items) to deal 

with the problem of data sparsity, predicted the item score, and 

produced high-quality recommendation results [9]. L. Antony 

Rosewelt et al. proposed to integrate the intimate relationship 

between friends into the recommendation model to recommend 

resources for new users under the same interest topic [10]. 

Collaborative filtering recommendation research has 
obvious deficiencies in two aspects: 

On the one hand, these studies mainly use users' explicit and 
implicit behavior data to model users' interests, which is prone 
to the problem of data sparsity; on the other hand, these studies 
are often based on static scenarios, and it is difficult to cope 
with the real needs of online mobile recommendation of 
academic resources under the situation of constantly updating 
user data and changing user needs. 

B. Academic user Portrait 

User portraits for academic users are more focused. In order 
to more accurately recommend academic resources, it is 
necessary to obtain and describe the characteristics of academic 
users' interest in academic resources, so as to depict accurate 
academic user portraits. All the interest characteristics of users 
can be divided into different types [11]. One classification 
method is to divide user portraits into explicit features and 
implicit features according to different acquisition methods. 
Explicit features refer to a kind of academic user features that 
can be obtained directly without deep mining, such as name, 
age, education, major, identity, etc., and also include research 
directions and research fields independently defined by users. 
Such features can be collected manually, or automatically 
retrieved by software on the basis of user consent. The implicit 
feature is the feature attribute calculated and analyzed after 
deep mining a series of academic behavior and other 
information of academic users. Generally, it needs to be 
collected by software such as web crawlers and obtained by 
using the relevant algorithms of data mining. Explicit features 
are simple and fast to obtain, but the level is shallow and the 
flexibility is not high. Implicit features can mine more 
interesting features of users, but rely on higher cost calculation, 
which is a complementary role of explicit features. Users' 
academic behavior refers to academic related interaction 
behavior, which can be the retrieval, download, collection, 
quotation and other behaviors of academic resources. The 
purpose of analyzing these academic behaviors is to infer users' 
academic interest tendency, further supplement users' interest 
characteristics, and improve academic user portraits. The 
purpose of analyzing these academic behaviors is to infer users' 
academic interest tendency, further supplement users' interest 
characteristics, and improve academic user portraits [12]. 

Before designing an academic resource, recommendation 
service based on user portrait, it is necessary to establish a 
multi-dimensional academic user portrait model, which can 
obtain user attributes in an all-round and multi-level way, 
accurately reflect user characteristics, and meet users' diverse 
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reading needs. The multi-dimensional academic user portrait is 
mainly composed of two parts: dimensional analysis and model 
construction. 

C.  Dimension Analysis of Academic User Portrait 

The establishment of user portrait dimension is the basis of 
establishing user portrait model. An ordinary academic user 
will have a series of information that can affect the acquisition 
of academic resources, including the most basic attributes of a 
person, as well as academic preferences fed back from 
academic behavior. In addition, there are some additional 
factors that can be defined and distinguished, user information 
that can optimize the recommendation service of academic 
resources. This kind of information has obvious personal style, 
so this paper calls this kind of dimension "academic 
personality"[13-17]. 

Accordingly, this paper selects the following three 
dimensions: basic information, behavioral characteristics and 
academic personality as the components of the multi-
dimensional academic user portrait as shown in Fig. 2. 

D. Construction of Multi-dimensional Academic User 

Portrait Model (MAUPM) 

In order to obtain the real data needed in the process of 
academic user portrait modeling, this paper designs a set of 
questionnaires for data collection. For the two dimensions of 
basic information and academic personality, the questionnaire 
is divided into two parts: The first part mainly adopts the form 
of multiple-choice questions, including age, gender, education 
background, major, identity, time engaged in scientific research, 
research direction and other questions, which are used to collect 
basic information. In the second part, through the further 
investigation of users, including the scientific research progress 
and the proficiency of using the academic resource platform, 
combined with the identity, professional title, working time and 
other information obtained in the first part, we can get the users' 
academic motivation and domain knowledge. For the 
investigation of cognitive style, the scale test commonly used 
in the field of psychology is used to set up eight scenarios and 
let users choose the situation that is consistent with themselves. 
In order to supplement and verify the authenticity of the results 
of the scale, the questionnaire also set up a mosaic graphic 
experiment, which requires users to find the specified simple 
graphics in a complex graphics. Users who prefer field 
independent cognitive style can find simple graphics in 
complex graphics faster [18]. 

 

Fig. 2. Multi-dimensional Academic user Portrait Structure. 

The results of these questions can finally feedback the 
"academic personality" of the surveyed users. For the 
dimension of behavior characteristics, it is obtained by viewing 
the behavior logs of academic users on the academic resource 
platform. Based on the collected data, this paper constructs a 
multi-dimensional academic user portrait model [19]. 

1) Basic information model: It is divided into six sub 

dimensions: age, gender, education, major, identity and research 

direction. In order to simplify the information, the age 

dimension adopts the form of age group, and the research 

direction is described by the data filled in by users in the 

questionnaire. The basic information model is shown in Table I. 

TABLE I. BASIC INFORMATION MODEL 

Sub Dimension Value 

Age 
Under 30 years old, 31-40 years old, 41-50 years old, 51-

60 years old, under 60 years old 

Sex Male / Female 

Education 
Bachelor's degree or below, Bachelor's degree, Master's 

degree, Doctor's degree or above 

Profession 
Philosophy, Economics, Law, Pedagogy, Literature, 

History, Science, Engineering, Agriculture, Medicine 

Identity Students, Teachers 

Research 

Direction 
Fill in by yourself, such as "control theory". 

Behaviour characteristics are composed of four dimensions: 
user's retrieval, collection, download and reference. 

The values of each dimension are as follows: 

• Search dimension: the user's search term K, the time to 
visit the page t (unit: minutes), and the document name 
P of the search page. 

• Collection dimension: user's collection page document 
name C. 

• Download page: user's download page document name 
D. 

• Citation dimension: user's citation name R. 

The behavioural characteristic model is shown in Table II. 

TABLE II. BEHAVIORAL CHARACTERISTIC MODEL 

Sub Dimension Value 

Retrieval 

Search term K 

Access time T 

Search page document name P 

Collection Collection page document name C 

Download Download page document name D 

Quote Reference name R 

2) Academic personality model: The three sub dimensions 

of academic motivation, cognitive style and domain knowledge 

are described by the data obtained from the questionnaire, in 

which academic motivation and domain knowledge can be 

obtained directly from the results checked by users. The 

academic personality model is shown in Table III. 
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TABLE III. ACADEMIC PERSONALITY MODEL 

Sub Dimension Value 

Academic Motivation Explicit, Fuzzy 

Cognitive Style Field Independent, Field Dependent 

Domain Knowledge Junior User, Experienced User 

In order to accurately judge the cognitive style of academic 
users, this paper converts some literality in the questionnaire 
into specific values (scores). Three variables were defined: 
scale value n, speed value V and cognitive style index s. The n 
value represents the score of the user in the scale test. The 
higher the score of each question, the more consistent it is with 
the described situation, and the user is more inclined to the field 
independent cognitive style in the situation of this question; The 
V value represents the user's response in the mosaic graphic 
experiment. The faster the user completes the mosaic graphic 
experiment, the more it can reflect the user's field independent 
cognitive trend; the cognitive style index s reflects the final 
situation of the user's cognitive style. The higher the s value of 
the user, the more the user prefers the field independent 
cognitive style. The lower the S value, the more the user prefers 
the field dependent cognitive style [20-22]. S value is positively 
correlated with n value and V value, and the calculation formula 
of s value is S = N × V. 

S is the cognitive style index, n is the score of the scale test 
questions, and V is the score of the graphic mosaic experiment. 

It can be predicted that with the development of new 
technology, academic personalized recommendation will 
produce new ideas, models and methods, and the results of 
recommendation will be more and more satisfactory. In order 
to solve the problem of information overload, this method will 
become one of the research contents in the academic field for a 
long time [23]. 

III. METHODOLOGY 

The portrait constructed above is a three-dimensional map 
based on semantic information. This chapter will quantify all 
dimensions in the three-dimensional map, fuse and reconstruct, 
store each user's information in the form of vectors, and 
construct a vector-based user portrait. Then, combined with the 
user based collaborative filtering algorithm, the similarity 
between vectors is calculated, so as to predict the list of 
academic resources recommended by users to be recommended 
[24]. 

A. User Attribute Vector 

This paper divides the academic user portrait into three 
dimensions: basic attributes, academic personality and 
behavioral characteristics. Among them, the basic attribute and 
academic personality are relatively static objective attributes, 
which can reflect the user's personal attributes over a period of 
time, and can be clearly expressed through discrete and unique 
values, for example, the gender can only be "male" or "female". 
Therefore, in the process of practical application, the basic 
attributes and academic personality dimensions are combined 
and deleted to form the user attribute vector. User Info={Age, 
Gender, Education, Profession, Identity, Motivation, 
Style}There are two (2) parts deleted: 1. Change the "age" label 

to "age range" in order to reduce the number of discrete data 
and reduce the amount of calculation; 2. The sub dimension of 
"domain knowledge" is deleted because the domain knowledge 
level of an academic user has been reflected in the attributes of 
age, identity, education and major. Deleting this dimension can 
reduce the workload and avoid defining evaluation indicators, 
so as to avoid the error loss caused by subjective judgment [25]. 
According to the multi-dimensional academic user portrait 
model, the reconstructed and fused user attribute vector and its 
values are shown in Table IV. 

Because the total number of dimensions of user attributes is 
not large, this paper uses "one-hot" to encode vectors. One hot 
encoding, alias is an effective bit encoding. The encoding idea 
is to set n-bit status registers to represent in different states. 
Each bit register has only "0" and "1" states. No matter how 
many bits the register has, when representing each state, only 
one bit is valid, that is, the position representing the state is "1", 
and the other positions are "0"[26]. For example, if the "age 
range" attribute has five values, the attribute code form is a 
Five-Dimensional vector. When the value is "under 30 years 
old", the attribute code is: age = {1, 0, 0, 0, 0}. When the value 
is "over 60 years old", the code is: age= {0, 0, 0, 1}. 

TABLE IV. USER ATTRIBUTE VECTOR VALUE AND CODING 

User Attribute 

Vector Value Code 

Age Group 

Under 30 years old {1，0，0，0，0} 

31-40 years old {0，1，0，0，0} 

41-50 years old {0，0，1，0，0} 

51-60 years old {0，0，0，1，0} 

Sex 
Male {1，0} 

Female {0，1} 

Education 

Below bachelor degree {1，0，0，0，0} 

bachelor degree {0，1，0，0，0} 

Master degree {0，0，1，0，0} 

Doctor degree {0，0，0，1，0} 

Profession 

Philosophy 
{1，0，0，0，0，0，

0，0，0，0，0，0} 

Economics 
{0，1，0，0，0，0，

0，0，0，0，0，0} 

Law 
{0，0，1，0，0，0，

0，0，0，0，0，0} 

... ... 

Identity 

Student {1，0，0，0，0} 

Assistant {0，1，0，0，0} 

Lecturer {0，0，1，0，0} 

Associate Professor {0，0，0，1，0} 

Professor {0，0，0，0，1} 

Academic 

motivation 

Explicit Type {1，0} 

Fuzzy Type {0，1} 

Cognitive style 
Field Dependence {1，0} 

Field Independent Type {0，1} 
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B. Similarity Calculation 

The cosine similarity formula is used in this paper, so the 
similarity formula of user attribute vector is: 

Sim_Info(a, b) = cos(A, B)=
∑i=1

n  AiBi

√∑i=1
n  Ai

2√∑i=1
n  Bi

2
           (1) 

where, a and B are the user attribute vectors of a and B users, 
and Ai and Bi are the attribute values of each dimension of the 
two users respectively. The formula of vector similarity in the 
research field is: 

Sim_Area(a, b) = cos(X, Y) =
N(X)∩N(Y)

√N(X)×N(Y)
           (2) 

 N(X) and N(Y) are the number of keywords in the research 
field vector of users a and B respectively. Suppose that the 
research field vectors of users a and B are respectively: 
User_area_a = {User portrait, Recommendation system, 
Education system} User_area_b = {User portrait, Marketing, 
Business Administration} The denominator is 

√𝑁(𝐴) ×√𝑁(𝐵) in form according to the similarity formula. 

[27]. 

C. Generate Recommendation List 

Finally, the user group with high similarity to the users to 
be recommended is called the "most similar user set", and the 
academic resources that the "most similar user set" likes but the 
users to be recommended have not interacted with are 
recommended to them. Let user A mark the thesis set as PA, the 
most similar user set of a as UA, the recommended thesis set as 

R, and the thesis set as P. Then user A's recommended thesis 
collection is RA= {p | p ∈ Pi, i ∈ UA， p ∉ PA}. 

This recommendation algorithm does not consider the users' 
scores on the papers, because the collection of papers adopts a 
single implicit feedback data, and takes the "interaction" 
between collections, downloads and academic resources as the 
basis of users' interest [28]. 

IV. ANALYSIS AND RESULTS 

A. Experimental Environment 

Experimental Platform: Windows10 64-bit operating 

system，11th Gen Intel(R) Core (TM) i7-11800H @ 2.30GHz 

2.30 GHz3.40GHz，16.0 GB RAM. Tools：Java，Python, 

SPSS. 

B. Data Acquisition and Processing 

In order to verify the accuracy of the academic resource’s 
recommendation algorithm proposed in this chapter, 100 users 
of the questionnaire were selected, and the historical reading 
list of academic resources was manually collected from them. 
Each person had a total of five documents, including title, 
abstract and keyword information. Three of the five papers are 
used as training sets and two test sets, that is, three papers are 
the user's "historical reading list" and two papers are the "future 
real reading list". The questionnaire survey results are obtained 
from the "questionnaire star" website background management 
system, stored in SPSS files, and the user attribute vector of 
each user can be obtained after encoding the data. From the data, 
the selected 100 users have the same educational background, 

major and identity, which provides a practical basis for 
subsequent recommendations based on collaborative filtering. 
After grouping and numbering the manually collected user 
history reading papers, we use python3.0 programming 
language and TF-IDF algorithm to extract keywords from the 
title and abstract of the literature. Combined with the keyword 
information of the literature itself and manual verification, after 
duplication and error correction, a total of 689 keywords of 350 
documents were finally obtained. 

1) Collect questionnaire analysis: From the questionnaire 

collected, the proportion of men and women in the surveyed 

population is 55.48% to 44.52%, about 1:1; Users' majors are 

mainly engineering, and they are academic users of philosophy, 

law, pedagogy, science, medicine and management; In terms of 

academic qualifications, 81.66% are masters, 19.34% are 

undergraduates, and the user groups are students. The following 

mainly analyzes the survey results of the third dimension 

"academic personality" in the user portrait proposed in this paper. 

In the survey results of the scientific research stage of this 
questionnaire, 39.93% of users choose the scientific research 
preparation stage, 49.72% of users choose the scientific 
research progress stage, and 10.35% of users choose the 
scientific research publication stage. It can be seen that 
academic users will indeed experience different stages of 
scientific research on the road of scientific research, and they 
will also have different academic motives in the search process 
of academic resources. Count the cognitive style index s of the 
surveyed users and calculate the benchmark value s ̇= 11.316, 
the results show that 55.17% of the academic users participating 
in the survey have field independent cognitive style, and 44.82 
% of the users have field dependent cognitive style. For the 
statistics of domain knowledge level, the information sources 
include the user's age, education background, professional title, 
time engaged in scientific research, proficiency in using 
academic resource platform, etc. In this questionnaire survey, 
users with bachelor's degrees without exception chose "directly 
use one or several keywords to search and try to expand the 
search scope", while nearly half of users with master's degrees 
chose the same common search methods as users with 
bachelor's degrees, and 38.46% of users chose "select certain 
restrictions (phrases, tags, etc.) while using keywords", Another 
11.54% of users made the choice of "traversing relevant 
academic resources with the author or publishing unit and the 
journal as the search tag". It can be seen that with the gradual 
accumulation of scientific research experience, academic users' 
domain knowledge is also expanding, and there are certain 
differences between primary users and experienced users in the 
acquisition of academic resources. Therefore, it is essential to 
integrate the academic experience level of academic users into 
user portraits. Through the analysis of the questionnaire results, 
academic users have different academic personalities, and the 
user portrait integrated into academic personality is more three-
dimensional, which can greatly improve the personalization and 
accuracy of academic resource recommendation services. 

C. Implementation of Recommendation Algorithm 

The test papers contain the user's real reading list in the 
future, which can analyze and verify the predicted value and the 
real value to obtain the accuracy of the recommended algorithm. 
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Based on the above, the complete recommendation steps for a 
user to be recommended is shown in Fig. 3. 

 

Fig. 3. Algorithm Experiment flow Chart. 

V. RESULT AND DISCUSSION 

A. Offline Test 

Finally, each 100 users will get six recommended papers, 
and a total of 600 papers will be generated from the 
recommendation list number the test papers from 1 to 600, and 
the number of the recommended papers of 100 users and their 
corresponding test papers, that is, the number of "future real 
reading list", is shown in Table V. 

In this article, "recall rate" and "accuracy rate" will be used 
as the basis for scoring. Let R (u) represent the user's real 
reading list in the future, that is, the test paper collection, and 
T(u) represent the recommendation list finally predicted by the 
algorithm. 

Recall=
∑u∈U|R(u)∩T(u)|

|T(u)|
             (3) 

Precision=
∑u∈U|R(u)∩T(u)|

|T(u)|
             (4) 

TABLE V. COMPARISON BETWEEN RECOMMENDED PAPERS LIST AND 

REAL READING LIST 

No. 
Recommended 

Paper No. 

Real reading 

paper No. 

Number of Correct 

Predictions 

1 20,12,3,19,3,15 1 2 0 

2 8,6,11,9,3,20 3 4 1 

3 9,1,14,13,17,18 5 6 0 

4 8,6,9,1,14,13 7 8 1 

5 6,5,14,13,17,18 9 10 0 

6 8,6,20,12,3,15 11 12 1 

7 6,5,9,1,17,18 5,9,17 3 

8 8,6,9,1,14,13 6,9,13,14 4 

9 6,5,9,1,14,13 1,18 1 

 10 8,6,9,1,3,20 19 20 1 

... ... ... ... 

It is calculated that the recall rate of the proposed algorithm 
in the offline test is 70% and the accuracy rate is 78.7%. 

B. User Research Method 

This article will pay a return visit to 80 test users. The 
recommendation list generated by the algorithm is conveyed to 
the test users to collect their real evaluation. The contents of the 
return visit and investigation include the following: 

1) Satisfaction with the number of papers: Are you satisfied 

with the number of papers in the recommendation list 

(Dissatisfied, Generally Satisfied, Relatively Satisfied, Very 

Satisfied). 

2) Thesis title reading interest evaluation: Just observe the 

title of the paper in the recommendation list. Do you want to 

click to read it? (No, generally, quiet, very much). 

3) Cross domain reading interest evaluation: Have you 

found any papers that are different from the current research 

field but still interested in from the list of recommendations? (In 

conformity, general conformity, relatively conformity, very 

conformity). 

The return visit results are shown in Fig. 4. 

 

Fig. 4. Satisfaction with the Number of Papers and Reading Interest 

Evaluation. 

The result analysis of the three problems has the following 
conclusions. 

Most of the revisited users are very satisfied with the 
number of papers in the recommendation list, indicating that the 

21%

29%
50%

Generally Conform Relatively Consistent

Very Consistent
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number of five to six recommended papers can meet the reading 
needs of ordinary academic users. On the academic resources 
of retrieval website, the most intuitive part presented to users is 
the title of the paper. Most revisiting users are satisfied with the 
recommendation results from the perspective of the title of the 
paper, of which 84% of the recommended papers are favored 
by users. 3.53.7% of the revisited users believed that the 
literature resources in the recommendation list were different 
from the current research field, but they still had great interest, 
and 39% of the users were also more willing to read the 
recommended papers in the interdisciplinary field. It can be 
seen that the Academic Resource Recommendation Algorithm 
Based on user portrait proposed in this paper can expand users' 
research interests, improve users' interdisciplinary and 
interdisciplinary reading tendency, and help academic users 
inspire new research directions. 

C. Innovation Points 

Aiming at the current trend of more and more cross domain 
cooperation in scientific research, this paper explores the 
potential interests of users, analyzes the cognitive style trend of 
users from the perspective of psychology, so as to measure the 
cross domain academic resource needs of academic users, 
expand the factors of academic resource recommendation, and 
further improve the theoretical system of personalized 
recommendation of academic information resources. 

This paper adopts interdisciplinary research, combines 
computer related technologies such as statistics, psychology, 
library and information science and data mining, adopts 
research methods such as questionnaire survey and empirical 
analysis, and integrates the research ideas of social science into 
the research of recommendation system, which has strong 
progressiveness and applicability. 

D. Future Work 

In the research process, the real user data used are phased 
static data, and the dynamic time factor is not considered, so the 
changes of academic users cannot be reflected in the user 
portrait. In the next work, it can use the existing computer 
technology to realize the dynamic tracking of user information, 
which can make up for this shortcoming. 

VI. USER INTERFACE OF THE SYSTEM (GUI) 

The implementation effect of the academic resource module 
based on personalized user portrait is shown in Fig 5.-Fig 7. 

 

Fig. 5. Learning Resource Recommendation Login Interface. 

 

Fig. 6. User Interest Tag Acquisition. 

 

Fig. 7. Personalized Academic Resources Recommendation Display 

Interface. 

VII. CONCLUSION 

In recent years, it is more and more difficult for academic 
users to obtain the information they want quickly and 
accurately in the face of massive academic resources. 
Personalized recommendation system can solve this problem. 
The existing personalized recommendation system improves 
the shortcomings of the traditional retrieval system, such as 
information redundancy and difficulty in screening. To a 
certain extent, it can meet the various preferences and needs of 
academic users, but it also lacks the deep characterization of 
users' personal attributes. Therefore, from a new perspective, 
this paper attempts to mine the attributes of individual users, 
broaden the dimension of academic user portraits, and enhance 
the objectivity of academic resource recommendation services. 
Firstly, this paper studies the relevant knowledge of 
personalized recommendation system and user portrait theory, 
focusing on the definition, classification and evaluation 
indicators of recommendation system, and the construction 
method of user portrait. Then, in order to integrate the idea of 
user portrait into the personalized recommendation service of 
academic resources, based on the construction of a diversified 
and three-dimensional academic user portrait, the concept of 
"academic personality" is proposed on the basis of two basic 
dimensions of users' basic attributes and behavioral 
characteristics." Academic personality" includes three parts: 
users' academic motivation, cognitive style and domain 
knowledge. Through the infiltration of psychological theory, it 
further complements the portrait dimension of academic users 
and constructs a multi-dimensional academic user portrait 
model. 
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Finally, using the constructed multi-dimensional academic 
user portrait model, combined with the user based collaborative 
filtering method, an Academic Resource Recommendation 
Algorithm Based on user portrait is proposed, which optimizes 
the existing academic resource recommendation strategies. The 
experimental results show that the Academic Resource 
Recommendation Algorithm Based on user portrait proposed in 
this paper can play a great role in expanding users' interest 
fields and finding new hobbies across fields and disciplines. 
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Abstract—An effective Learning Management System (LMS) 

is an essential factor that can increase e-learning persuasiveness. 

One of the components that need to be addressed to design an 

effective LMS is design interfaces. Instead of developing a new 

LMS that requires a high cost, evaluating and improving the 

existing LMS is the best option. Issues like low completion rates 

and procrastination are common issues related to e-learning 

usage. These issues can be solved if academic institutions provide 

a proper LMS for students to change their learning behaviors 

positively. Many previous studies claimed they managed to 

implement persuasive technology into e-learning platforms to 

encourage positive learning behaviors. However, the claims can be 

questionable if the persuasive e-learning systems are not gone 

through a proper evaluation phase. This study will use the 

heuristic evaluation method to assess the persuasiveness level of 

LMS interfaces. The persuasive Systems Design Model (PSD), on 

the other hand, is used to evaluate persuasive strategies in LMS. 

The assessment involves students’ perspectives as the primary 

users to identify potentially behavior change factors, especially on 

engagement. Thus, the objectives of this study are i) to investigate 

the persuasiveness of LMS interfaces and ii) to identify persuasive 

strategies in the LMS design. Apart from that, this study also 

produces a) recommendations on design examples to increase the 

persuasiveness of LMS interfaces and b) the mapping of LMS 

interfaces to PSD framework that can be utilized by higher 

learning institutions. 

Keywords—Learning management system; e-learning; 

persuasive design; persuasiveness; interface design 

I. INTRODUCTION 

E-learning or electronic learning is a learning medium 
which involves processes of delivering learning materials, 
communicating knowledge, tasks and learning instructions 
through online mediums [1]. Some examples of the commonly 
used tools for e-learning include video conferencing solutions, 
virtual tutoring, and digital libraries [2]. Previous studies 
reported that the effectiveness of e-learning is high, up to 60% 
of retaining learning materials compared to a traditional 
classroom which is up to only 8% to 10% of retention [3]. 
Because of the potential of e-learning as a platform for future 
learning, this study focuses on one of the e-learning 
technologies, which is Learning Management Systems (LMS). 

LMS is a platform or medium used to provide learning 
features such as distributing learning materials and training 
activities while tracking students’ progress [4]. One of the 
famous examples of LMS is Moodle. An effective LMS can 

connect students with instructors outside of traditional 
classrooms via technology. Other than that, students can also be 
involved in online discussions through LMS. It even allows 
asynchronous conversation and facilitates problem-solving to 
improve the understanding of their enrolled subjects [4]. 
According to [5], incorporating LMS technology into teaching 
and learning enhances the accuracy of teaching attempts, 
student performance, and learning effectiveness. Thus, the 
LMS interface should be designed by considering students’ 
perspectives as the end-users to prevent students from 
becoming discontent. 

Almost every tertiary education institution worldwide uses 
LMS in its learning process [6]. Some tertiary education 
institutions in Malaysia use Moodle as their LMS platform due 
to its flexibility and versatility in fulfilling learning functions. 
On the other hand, some institutions develop their own LMS 
platforms for different reasons, such as cost and other 
preferences [7]. Despite the benefits that e-learning 
technologies offer to the learning process, some educational 
experts argue that there are flaws in e-learning because a 
significant percentage of students reported dissatisfaction with 
how technology is used in education [8]. They claimed that the 
lack of direct interaction between students and teachers is an 
important issue that needs to be solved to increase the 
effectiveness of the technology, or else it is worth noting. User 
acceptability and use are important indicators of the system’s 
success. As a result, student admission must be considered; 
otherwise, information systems are prone to failure [8]. 
Persuasive technology is a technology developed that aims at 
users’ behavior change without coercion [9]. A low completion 
rate due to procrastination is one of the issues related to e-
learning that require changing students’ behaviors [10]. A 
previous study claimed they integrated persuasive technology 
into e-learning platforms to encourage positive learning 
behaviors [11]. However, the claim can be questionable if the 
persuasive systems are not going through the proper evaluation 
phase. Students’ evaluation is crucial since they are the primary 
users of e-learning technology. 

This research study used the heuristic of persuasion in 
interface [12] to assess the persuasiveness of LMS interface and 
Persuasive Systems Design Model (PSD) [9] to evaluate 
persuasive strategy in LMS of a higher learning institution. The 
assessment is made from students’ perspective as the primary 
entity potentially related to behavior changes on engagement. 
Thus, the objectives of this present study are i) to investigate 
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the persuasiveness of interface of a learning management 
system and ii) to identify persuasive strategy in the design of a 
learning management system. This study contributes to the 
following: a) recommendation on design examples to increase 
persuasiveness of LMS interface, and b) the mapping of LMS 
interface to PSD framework for LMS that can be utilized by 
higher learning institution particularly to the six most visited 
interface in the LMS. 

The rest of the study is followed by Section II, which 
provides an outline of the background study and explains past 
related works. Section III describes the method, materials, and 
data collection and analysis procedures. Section IV presents 
two parts of the result and Section V is the discussion to 
describe the observed scenario. Lastly is the conclusion. 

II. BACKGROUND STUDY 

A. Persuasion 

Persuasion is a form of influence as the technique tries to 
convince the persuadee of something [9]. There are two forms 
of persuasion: indirect and direct persuasion [13]. Indirect 
persuasion is a method that does not make persuasive intent 
clear. The intent is not expressed clearly without condemning 
or confronting a person’s attitude or endorsing another person 
who has already accepted the offered message or notion. Direct 
persuasion is where persuasion has apparent intentions. It 
provides clear direction to a person with goal setting, including 
the process and clear instructions to achieve their goal despite 
their agreement. The LMS is supposed to have direct persuasion 
because the use of LMS in learning will eventually modify a 
student’s learning habit [14]. 

Persuasion is the core process of persuasive technologies 
that modify users’ behavior and perceptions through various 
techniques [15]. Therefore, it has been studied in various 
domains such as education [14], tourism [16], and health [17]. 
In addition, the Persuasive Systems Design Model (PSD) [9] 
has served as the guideline in designing and evaluating 
persuasive systems. The PSD framework is composed of four 
types of persuasive design principles: (i) primary task support, 
(ii) dialogue support, (iii) credibility support, and (iv) social 
support. The primary task principles are concerned with 
assisting the user’s principal actions and goals. Dialogue 
support principles relate to human-computer dialogue aid in 
reaching the system’s aim. The credibility support principles 
address how to design a more credible and convincing system. 
Finally, the design principles of social support utilize various 
components of social influence to ensure that the build system 
inspires the users. 

Apart from becoming the core process in persuasive 
technology, persuasion has become one of the critical user 
experience attributes in interface design [18]. The potential 
persuasive impact of these dynamic interfaces is much more 
significant than a static information display where no 
interaction is possible. Interface properties are necessary but 
insufficient to change behaviors and attitudes since change can 
be constructed by considering user specifications [12]. 
Although we can enhance efficiency by applying traditional 
usability techniques, just because people can do something does 
not guarantee that they will. They must get motivated and 

persuaded. A user will become more emotionally involved 
through repetitive interactions with an interface. Thus, [12] 
constructed a persuasiveness criteria grid to evaluate the 
persuasiveness of interfaces. The grid consists of static and 
dynamic criteria. Static criteria are the features required to start 
user acceptance and confidence to develop user engagement. 
The four static components are credibility, privacy, 
personalization, and attractiveness. Dynamic criteria 
incorporate substantial temporal factors where the interface 
elements encourage the user to commit to higher degrees of 
engagement. The dynamic components comprise solicitation, 
priming, commitment and ascendency. 

B. Related Works 

The two main concerns of persuasiveness studies in human-
computer were on persuasive technology [15, 17, 20-23] and 
interface design [12, 19, 24]. Thus, the focus of persuasiveness 
is either on a system’s perceived persuasiveness [15, 17, 20-22] 
or the receptiveness of a system’s persuasion strategy [12, 19, 
23-24]. Persuasiveness or perceived persuasiveness has been 
defined differently based on the context of the study. The 
persuasiveness of persuasive technology is defined as 
persuasive systems’ ability to persuade or encourage users to 
modify their behavior in a good direction [21, 22], while the 
persuasiveness of interfaces refers to the perceived persuasive 
design of multimedia interfaces [24]. 

The following studies explained the previous works related 
to a system’s perceived persuasiveness. Ref [15] concerned 
about the factors that affect perceived persuasiveness. Survey 
items were developed based on the construct of PSD framework 
that measured primary task support, dialogue support, 
perceived credibility, unobtrusiveness, and design aesthetics. 
The study conducted on a web-based health program found that 
the persuasive system categories of the PSD framework affect 
the perceived persuasiveness of a system. On the other hand, 
[20] investigated factors influencing the perceived 
persuasiveness of a web-based health program and whether 
perceived persuasiveness predicts intention to utilize the 
intervention and actual system use. The report also indicated 
that the PSD categories [9] influence perceived persuasiveness 
and system usage. The study developed survey items to 
measure perceived persuasiveness and the categories in the 
PSD framework. After that, the items were used in several 
studies to assess perceived persuasiveness [21-23]. In addition, 
[17] adapted the Perceived Persuasiveness Questionnaire [15] 
to evaluate the perceived persuasiveness of a Nurse Antibiotic 
Information App (NAIA) using user tests and expert 
assessments. The expert assessment approach discovered 
primary task support, credibility, unobtrusiveness, perceived 
persuasiveness, perceived effort, and perceived effectiveness in 
the app. A similar outcome was obtained using the user test 
approach, with good remarks on primary task support, 
perceived persuasiveness, and unobtrusiveness. Ref [21] 
studied the impact of perceived persuasiveness of behavior 
model design on self-efficacy, self-regulation, and result 
expectancy. The study adopted [20] questionnaire items to 
measure the perceived persuasiveness of a fitness app. The 
findings revealed that the perceived persuasiveness of a 
behavior model design increased users’ outcome expectations 
positively for their engagement in the target exercise behavior. 
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The study [22] investigated if integrating perceived 
persuasiveness in the TAM will result in a better model and the 
moderating effect of culture. According to the findings, 
individuals in individualist cultures were more likely to 
recognize the persuasiveness of a fitness app. As a result, 
incorporating a persuasive construct into the TAM is likely to 
be relevant compared to collectivist culture. Individualist group 
involving perceived persuasiveness are more likely to result in 
long-term persuasive system adoption than the collectivist 
group with no perceived persuasiveness. The author [23] 
studied users’ susceptibility to the perceived persuasiveness of 
the fitness app and each persuasive element. The study 
developed a model to understand better the relationship 
between perceived UX design traits (such as perceived 
usefulness, credibility, and aesthetics) and users’ susceptibility 
to persuasive features included in persuasive technologies. 
Persuasive features from the PSD framework [9], such as Goal 
setting/Self-Monitoring, Reward, Cooperation, Competition, 
Social Comparison, and Social Learning, were evaluated, and 
survey items from [20] were used to assess the fitness app’s 
perceived persuasiveness. According to the findings of the 
study, perceived usefulness, followed by perceived aesthetics, 
has the most significant association with users’ susceptibility to 
the persuasive elements. 

Meanwhile, the persuasiveness of interfaces lacks attention 
from HCI researchers except those listed in the first paragraph 
in Section B. In [19] the authors have developed a set of 
guidelines to assess the persuasiveness of interfaces. The study 
examined 15 website and application interfaces to provide a 
criteria-based approach to classifying and evaluating the 
persuasive power of interfaces. Eight criteria were established 
and identified from the 15 interfaces. The criteria were divided 
into a static and dynamic category; each consisted of four 
criteria. The static category, which consists of credibility, 
privacy, personalization, and attractiveness, are related to the 
content impact to engender user adoption and engagement 
experience. Static criteria are all the interface elements required 
to kickstart a process of user engagement. The dynamic 
category consists of solicitation, priming, commitment and 
ascendency. The dynamic criteria serve as an approach to 
immerse the users in an interactive process that gradually 
engages them with the interface to motivate users to change 
their behavior. The criteria for interactive persuasion emphasize 
the social and emotional aspects of interfaces, complementing 
the traditional inspection criteria (e.g., clarity, consistency, 
homogeneity, compatibility, and usability). These criteria 
involved the temporal aspects of the interface. The study [12] 
used a set of instructions [20] from an existing e-learning 
program for self-regulated middle school mathematics learning 
to conduct a persuasiveness assessment. The findings 
demonstrated that personalization, attractiveness, solicitation, 
initiation, and commitment criteria explained the low 
engagement when using the e-learning program. In addition, the 
ascendency criteria were found to be irrelevant for educational 
interfaces. Credibility and privacy criteria dominated the user 
engagement with the e-learning program. The author [24] 
conducted a study based on user time spent to assess the 
usability and persuasion of social networking mobile 

applications such as YouTube and Facebook. The analysis on 
persuasion reveals that Facebook and YouTube utilize a series 
of persuasion strategies to engage the user in an engaging cycle 
and keep them online for a longer time. Using the persuasion 
criteria [19], the study discovered some criteria emphasize 
being subtle and obtrusive. The subtle strategies rely on 
targeted suggestions to distract the user’s attention and prompt 
engagement. In contrast, an obtrusive mechanism, such as a 
notification system, was used even when the user was not 
linked to the software. 

In summary, health seems to be the domain concern of the 
previous works investigating persuasive technology’s 
perceived persuasiveness. The persuasiveness of interfaces has 
been studied diversely, including websites, mobile apps, an e-
learning system, and social networking applications. However, 
this present study focused on the LMS used in a higher learning 
institution since persuasive learning has become a concern 
among HCI researchers [14, 25]. Compared to the previous 
works, this study will conduct an integration study on the 
persuasiveness of interfaces and persuasion design strategy. 
Both perspectives are essential in determining user engagement 
towards using the LMS [14, 25]. 

III. METHODOLOGY 

The methodology approaches in performing the study are 
described in this section, which includes (a) participant, (b) 
material, (c) measures and analysis, and (d) procedure. The 
following are the subsections: 

A. Participant 

Two experts in Human-Computer Interaction (HCI) and one 
expert in E-learning were recruited for the evaluation study. 
They were picked based on their five years of expertise in those 
research fields, as well as their consistent journal publications 
in the field. To prevent bias, the hired experts were chosen not 
among the system’s users. 

B. Material 

SMART2 and SMARTv3 were the two versions of the 
learning management system from Universiti Malaysia Sabah 
used as the case study (refer Fig. 1). The SMART2 refers to an 
older version of the LMS, whilst the SMARTv3 refers to the 
most recent version. Both system versions have comparable 
capabilities, although the SMARTv3 has a modest upgrade in 
the interface design. SMART2 has been used for ten years in 
UMS before the ICT Department came out with SMARTv3 in 
the year 2020 on Semester 2. For the last ten years, SMART2 
has received complaints from the students and lecturers 
regarding functionality and interface design. These have made 
some of the lecturers switch to other platforms for their blended 
learning. 

Six interfaces of both LMS versions were selected based on 
the frequency of students visiting or using the interface. The 
interfaces are the homepage before login, course page, 
assignment view, assignment submit view, forum, and quiz. 
Fig. 2 illustrates the six selected interfaces of the LMS versions. 
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(a)                                                                           (b) 

Fig. 1. Learning Management System: (a) SMART2; (b) SMARTv3. 

 
(a)                                                                           (ii) 

Fig. 2. Interfaces of (i) SMART2; (ii) SMARTv3. The Interfaces are (a) Homepage; (b) Course Page; (c) Assignment View; (d) Assignment Submission; (e) 

Forum; (f) Quiz. 

C. Measures and Analysis 

In the evaluation study, a heuristic inspection is performed 
to assess both persuasiveness of interface and persuasive 
strategy design to obtain insight from professionals in an 

independent walkthrough using established persuasive grid 
criteria [12] and PSD model [9]. The grid contains eight criteria 
and 23 sub-criteria. In addition, the experts examined the six 
selected interfaces of both LMS versions using evaluation 
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checklists. The checklist required the experts to rate “Yes” and 
“No” answers, with the “Yes” answer was provided with two 
options, “Yes Low” and “Yes High” answers. Different from 
[12], the findings are divided into three types of answer that 
later grouped as “Satisfied”, “Dissatisfied” and “Unsatisfied”. 
The responses "yes high" and "yes" were classified as 
"Satisfied," whereas the response "yes low" was classified as 
"Unsatisfied." The “Dissatisfied” term came from the response 
“no” provided by the experts. The term "Unsatisfied" refers to 
the need for more interface elements relevant to the criterion, 
whereas "Dissatisfied" refers to the absence of interface 
components linked to the criteria. The analysis on PSD 
principles for six screen is classified as “yes” and “no” answers 
according to the type of LMS and interfaces. The response 
"yes" indicates that PSD principles were present in the LMS, 
whereas the answer "no" indicates that PSD principles were not 
applied in the LMS. Both the heuristic inspections are analyzed 
using descriptive analysis. 

D. Procedure 

All three experts were given a printed version of the 
interfaces so that they may annotate them. Each interface was 
evaluated according to the qualities of persuasive grid criteria 
[12] and persuasive strategy design [9]. The experts were also 
given definitions of the attributes and criteria to use as 
references. Experts were required to rate each criterion and 
strategy and make comments or proposals for improving the 
interface. 

IV. RESULTS 

This section presented the results on persuasiveness of 
interface and criteria of persuasive system design. 

A. Persuasiveness of Interface 

Fig. 3 reported the six screens’ inspections of both systems. 
The results are illustrated according to the persuasive criteria 

and interfaces for each LMS evaluated according to the 
qualities of persuasive grid criteria [12] and persuasive strategy 
design [9]. Fig.  4 and Fig. 5 illustrated the compilation of eight 
persuasiveness criteria for both LMS according to the answers 
group. The results show that Smart2 and Smartv3 managed to 
meet the solicitation criteria successfully. The system is 
expected to create relationship and initiate user action. 
However, ascendency, personalization and privacy are found to 
be the critical persuasive criteria in Smart2. The Smart2 system 
is also found to lack in providing interfaces that engaged 
students to commit in the process, the user interface is not 
aesthetically appealing, and not have enough of elements to 
instill trust. Due to the lack of commitment criteria, this has 
resulted in the equal percentage for the initiation criteria in 
those three types of answers group. 

Meanwhile, like Smart2 system, the result shows that 
Smartv3 system is also lacking in credibility elements that 
could instill trust apart from just having the university logo and 
license statement from the authority. The result discovered 
critical persuasive criteria in the Smartv3’s interface namely 
attractiveness, personalization, commitment, ascendency, 
privacy, and initiation.  Although in the context of educational 
interface, ascendency is irrelevant [12], the criteria existed in 
both system in this present study with both systems scored the 
same percentage in three answers group (satisfied=17%, 
unsatisfied=22%, dissatisfied=61%). It can be presumed that 
the compulsory use of LMS in learning has made students 
develop emotional attachment with both systems through 
interfaces such as course page, assignment view, assignment 
submit and forum. 

Those four interfaces were successful in instilling a degree 
of repetition and regularity in students' visits to them, and 
failing to visit the interfaces will result in students falling 
behind in their learning. 

 

Fig. 3. Results of the Experts Analysis with Eight Persuasive Criteria on Both Smart2 and Smartv3 LMS. 
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Fig. 4. Compilation of Persuasive Interface Criteria for Smart2. 

 

Fig. 5. Compilation of Persuasive Interface Criteria for Smartv3. 

Table I outlines some of the critical concerns from both 
systems that were discovered during the inspection, as well as 
the corrective suggestions that were made as a result of the 
findings. 

TABLE I. CRITICAL CONCERNS FROM PERSUASIVENESS INSPECTION 

Persuasion 

Interface 

Criteria 

General Comments 
Design  

Examples 

Credibility 

- Improve the surface design 

of the interface in terms of 

layout and navigation to 

increase trustworhiness and 

legitimacy on user perception 

towards the system 

- Allow for various searching 

apporach based on the course 

code and name, lecturer and 

course program and faculty 

Use UI elements such 

as dropdown menu to 

list the courses users 

have taken instead of 

listing everything on 

the page 

Privacy 

Make the privacy elements 

immediately visible to the 

user without making them to 

scroll until the end of the 

page or having them to click 

on a link. 

Use a banner or 

images that 

symbolises user’s 

data  privacy and 

security is protected. 

Personalisation 

- Should allow users to tailor 

the interface according to the 

their needs to create the 

sense of belonging.  

- Lack in mechanism to 

provide a personalise 

- Personalise message 

that welcome or 

praise user will 

attract and engage 

user to use system. 

message that compliment 

students progress or 

achievement 

- Recommend system to 

provide a personalised 

suggestion that can enhaced 

learning based on student’s 

past activities 

-Screen 

customisation that 

allow users to change 

screen display or  

information layout of 

their preferences. 

-Compliment 

message that show 

personalise 

encouragement to 

students on 

progression and 

achievement. 

-Personalised 

proposal that reflect 

from past activities 

achievement. 

Attractiveness 

Make use of different color 

or color themes for emotional 

design elements such as 

images, font, icons and 

emoticons to attract user 

graphically. 

- Using attractive 

colors or color 

themes for font and 

backgroud color. 

- Pictures, icons, and 

various emoticons 

that attract user to 

initiate actions. 

Initiation 

Make use of multimedia 

elements that can 

persuasively trigger and 

initiate user to start first 

action. 

- Using blinking 

graphic to emphasis 

importance on such 

links or tasks. 

- Use motivational 

element such as 

reward, badges that 

encourage user to 

complete tasks. 

Commitment 

Improve the interaction by 

utilising tunelling appraoch 

to make the user involved 

and engaged with the whole 

process in order to access the 

next task and able to invite or 

remind their coursemates 

who have not yet completing 

the task. 

-Regularly create 

tasks to let the user 

get involved 

frequently. 

- Propose a pop-up 

list to invite or 

remind other user to 

complete the next 

course material. 

Ascendency 

- Improve UI by applying 

emotional design elements to 

create emotional attachment 

and trigger positive emotion 

among user.  

- Should adopt social 

network design to create 

immersive interaction and 

repetative use. 

- Utilise emotional 

design elements such 

as images, graphic, 

animation, video, 

text, navigation and 

layout to trigger 

positive emotion. 

- User profile page 

should be design 

according to social 

network that allow 

connection with other 

user. 

B. Persuasive System Design 

The result on the inspection of PSD categories is presented 
in Fig. 6. Finding shows that all four PSD categories; primary 
task support, dialogue support, system credibility and social 
support were found in Smartv3, while for Smart2 LMS, social 
support category were not found from the six screen interfaces, 
making only three PSD categories namely primary task support, 
dialogue support, system credibility existed. Both LMSs scored 
high in implementing system credibility principles, while social 
support principles were the least PSD implemented. 
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Fig. 6. Summary of PSD in Smart2 and Smartv3. 

Fig. 7 illustrated the number of PSD principles implemented 
in six screen interfaces. It is found that PSD principles were 
merely implemented in the course page interface compared to 
others for both LMSs. 

 

Fig. 7. Numbers of PSD Principles in Smart2 and Smartv3. 

A summary of PSD principles found in both systems during 
the experts’ evaluation study is presented in Table II. The 
findings show that PSD principles are not necessarily 
implemented in every interface. The implementation of PSD 
principles depends on the purpose of interface and activities 
conducted in it. The homepage interface applied system 
credibility principles in both Smart2 and Smartv3 system 
according to its function as the introductory interface. The 
principles are mainly Surface credibility, Real-world feel, 
Authority, and Third-party endorsement. All four PSD 
categories were implemented in the course page interface for 
Smartv3 system, except for Smart2 where none of social 
support principles is implemented. The course page interface is 
an instructional component in LMS where it allows for the 
instructor to create various learning tasks implemented using 
various forms and deliverables such as animation, games, or 
video [25]. The interface of assignment view enables student to 
view and read the assignment provided by the course instructor. 
The dialogue support and system credibility principles were 
found in this interface. Those principles are Reminder, 
Trustworthiness and Surface credibility. The assignment 
summit’s interface consists of two system credibility principles 
which are Trustworthiness and Surface credibility. Meanwhile, 

the forum interface applied PSD principles of primary task 
support, dialogue support and system credibility, except for 
Smart2 system where none of primary task support principles 
are found. The principles consist of Self-monitoring, Liking, 
Surface Credibility, Real-world feel, and Authority. The same 
PSD categories were also found in quiz interface where 
principles of dialogue support and system credibility were 
implemented in both systems except for Smart2 system only 
implemented system credibility principles. The applied 
principles were Reminder, Surface Credibility, and Real-world 
feel. 

TABLE II. PSD PRINCIPLES IN SMART2 AND SMARTV3 

Interfaces 
PSD Principles PSD 

Category Smart2 Smartv3 

Homepage 

Surface credibility, 
Real-world feel, 
Authority, Third-
party endorsement 

Surface credibility, 

Real-world feel, 

Authority, Third-

party endorsement 

System 

Credibility 

Course 

page 

Reduction, 

Tailoring, Self-

monitoring 

Reduction, 

Tailoring, Self-

monitoring 

Primary 

Task 

Support 

Reminder Reminder 
Dialogue 

Support 

Trustworthiness, 
Surface credibility, 
Real-world feel, 
Authority 

Trustworthiness, 

Surface credibility, 

Real-world feel, 

Authority 

System 

Credibility 

n/a Social learning 
Social 

support 

Assignment 

view 

Reminder Reminder 
Dialogue 

Support 

Trustworthiness, 

Surface credibility 

Trustworthiness, 

Surface credibility 

System 

Credibility 

Assignment 

submit 

Trustworthiness, 

Surface credibility 

Trustworthiness, 

Surface credibility 

System 

Credibility 

Forum 

n/a Self-monitoring 

Primary 

Task 

Support 

Liking Liking 
Dialogue 

Support 

Surface credibility, 
Real-world feel, 
Authority 

Surface credibility, 

Real-world feel, 

Authority 

System 

Credibility 

Quiz 

n/a Reminder 
Dialogue 

Support 

Surface credibility, 

Real-world feel 

Surface credibility, 

Real-world feel 

System 

Credibility 

Persuasive design and learning generally have a positive 
impact to motivate students to learn [25, 26]. The principles of 
reduction, tailoring and self-monitoring are used in course page 
to enable course development and implementation. These 
principles were found to excite students by stimulating intrinsic 
motivation, assisting students in completing tasks, and 
encouraging a continuous cycle of online learning [26]. Even 
though the social learning principle is implemented in both 
systems, social learning should be the least important concept 
to adopt in supporting students' learning progress [27] and in 
promoting student learning engagement [28]. Trustworthiness 
depicts a reliable system that gives accurate, impartial, and fair 
information to accomplish the desired behavior [9]. It specifies 
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an approach for allowing a user to trust the system such as using 
logo of the organization to show that the system is owned or 
prepare a list of references or information sources connected to 
the course material [25]. Generally, the surface credibility is 
more on the firsthand look of an interface that makes a system 
looks credible to use. The inspection result shows that all the 
six-screen managed to portray a surface credibility to its users. 

V. DISCUSSION 

This study shows that persuasive designs have been 
implemented in the LMS for higher education. However, the 
effectiveness of persuasive design principles applied in the 
interfaces may be argued. Therefore, we mapped a persuasive 
design framework for LMS that consist of 13 strategies based 
on the LMS components and activities comprises the four 
dimensions of PSD. Further reading on the framework can be 
found in [25]. Table III summarizes the mapping of six screen 
LMS interfaces with the framework we have previously 
developed by aligning the interfaces to LMS components and 
activities. 

The study's drawback is limited to one higher learning 
institution and the five most viewed websites by students. 
Having two separate versions of an LMS, on the other hand, is 
sufficient to disclose insights regarding LMS design in a higher 
learning institution. Nonetheless, future research might be 
broadened to investigate additional LMS design in different 
higher education institutions. 

TABLE III. MAPPING OF SIX SCREEN INTERFACES WITH PSD FOR LMS 

Interfaces 

PSD Framework for LMS 

LMS 

components 
Activities PSD Principles 

Homepage Administrative 
Student 

enrolment 
Praise 

 Visual Interface design 

Liking, 

Trustworthiness, 

Personalization 

Course 

page 

Administrative 

Monitor 

learning 

progress 

Self-monitoring, 

Reward, 

Competition, Social 

comparison 

Instructional 

Course 

development 
Tailoring 

Course 

implementation 

Reduction, Self-

monitoring 

Support 
Tracking 

learning process 

Suggestion, 

Tunnelling, Self-

monitoring 

Visual Interface design 

Liking, 

Trustworthiness, 

Personalization 

Assignment 

view 
Instructional 

Course 

implementation 

Reduction, Self-

monitoring 

Assignment 

submit 
Instructional 

Course 

implementation 

Reduction, Self-

monitoring 

Forum Interactive Communication Social role, Praise 

Quiz 
Instructional 

Course 

implementation 

Reduction, Self-

monitoring 

Interactive Communication Social role, Praise 

Despite those limitations, this study contributes to the 
establishment of design recommendations to increase 
persuasiveness of LMS interfaces in order to ensure that the 
LMS can capture and engage its users. Furthermore, this study 
also proposes a framework that can be utilized by higher 
learning institution, specifically in designing the six most 
visited interfaces in the LMS by mapping LMS interfaces to 
PSD. 

VI. CONCLUSION 

This study examined the persuasiveness of interface and the 
application of persuasive design in the case of higher learning 
institution with two versions of learning management system: 
Smart2 and Smartv3. The results show that both system 
versions successfully meet the solicitation criteria that managed 
to establish relationship and prompt user action through its 
interface design. However, both system versions are lacking in 
other persuasiveness of interface criteria such as credibility, 
privacy, personalization, attractiveness, initiation, 
commitment, and ascendency. The ascendency criteria which 
supposed irrelevant in educational interface happened to be 
found in both system versions making previous literature and 
our finding contradict. This study discovered that minimal 
persuasive design principles have been utilized in LMS for 
higher education. This has contributed to the development of 
persuasive LMS framework which can be used as a guideline 
to design an effective persuasive LMS. In the future, 
development of a prototype based on the developed framework 
can be used to assess the framework empirically. The study 
contributes to the body of knowledge in human-computer 
interaction in the educational area where the framework can be 
used to improve the LMS design in encouraging positive 
learning behavior. 
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Abstract—This study aims to develop the semantic ontology of 

information knowledge about ethnic groups by analyzing 

information from the collection of documentary sources from 

libraries, research, and the museum for learning about people on 

the highlands located in Chiang Mai Province. The study is based 

on the classification theory of ethnic groups in Chiang Mai 

Province with the intention of establishing the relationship 

between knowledge structure regarding ethnic groups. The study 

procedures consist of three stages: 1)Establishing ontology 

requirements from online data to analyze the data of the keyword 

from the research database of Chiang Mai University Library's 

Online Information Resource Database (OPAC) and 

Ratchamangkhalaphisek National Library, Chiang Mai to group 

the words by studying information resources in Thai language, 

such as books, textbooks, research papers, theses, research 

articles, academic articles, and reference books related to ethnic 

groups. Stage 2) Designing classes, defining main classes, 

subclasses, hierarchies, and properties in order to establish the 

relationship of data in each class using the Protégé program. Stage 

3) Ontology evaluation, which is divided into two parts: an expert's 

evaluation of the suitability of the ontology structure using the 

Inter-Class Relational Accuracy Assessment Scale and an 

examination of ethnic grouping data. The findings reveal that 

specifying, definition, scope, and objectives of development are 

appropriate (average score = 0.97) in three areas: grouping and 

ordering of classes within the ontology (score value = 0.98), 

defining affinity names and class properties (score value = 0.96), 

and suitable overall ontology content (score value = 0.97). 

Keywords—Information retrieval; ontology development; ethnic 

groups; knowledge organization; chiang mai 

I. INTRODUCTION 

The term "Ethnic Group" refers to a group of people who 
have a long history in Thai society, with different aspects and 
having their own culture and customs. It is a group in which the 
population is related to one another, sharing the same racial 
characteristics, culture, traditions, and language, and is devoted 
to the conservation, development, and inheritance of ancestral 
land and ethnic identity from one generation to the next. 
Ethnicity is the classification of people and their relationships 
between different groups in society based on cultural 
differences and inferiority in political power, society, and the 
economy. However, it may not be a minority that has a smaller 
population than a society [1], [2], [3]. Formerly, ethnic groups 

were diverse and settled in various provinces throughout 
Thailand [4]. There are currently 67 ethnic groups in 56 
provinces with a total population of around 6,100,000 people. 
Settlements are categorized into four types as follows: 

1) The highland ethnic groups, or "hill tribes", consist of 13 

groups: Karen, Hmong (Miao), Yao (Mien), Lisu (Lesu), Lahu 

(Muser), Akha, Lua, Tin, Khmu, Chinese Hor, Tong Su, Kachin, 

and Palaung (Dara-ang). 

2) Ethnic groups that settled on the plains consist of 38 

groups, namely Mon, Tai Lue, Tai Song Dam, Tai Yai, Tai 

Khuen, Tai Yong, Tai Ya, Tai Yuan, Phu Tai, Lao Krang, Lao 

Ngaew, Lao Ka, Lao Ti, Lao Wiang, Saek, Sere, Prang, Bru 

(Chao), Song Vo (Tawing), Umpi Kong Kula Chou Oj (Chu 

Oong), Kui (Suay), Nyah Kur (Chao Bon), Nyaw, Yoy, Khmer 

Thai, Vietnam (Yuan), Nye Mee Sor (Bizu), Chong, Krachong, 

Malay, Kaleang, and Lao Song (Tai Dam). 

3) Ethnic groups that settled on coastline or “Chao Lay” 

consist of three groups, including Moken, Moklen, and Urak 

Lawoi. 

4) Ethnic groups that live in the forest consist of two groups: 

Mlabri (Tong Luang) and Sakai (Mani). 

Ethnic groups are people who share a similar way of life, 
beliefs, culture, customs, and language, as well as a shared 
history. In addition, each ethnic group organizes its way of life 
differently. The manner in which each group interacts with each 
other and their relationships is distinctive [5], [6]. The 
separation of an ethnic group is essential in a society based on 
diverse ancestral teaching practices, a group of people with 
different biological characteristics, histories, and roles in 
society. Therefore, behavior and beliefs, occurring in human 
society and referred to as "culture," are different as well. A 
study of relational ethnography emphasizing ethnic groups as 
cultural groups that share ancestors or a long history is a study 
of the organization of social and governance, beliefs, customs 
and rituals, spoken language, clothes, and so on of each ethnic 
group. Currently, new generations of ethnic groups are taking a 
greater role in studying their own ethnic groups, providing them 
with more opportunities to learn about ethnic cultures [7]. 
Research information on ethnic groups is abundant and diverse, 
such as language, culture, literature, history, archeology, 
pottery, anthropology, folklore, habitation, and way of life, 
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which are mostly separated into specific areas. For example, the 
study of language attitudes of Tai ethnic group toward their own 
language in the lower northern region and the study of the use 
of various Tai dialects in the lower northern region. It is a 
comparison of tendencies and situations in language usage and 
language attitudes toward their own dialects of Thai people who 
speak Tai dialect in the lower northern region and a study of the 
way of life of the Hmong ethnic group in Mae Rim District, 
Chiang Mai Province [8], [9]. Therefore, searching for 
relational and related information is limited. 

Ontology is a concept applied in knowledge management. 
It is widely used and studied, and it is able to organize and 
present knowledge in the form of conceptual groups and 
interrelationships within the scope of interest [10]. It creates a 
hierarchical relationship by using the concept of grouping and 
segmentation [11], [12]. Applying ontology concept to ethnic 
groups, namely Ethnicity Ontology (EO), was developed as an 
extension of the Basic Formal Ontology two standard for 
general reference to ethnographic concepts. It combines 
semantic datasets from different knowledge sources to compile 
definitions for interpretation [13]. Gathering data and building 
relationships in a hierarchical form is often used in the fields of 
artificial intelligence, semantic web, software engineering, and 
biomedical informatics [14]. To design and develop ontology 
for information retrieval of ethnic groups in Chiang Mai, the 
researcher gathered knowledge of different ethnic groups by 
having the information integrated according to the concept of 
ontology, which is a type of knowledge management system 
that plays an important role in semantic explanations. This is to 
create a common understanding of a particular field of 
knowledge using a single concept. This study defined or created 
a vocabulary system that can be used to illustrate knowledge 
that represents a comprehensive scope of knowledge. It can be 
used as a base for semantic searches for the development of 
knowledge-based systems, as well as a semantic search system 
for specific information systems related to ethnic knowledge in 
Chiang Mai province. 

II. CONCEPTUAL FRAMEWORK AND METHODOLOGY 

A. Objectives 

1) Design and develop ontology for information retrieval 
about ethnic groups in Chiang Mai. 

2) Evaluate ontology for information retrieval about ethnic 
groups in Chiang Mai. 

B. Conceptual Framework 

The objectives of this study is to design, develop, and 
evaluate ontology for information retrieval about ethnic groups 
in Chiang Mai. The researcher conducted the study according 
to the conceptual framework as shown in Fig. 1. 

C. Methodology 

1) Concept and theory: The development of ontology was 

based on the basic ontological of knowledge sharing approach 

[15], which the researcher employed primarily to develop 

Domain Ontology as the main framework. There are three stages 

of development as follows. 

 

Fig. 1. Conceptual Framework. 

a) Determine ontology objectives by studying the 

ontology requirements from online data to analyze the data of 

the keyword from the research database of Chiang Mai 

University Library's Online Information Resource Database 

(OPAC) and Ratchamangkhalaphisek National Library, Chiang 

Mai for grouping the words. 

b) Protégé program was utilized to establish word 

correlations related to ethnic groups. 

c) Ontology evaluation is divided into two parts: the 

evaluation of the suitability of the ontology structure using the 

Inter-Class Relational Accuracy Assessment Scale by five 

experts (two ontology specialists) and an examination of ethnic 

grouping data (three ontology specialists). 

The development process of ontology has applied 
knowledge engineering theory for developing the ontology to 
make domain assumptions explicit as a framework [16]. The 
development process consists of seven stages: 1) determining 
domain and scope of ontology; 2) lexical clarification; 3) class 
and class hierarchy establishment; 4) defining relationships; 5) 
defining properties; 6) defining views on class properties; and 
7) creating sample data within that class. 

2) Research development process 

a) The development of ontology has three phases: Phase 

1: Determine the objectives and scope and ontology's scope to 

present a set of terms and concepts related to ethnic groups in 

Chiang Mai from the online data to analyze the keyword data 

from the research database from the Online Information 

Resource Database (OPAC), research database (e-Research), 

thesis database (e-Thesis), and journal database (e-Journal) of 

Chiang Mai University Library for 330 items, as well as the 

National Library of Thailand's Online Information Resource 

Database (OPAC) for 453 items, for a total of 783. This is to 

study the term group and apply it suitably for the design and 

development of ontology, along with the group of obtained 

words used in interviewing three experts in ethnology to collect 

information from them. Furthermore, it is to evaluate the 

correctness of the data obtained from the conceptual and 

vocabulary analysis processes to classify knowledge 

Ethnic knowledge collected 

from the information 

resources 

- Ethnic Name  

- History 

- Customs and rituals 

- Life and living 

- Language 

- Dress  

Ontology evaluation 

 

- Structural suitability 

- Information retrieval efficiency 

Design and development 

of Ontology 

 

- Determine objectives and 

ontology scope 

- Vocabulary collection and 

definition 

- Set classes and relationship 

structure 

- Determine class properties 

and property attributes 

Ontology for information 

retrieval about ethnic groups 

in Chiang Mai 
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(Knowledge classification approach) of Brougton [12] from the 

document and systematically prepare it before taking it to the 

next phase. 

Phase 2: From the collection of word groups in phase 1 for 
developing ontology that consists of vocabulary grouping, 
setting main classes and subclasses, determining properties and 
attributes of classes, and creating representative data within 
classes for defining the vocabulary value and data attributes, the 
Protégé program was applied to design and develop the 
ontology, class design, main class and subclass setting, 
hierarchy, properties, and relationships between classes in a 
technical connection form. 

Phase 3 Ontology evaluation. It is to confirm the academic 
authenticity of information about ethnic groups in Chiang Mai 
from experts and use the evaluation results to improve the 
ontology appropriately. The ontology evaluation is separated 
into two parts, which are the evaluation of the vocabularies of 
ethnic groups in Chiang Mai. Then, three ethnic experts would 
evaluate the structured vocabulary's coherence in the 
correlation grouping. Additionally, the evaluation of class 
relationships and class properties would be tested by two 
experts in ontology, using the accuracy, consistency, and 
suitability assessment scale of the structure and word 
relationships by finding the consistency value. To be more 
accurate and complete, the researcher utilized expert advice to 
gather, organize, and summarize the results. 

b) Research tool: Protégé program is a free, open-source 

knowledge management system program developed by Mark 

Musen in 1987 and a team at Stanford University [17]. It has 

established an ontology evaluation approach using the 

evaluation of Obrst and team [18]. It consists of the evaluation 

of 1) a process of identifying definitions, scope, and objectives 

of development; 2) a method of defining a concept or class; 3) a 

process for defining a class's properties; 4) a process for creating 

a model or representative data; and 5) applications and 

development guidelines in the future. 

c) Data analysis: The researcher analyzed the data by 

evaluating the Index of Conformity or IOC (Index of item 

objective congruence) based on advice and suggestions from 

three experts in ontology and semantic web and two experts in 

ethnic groups in Chiang Mai, a total of five people. Upon 

seeking the experts for this study, the researcher required experts 

who are qualified as academics or researchers in a relevant field 

with research papers, academic papers, or other works that have 

been published continuously to date, or who are recognized 

nationally or internationally, or qualified people with experience 

doing research or teaching in a related field. The criteria that are 

acceptable and considered to be consistent or appropriate are a 

score of 0.5 or higher, whereas a score of less than 0.5 must be 

improved [19]. 

III. RESULT AND CONCLUSIONS 

The development of ontology for information retrieval 
about ethnic groups in Chiang Mai aims to design, develop, and 
evaluate the ontology for information retrieval about ethnic 
groups in Chiang Mai. The summary of the findings is divided 
into three parts as follows: 

A. Development of a Semantic Ontology of Knowledge about 

Ethnic Groups in Chiang Mai 

The results of the study on ethnic groups in Chiang Mai 
revealed that the scope of knowledge of ethnic groups in Chiang 
Mai can be divided into nine groups: 1) ethnic Name; 2) history; 
3) customs and rituals; 4) life and living; 5) language; 6) 
religion and faith; 7) dress; 8) entertainment; and 9) economy 
and society. The knowledge structure of ethnic groups in 
Chiang Mai can be divided into nine main classes, 29 
subclasses, and 37 subgroups. An example of knowledge 
structures is shown in Table I. 

According to Table I, it shows the main classes and their 
descriptions of the nine main classes, each with subclasses, 
subgroups, and properties to describe their relationship to the 
main class in more detail by dividing 29 subclasses, 37 
subgroups, and 37 class properties. An example of the design 
of ontology can be seen in Table II. 

Table II demonstrates the main classes and subclasses, as 
well as the description of subgroups and their properties, to 
show the relationship after the design of the ontology and then 
to establish the relationship with the Protégé program, which 
illustrates an example of ontology design and shows the 
relationship between main classes and subclasses as shown in 
Fig. 2. 

TABLE I. CLASS STRUCTURE AND THE DESCRIPTION OF THE MAIN 

CLASS OF THE ONTOLOGY 

Ethnic groups (Ethnic Group: thing) in Chiang Mai who have their 

own names, customs, religion, dress, etc. can be shown according to 

the ontology’s main classes and subclasses divided by relationships. 

Class 

no. 
Class name Class description 

1. 
Ethnic 

Name 

A group of people who are officially named 

according to documents and research. 

2. History 
History, origins, migrations, and settlements of 

ethnic groups. 

3. 
Customs 

and Rituals 

The expressions, behaviors, worship, role 

models, or patterns that most people hold in 

their ethnic groups serve as a pattern for future 

generations to follow. 

4. 
Life and 

Living 

The way of life of people in ethnic groups, such 

as food, medication, way of life, occupation, 

animal husbandry, wisdom, utensils, 

accessories, and social values. 

5. Language 

Phonetic characters, words, speech, and 

symbols are used in place of speech to express 

one’s ethnicity. 

6. 
Religion 

and Faith 

Forms of belief, faith, religiosity, or cult of 

belief in regard to many matters in ethnic 

groups. 

7. Dress 
Elements or dress styles of people in ethnic 

groups. 

8. 
Entertainm

ent 

Grouping together to communicate certain 

things, emotional expressions, and stories for 

entertainment and pleasure. 

9. 
Economy 

and Society 

Earning money, exchange system, economic 

system of people in ethnic groups that generate 

income for each other, social organization of 

people in ethnic groups from the household 

level to the community level. 
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TABLE II. AN EXAMPLE OF THE DESIGN OF ONTOLOGY FOR 

INFORMATION RETRIEVAL ABOUT ETHNIC GROUPS 

No

. 
Main classes Subclasses Subgroups Properties 

1. Ethnic name 

Self-name 
Name 

Meaning 

Creating a 

group name 

Official name 
Official 

name 
Difference 

Other name 
Other 

name 

2. History 

Origin Origin 

Route of 

immigration 

Original 

settlement 

Original 

settlement 

Immigration to 

Thailand 
Route 

Story/myth 

myth 
Name 

Story 

Landmark 

Name 

Address 

Background 

3. 
Customs and 

rituals 

Name 
Name of 

ritual 
Name 

Time of event Duration Duration 

Purpose Purpose Purpose 

Background/stor

y  

Backgroun

d 
Cause 

Ritual tools 
Offerings 

Relevance 
Other tools 

Method Method Procedure 

Clothing Clothing Dress 

Prohibitions 

/obligations 

Prohibition

s 

/obligation

s 

Success 

4. 
Life and 

living 
Food 

Name Name 

Type of 

food 
Type of food 

Ingredient Ingredient 

Seasoning Seasoning 

Way of 

eating 
Way of eating 

5. Language 

Spoken 

language 

Speech 

pattern 
Speech pattern 

Written 

language 

Language 

family 

Language 

family 

Letters 
Letters 

origin 
Letters origin 

6. 
Religion and 

Faith 
Religion 

Name Name 

Name of 

sect 
Sect 

Name of 

cult 

cult 

Beliefs 

7. Dress 

Shirt 

Cloth 

pattern 

Background 

story of cloth 

pattern 

Pants 

Accessories 

Foot  

 

Color tone 
Synthetic/natur

al color 

Material Material 

Invention 

Method 

Equipment 

Instructions 

8. 
Entertainme

nt 

Place 
Gathering 

center 

Appropriatenes

s 

Festival Festival Duration 

9. 
Economy 

and Society 

Economic 

system 
Income Income 

Financial 

integration 

Income 

sources 
Income sources 

Social 

dependence 

Dependent 

income 

Dependent 

income 

 

Fig. 2. Relationships between Ontology's Main Classes and Subclasses for 

Information Retrieval about Ethnic Groups in Chiang Mai. 

B. Results of Ontology Evaluation for Information Retrieval 

about Ethnic Groups in Chiang Mai 

Ontology evaluation is divided into two parts, which are the 
evaluation of the ontology structure by experts and an 
examination of the data analysis by evaluating the consistency 
index. The details are as follows: 

1) The results of the evaluation of the suitability of the 

ontology structure for information retrieval about ethnic groups 

in Chiang Mai by experts found that the suitability of the 

ontology scored at 0.93. Class grouping, class ordering, class 

name, property name, the relationship between classes, the name 

of the relationship between classes, the accuracy and 

appropriateness of ontology content, and ontology overview 

were appropriate at 1.00. Followed by ontology class and its 

properties or attributes, the appropriateness was 0.66, 

respectively. These results are as shown in Table III. 
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TABLE III. RESULTS OF ONTOLOGY EVALUATION OF ETHNIC GROUPS 

Items IOC Results 

1. Class grouping within the ontology 1.00 Appropriate 

2. Class ordering within the ontology  1.00 Appropriate 

3. Ontology classes 0.66 Appropriate 

4. Name of classes within the ontology 1.00 Appropriate 

5. Properties or attributes of classes 0.66 Appropriate 

6. Name of properties 1.00 Appropriate 

7. Relationships between classes 1.00 Appropriate 

8. Name of the relationships between classes 1.00 Appropriate 

9. Accuracy and appropriateness of ontology 

content 
1.00 Appropriate 

10. Ontology overview 1.00 Appropriate 

Total 0.93 Appropriate 

2) The evaluation of data analysis was conducted by 

determining the Index of Conformity, or IOC (Index of item 

objective congruence), with an acceptable average score of IOC. 

If a value is 0.50 or higher, the content is consistent and 

applicable [20]. The evaluation by two ethnic and cultural 

experts assessed the analysis of the data by determining the 

conformity index used to connect and group information of 

ethnic groups. The overall evaluation results revealed that the 

ontology structure was consistent and had definition value, 

scope, and objectives of development. The results were also 

found to be consistent (score value = 0.89) in three areas: 

defining relation name and class properties (score value = 0.88), 

grouping, and ranking of classes within the ontology (score 

value = 0.90), and the accuracy and appropriateness of the 

overall ontology content (score value = 0.90), as demonstrated 

in Table IV. 

TABLE IV. RESULTS OF THE ONTOLOGY CONSISTENCY EVALUATION FOR 

INFORMATION RETRIEVAL ABOUT ETHNIC GROUPS 

Items IOC Results 

Specifying, 

definition, scope, 

and objectives of 

development are 

appropriate 

1. Name of classes within 

the ontology 
0.95 Consistent 

2. Properties or attributes 

of classes 
0.98 Consistent 

3. Name of properties 0.98 Consistent 

4. Relationships between 

classes 
0.96 Consistent 

5. Name of the 

relationships between 

classes 

0.98 Consistent 

Consistency average 0.97 Consistent 

Class grouping and 

ordering within the 

ontology 

1. Class grouping within 

the ontology 
0.98 Consistent 

2. Class ordering within 

the ontology 
0.97 Consistent 

3. Ontology classes 0.98 Consistent 

Consistency average 0.98 Consistent 

Accuracy and 

appropriateness of 

the overall ontology 

content 

1. Accuracy and 

appropriateness of 

ontology content 

0.97 Consistent 

2. Ontology overview 0.95 Consistent 

Consistency average 0.96 Consistent 

Total 0.97 Consistent 

The results of the evaluation can be used in class design, 
relationships between classes, and properties of classes within 
the ontology for information retrieval about ethnic groups in 
Chiang Mai, making the developed ontology more suitable and 
consistent with the query requirements. 

C. Conclusions 

The structural classification resulting from this research is 
based on the principle of main classes and subclasses and by 
stratification based on the knowledge found in the source 
material. Ontology of ethnic groups covers many dimensions 
and reflects the content of ethnic groups in Chiang Mai 
Province of Thailand. The classification of ethnic groups in 
Thailand is detailed in many aspects which grouped the 
population according to the cultural and ethnic group. This is 
classified by using the criteria of the original topographic 
location and other similar factors, such as social characteristics, 
customs, history, etc. The structure is concluded three groups: 
(1) cultural and ethnic similarities according to the 
classification criteria; (2) identification of ethnic groups or 
groups; the culture is more detailed than the first two levels and 
(3) livelihoods of knowledge classification and knowledge 
structure of ethnic groups in Thailand focuses on data 
extraction. Named ethnic groups of Thailand as the main 
constituent groups with similar and related topics. This research 
apart from others is the effort to categorize details under each 
main class and subclasses. For example, in Class 7, subsistence, 
the class of dress care has four subclasses, i.e., Shirt, Pants, 
Accessories, Foot. This research organizes classes and 
subclasses of knowledge margins and creates a knowledge 
structure that delves into the content of various researches. 
Details are given hierarchically from subclasses to different 
properties and it will be useful in the future, although this ethnic 
knowledge structure is for an ontology developed to support 
semantic web for searching capabilities and recommendation 
system [21], [22]. Also can be applied to data extraction in other 
ways, such as for a large number of ethnic sources, for example, 
semantic web construction. Therefore, ethnic classifications in 
Thailand can be combined with and used to expand the assigned 
classification notation. To categorize ethnic group outcomes 
appropriate to an automated retrieval system that provides 
access to the content of information resources rather than lists, 
the researchers also saw that the methods used in the study 
could be applied to improve knowledge classification. 

IV. DISCUSSIONS 

The ontology design for information retrieval about ethnic 
groups in Chiang Mai is developed to define the classification 
structure of knowledge subjects arising from the classification 
structure based on the source of knowledge and ethnic and 
cultural experts. This is in accordance with the principle of 
grouping as well as sub-components of ethnic knowledge, 
which is comprehensive and reflects the content of ethnic 
groups of Chiang Mai. It is also in line, where there is a detailed 
grouping of the ethnic structure of Thailand with a hierarchical 
structure analysis that includes the original geographic location 
and other similar factors, such as social characteristics, 
customs, history, etc. [23] These include structures that can be 
divided into three levels: (1) geography; (2) cultural and ethnic 
similarity according to classification criteria; and (3) ethnic 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

698 | P a g e  

www.ijacsa.thesai.org 

identification, group, or culture with details. When cultural 
grouping is conducted in accordance with the process for 
grouping and retrieval of the body of knowledge, which 
consists of a body of knowledge derived from wisdom and 
culture, such as religion, art, and culture, as well as important 
historical sites, it can also be applied to the body of knowledge 
derived from other fields [24]. 

Eventually, the researcher has synthesized a guideline 
derived from the conceptual process of studying knowledge 
about ethnic groups in Chiang Mai Province, which contains 
the semantic ontology of knowledge about ethnic groups in 
Chiang Mai as a model that can be applied as a source of 
information. Furthermore, the researcher has applied SPARQL 
language to retrieve information rather than the relational 
database system and using SQL language in the original pattern, 
which will assist in obtaining more information in ethnic areas 
according to the ideas [25], [26]. 

V. RECOMMENDATIONS 

1) Increasing the class's attributes to support ethnic group 

data collection in other Northern provinces can expand the scope 

of learning and data storage even more. 

2) An ontology may be used to develop a semantic search 

program by providing search methods or alternatives that allow 

users to make better use of information resources. 

REFERENCES 

[1] T. H. Eriksen, Ethnicity and nationalism: Anthropological perspectives. 
Pluto press, 1993. 

[2] R. Jenkinsand and K. D. Haggerty, “Rethinking ethnicity: arguments & 
explorations,” Canadian Journal of Sociology, vol. 24, no. 2, p. 130, 1999. 

[3] R. William, Keyword: A Vocabulary of Culture and Society. New York: 
Oxford University Press, 1983. 

[4] Committee on Children, Youth, Women, Elderly, Disabled, Ethnic 
Groups and LGBT People House of Representatives, Thailand, “Report 
on the results of the study on the condition of problems and guidelines for 
the promotion and protection of ethnic groups in Thailand”, 2020. 
https://dl.parliament.go. th/handle/lirt/572116. 

[5] S. Srisantisuk, “Principles of qualitative research with ethnic 
communities,” Journal of Language and Culture, vol. 15, no. 2, pp. 4-13, 
1996. 

[6] A. Cohen, Introduction: The lesson of ethnicity. In A. Cohen (Ed.). Urban 
ethnicity. London: Tavistock, 1974. 

[7] P. Leepreecha, “Paradigms of Studies on Ethnicity,” Journal of Mekong 
Societies, vol. 10 no. 3, pp. 219-242, 2014. 

[8] S. Jirananthanaporn, O. Chinakkhrapong, and U. Singnoi, Language 
Attitudes of Tai Ethnic Groups Towards Their Own Language in Thai 
Lower Northern Region. Faculty of Humanities, Naresuan University: 
Phitsanulok, 2008. 

[9] J. Gao and I. Onkam, “Way of life of Hmong Ethnic Group : The case 
study of Ban Mae Sa Mai, Pongyang Sub-district, Maerim District, 

Chiangmai Province,” Liberal Arts Review, vol. 16, no. 1, pp. 27-44, 
2021. 

[10] T. R. Gruber, “A translation approach to portable ontology 
specifications,” Knowledge Acquisition, vol. 5, no. 2, pp. 199-220, 1993. 
https://doi.org/10.1006/knac.1993.1008. 

[11] K. Kumar, Theory of Classification. New Delhi: Vani Educational Books, 
1985. 

[12] V. Brougton, Essential Thesaurus Construction. London: Facet 
Publishing, 2004. 

[13] J. Chaikhambung and K. Tuamsuk, “Development of Semantic Ontology 
of Knowledge on Ethnic Groups,” TLA Research Journal, vol. 10, no. 2, 
pp. 1-15, 2017. 

[14] D. Siharad, “The Semantic Knowledge Base Searching System for 
Promoting Cultural and Traditional of Mong Tribe, Bankeknoi, Kaokor 
District, Phetchabun Province using WordPress and Ontology,” Research 
Journal Rajamangala University of Technology Thanyaburi, vol. 19, no. 
2, pp. 144-155, 2020. DOI: 10.14456/rj-rmutt.2020.25. 

[15] M. Uschold and M. King, “Towards a methodology for building 
ontologies,” Paper presented at the Workshop on Basic Ontological Issues 
in Knowledge Sharing, held in conduction with IJCAI-95. New York, 
1995. 

[16] N. F. Noy, & D. L. McGuinness, “Ontology development 101: A guide to 
creating your first ontology,” Stanford Medical Informatics Technical 
Report, 2001. SMI-2001-0880. http://citeseer.ist.psu.edu/viewdoc/ 
download;jsessionid=BCD0804A95E679C04930558DFFBCB8F4?doi=
10.1.1.136.5085&rep=rep1&type=pdf. 

[17] M. A. Musen, “Use of a domain model to drive an interactive knowledge-
editing tool,” International Journal of Man-Machine Studies, Vol. 26, pp. 
105-121, 1987. 

[18] L. Obrst, B. Ashpole, W. Ceusters, M. Mani, S. Ray, and B. Smith, The 
Evaluation of Ontologies, Springer, New York, 2006. 

[19] P. Pasunon, “Reliability of Questionnaire in Quantitative Research,” 
Parichart Journal, vol. 27 no. 1, pp. 144-163, 2014. 

[20] P. Tuntavanitch and P. Jindasri, “The Real Meaning of IOC,” Journal of 
Educational Measurement Mahasarakham University, vol. 24 no. 2, pp. 
3-12, 2018. [In Thai]. 

[21] K. Puritat, P. Julrode, P. Ariya, S. Sangamuang, and K. Intawong, “Book 
Recommendation for Library Automation Use in School Libraries by 
Multi Features of Support Vector Machine,” International Journal of 
Advanced Computer Science and Applications, vol. 12 no. 4, pp. 190-
196, 2021. 

[22] B. Stark, C. Knahl, M. Aydin, and K. Elish, “A Literature Review on 
Medicine Recommender System,” International Journal of Advanced 
Computer Science and Applications, Vol. 10, No. 8, pp. 6-13, 2019. 

[23] J. ChaikhambungDigital, “Knowledge Base about Ethnic Groups in 
Thailand,” Journal of Information Science, vol. 39, no. 4, pp. 46-58, 2021. 
doi:10.14456/jiskku.2021.21. 

[24] W. Sunkanaporn, “Cultural capitalof Sanpatong district’studyfor 
guidelineswith Creative Economythinking,” Veridian E-Journal, 
Silpakorn University, vol. 9, no. 3, pp. 815-829, 2016. 

[25] P. Suwannaphachana and N. Sampao-Ngern, “Information System 
Concept and Development of Musical Instruments Documentation of 
Ethnic Groups in Thailand,” Rangsit Music Journal, vol. 15, no. 2, pp. 84-
98, 2020. 

[26] S. Middleton, D. D. Roure, and N. Shadbolt, Ontology-Based 
Recommender Systems, 2009. DOI:10.1007/978-3-540-92673-3_35. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

CoSiT: An Agent-based Tool for Training and
Awareness to Fight the Covid-19 Spread
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Abstract—Since the beginning of 2020 and following the
recommendation of the Emergency Committee, the WHO (World
Health Organization) Director General declared that the Covid-19
outbreak constitutes a Public Health Emergency of International
Concern. Given the urgency of this outbreak, the international
community is mobilizing to find ways to significantly accelerate
the development of interventions. These interventions include
raising awareness of ethical solutions such as wearing a face mask
and respecting social distancing. Unfortunately, these solutions
have been criticized and the number of infections and deaths
by Covid-19 has only increased because of the lack of respect
for these gestures on the one hand, and because of the lack
of awareness and training tools on the spread of this disease
through simulation packages on the other. To give importance
to the respect of these measures, the WHO is going to try
to propose to his member states, training and sensitization
campaigns on coronavirus through simulation packages, so that
the right decisions are taken in time to save lives. Thus, a
rigorous analysis of this problem has enabled us to identify three
directions for reflection. First, how to propose an IT tool based on
these constraints in order to generalize training and awareness
for all? Secondly, how to model and simulate these prescribed
measures in our current reality? Thirdly, how to make it playful,
interactive, and participative so that it is flexible according to the
user’s needs? To address these questions, this paper proposes an
interactive Agent-Based Model (ABM) describing a pedagogical
(training and educational) tool that can help understanding the
spread of Covid-19 and then show the impact of the barrier
measures recommended by the WHO. The tool implemented is
quite simple to use and can help make appropriate and timely
decisions to limit the spread of Covid-19 in the population.

Keywords—Multi-agent system; covid-19; CoSiT; modeling-
simulation; barrier measures; complex systems

I. INTRODUCTION

To sensitize everyone in the fight against the spread of the
new virus through the respect of non-pharmaceutical measures
while waiting for a pharmaceutical solution to be set up, the
WHO in a report entitled “SituationReport-156” [1], recom-
mends through tabletop exercises and textual presentations to
its member states, the implementation of educational training
and awareness-raising campaigns through seminars and sym-
posiums on the coronavirus (Covid-19). For this purpose it will
put at their disposal, different packages of textual simulation,
to form and sensitize in the fight against the Covid-19, with the
help of textual plans and presentations with slides [2]. At the
WHO, for that matter, the Department of Health Security and
Preparedness has set up the various table top exercise programs

named SimEx (Simulation Exercise) Covid-19 [3] as part of
the coronavirus training (Covid-10), which it defines in its
2017 Simulation Exercise Manual [4], as an exercise that uses
progressive scenarios, with series of scripted messages to allow
participants to consider, the impact of a potential public health
emergency on existing plans, procedures and capabilities: in
these words that “A TTX (Table Top Exercise) simulates an
emergency situation in an informal stress-free environment”.
Although these plans (non-pharmaceutical measures), in a
textual format, are easy to manipulate by individual stake-
holders, there are no accessible tools and pedagogical means
to train and sensitize all stakeholders on the importance of
respecting these measures, as these actors may have different
interpretations of these measures and the protocol set up, in
an environment where they are geographically distributed and
distant from each other, and these training course are only held
in the organization’s offices around the world, and are purely
professional, which considerably restricts listening, and limits
training and awareness.

Taking into account the above mentioned observations,
and with the increase in contamination, the need for training
and sensitization, especially of political decision-makers and
populations who are not always able to understand the merits
of these measures, is becoming increasingly necessary and
important, so that they can make early decisions on the
adoption of these measures to save lives. This solution could
also be very useful to avoid any misinterpretation of what these
textual response plans mean. It is therefore essential to propose
an educational tool that can simulate the current reality with
all its aspects (particularly social) to understand, control and
monitor this disease throughout its life cycle.

The aim of this paper is to contribute to the engineering of
coordination and decision making, in a multi-agent universe,
and this in the fields of epidemiology, while providing a
global approach that takes into account without confusing
them and by articulating them, the essential aspects of crisis
management: ethical measures (social distancing and wearing
of protective masks) and social behavior.

To achieve this, we used the Simple Reflex Agent model
to simulate the propagation of the pandemic and to visualize
the impact of barrier measures. We then specified and formal-
ized this approach with the UML and AML languages, and
documented it with the ODD (Overview, Design concepts and
Details) protocol. Then, we proposed a pedagogical architec-
ture, centered on interactive and participative agents, to allow
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users to play themselves on the existing parameters, according
to the context in which they are, and to visualize the results
of the simulation in an interface provided for this purpose.

The implementation and simulation of the system was done
on the GAMA (GIS and Agent-Based Modelling Architecture)
modeling and simulation platform. To validate the obtained
model, we defined and simulated several real-life scenarios
which revealed results similar to what is observed today.

This paper is organized as follows: in the second section,
we propose a review of the literature on infectious diseases,
then on the mathematical and computer models existing in the
fight against the spread of these diseases, and finally on the
educational tools that can play the role of training support
in the current context. In the third section, we propose a
description and formalization of the agent model we propose as
a solution, after which we document it using the ODD protocol.
Section four concerns the implementation and experimentation
as well as the validation tests through the defined scenarios.
The fifth section concerns the general conclusion and outlook.

II. KEY CONCEPTS

A. Complex Systems

A system is complex when it is made up of a large number
of differentiated autonomous components that interact with
each other in a non-trivial way. This system is also character-
ized by the emergence at the global level of new properties, not
observable at the level of components system and by a global
operating dynamic difficult to predict from the observation of
the constituents and their elementary interactions [5].

B. Modeling - Simulation

Modeling – simulation, first of all, consists of the designing
of a model. It is a way of making explicit the complexity of a
system to better understand its functioning and to make good
decisions [5].

C. Model

A model is a mathematical, or graphic and computerized
representation of the objects and the relations between them
in a confined zone of the real world. A model can also be
viewed as a simplified representation of a complex reality. To
be useful, models must be adapted to their objects and be
conveniently studied and validated [6].

D. The New Coronavirus

The new Coronavirus named Covid-19 is caused by the
SARS-CoV-2 virus, which is spread through close contact with
an infected person when small liquid particles are expelled
through the mouth or nose of an infected person or when
people are in direct or close contact with an infected person.
Transmission can also occur in specific settings, particularly
in crowded, poorly ventilated indoor spaces where one or
more infected persons spend long periods with others. People
with the virus can leave infectious droplets when they touch
objects or surfaces, such as tables, door knobs and railings.
We can then become infected with the virus if we touch these
contaminated surfaces before washing our hands [7].

E. Measures to Control the Spread of Covid-19

To limit the risk of contracting Covid-19, the WHO rec-
ommends that everyone follows certain basic precautions such
as [7]:

• Follow local recommendations.

• Keep at least one meter away from others.

• Wear a mask, in public places.

• Avoid touching surfaces, especially in public places.

• Wash your hands regularly with soap and water or
with a hydroalcoholic solution.

• Cough and sneeze into your elbow or a tissue.

In the following, the system that will be modeled will take
into account only two of these measures: the wearing of the
mask, and the respect of the distancing.

III. RELATED WORKS

Several solutions in the field of infectious disease control
through mathematical modeling have been well established.
Among these solutions, we can mention the one proposed by
Kermack and McKendrick in the paper entitled “A contribution
to the mathematical theory of epidemics” [8]. The aim was to
understand the evolution of the epidemic in large populations
of constant size. The application of this mathematical modeling
technique was motivated by the need for more accurate predic-
tions of the spread of infections at the population level. This
has contributed to a better understanding of the mechanisms
of spread to help develop optimal control strategies through
public health interventions. In [9], the authors address the
problem through a representation in the form of compartments
of the various stages of infection. We find several of these
compartment models in the literature [10], [11], [12], among
which we can cite the SI, SIR, and SEIR models.

The work of Kieczkowski & Grenfell [13], presents a
new approach based on an increased interest in modeling
the interactions between people in a network with a mixture
of local and global interactions, by proposing a stochastic
model called Mean-field, to demonstrate that even in the
presence of a high level of local correlation their model can
succeed. To achieve this, they referred to the work of Watts
& Strogatz, [14], in which they analyzed some properties of
mesh networks, and showed that they behave like a network
model, even for a relatively small mesh parameter.

Another similar model was analyzed by Boccara &
Cheong, [15], where individuals were allowed to change places
on a two-dimensional network. Thus, they proved that when
the interactions between the agents are over a long-range, it
causes a very fast spread of the epidemic in the population. In
the work of Kieczkowski [13], the authors studied the effects
of local spatial correlations of a temporal epidemic spread as
a function of the increasing proportion of global contacts in
a cellular automaton (CA) model. They deduce that even in
the presence of high local correlations, the model (Mean field
types equations) can be quite suitable if the contact rate is
treated as a free parameter. They conclude that the contact rate
reflects not only a microscopic and epidemiological situation,
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but also a complex social structure, including short and long
term contacts following a hierarchical structure of the society.
Among the works that are based on this small-world network
principle, we can mention [13], [14].

While these approaches (compartmental and stochastic)
rely on mathematical models and representations to propose
solutions in the field of epidemiology, the Agent-Based ap-
proach is relatively new and more powerful, more realistic in
simulating the spread of diseases and predicting the impacts
in the population and especially regarding the effectiveness of
interventions. According to [16], this model is classified as a
solution to model complex social interactions in a real world.

In the same perspective, in [17] authors present an Agent-
Based approach for modeling dynamics of contagious disease
spread. The aim here was to overcome the limitations of
different approaches, such as cellular automata and classical
epidemic models. In this paper the authors also allow the
modeling of interactions between individuals, which facilitates
the study of specific spatial aspects of the spread of epidemics
and to address the stochastic nature of the epidemic process.
In [18] authors present a tool, EpiSimdemics which is different
from the other systems and allows to simulate the propagation
of contagious diseases. According to this work, all of these
simulators have been widely evaluated and used in dozens of
large-scale public health studies.

Among the computer tools used in the fight against Covid-
19, the literature informs us that several tools are already
available for this purpose, among which: The most powerful
computer in the world Fugaku [19], that works particularly
at the molecular level, and at the macroscopic level. In
addition, the MODSIR19 project [20] developed within the
framework of research for the fight against Covid-19, allowing
to model the various factors which influence an epidemic,
and to visualize the effects on a graph, according to the
R0 factor. It also allows to better predict the evolution of
the pandemic, to simulate the number of hospitalizations, the
needs in resuscitation beds, and the effects of confinement
and de-confinement, and is also for pedagogical purposes.
Learn to fight: “Good practices when treating patients”, on the
other hand, is a digital training simulator for the management
of patients with the symptoms of Covid-19 [21]. Another
powerful tool is the COMOKIT which is a GAMA model
on the evaluation and comparisons of policy responses to the
Covid-19 [22] pandemic. Its goal is to help policymakers and
researchers answer questions such as: Does closing schools
decrease peak transmission? What is the impact of wearing
masks on the dynamics of the epidemic? How long should a
lockdown ideally last?

However, with the increase in the number of cases from
day to day, several public health organizations and mainly the
WHO have found it necessary to train and sensitize people on
coronavirus through various training and sensitization pack-
ages through so-called tabletop exercises (TTX) [2]. Although
this training is necessary to sensitize and train decision-makers
and individuals to curb the spread of the virus. The means and
tools of the training set up by the WHO remain a hindrance,
and a limit as to the objectives to be reached, for several rea-
sons. Firstly, these simulations are done on paper and through
presentations, there are no specialized software tools for this.
Secondly, it is restricted to the members of the organization

and takes place only in its premises around the world, which
reduces the target to be reached. Third, it is targeted and
concerns only one category of people. Moreover, the actors
being geographically distributed, each of them can have a
different interpretation of these measures, and more seriously,
the disease changes phase each time and new measures must
be adopted each time. Thus, proposing a computer simulation
tool for educational purposes to train and raise awareness on
the measures prescribed by the WHO becomes an urgent task.

Our work will consist in conducting an in-depth study on
the impact of these measures in the fight against the virus, by
looking at the training through simulations proposed by the
WHO.

IV. PROPOSED MODEL

A. Analysis and Design

To answer the questions raised by the literature, we pro-
pose a solution to create an educational, simple, interactive,
participative and generalist computer tool that can help in
the fight against infectious diseases. This tool named CoSiT
(Covid-19 Simulation Tools) is based on the GAMA (GIS and
Agent-based Modelling Architecture) modeling and simulation
platform and follows a set of principles and requirements as
follows :

• It is first and foremost an educational tool for training
and raising awareness on the importance of respecting
barrier measures in the fight against the spread of
Covid-19.

• It is also and above all an interactive and participative
tool.

• CoSiT is based on the so-called non-pharmaceutical
measures prescribed as part of the fight against Covid-
19, to produce simulations of our daily lives and to
visualize the results obtained in an interface provided
for this purpose.

• CoSiT is based on a detailed and realistic representa-
tion of the impact of barrier measures in controlling
the spread of Covid-19 in the environment of our
choice.

• CoSiT is generic, flexible and applicable to any case
study.

• CoSit is open and modular enough to support inter-
disciplinary cooperation.

• CoSiT provides easy access to small-scale training,
experimentation and sensitization, making it easy to
explore its parameters.

To do so, we followed the following process as shown in
Fig. 1.

Fig. 2 gives us an overview of the structure of the model
to be implemented in the form of a UML class diagram.

In Fig. 3 we can see the AGR representation with AML
of our model.

The design of the simulation environment is done upstream
of the simulation according to the plan of the place where we
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Fig. 1. Solution Implementation Process.

Fig. 2. Overview of the Model Structure in the Form of a UML Class
Diagram.

Fig. 3. AGR Representation with AML of the Model.

want to define a scenario, to do this, we have defined some
basic rules.

Fig. 4 shows the design of the simulation environment. It
is after this step that the file can be exported in CVS (Comma
Separated Values) format and imported into our model as a
simulation environment.

B. Model Description using ODD Protocol

To describe the model that we propose as a solution, we
have used as a tool, the ODD protocol [23], [24].

1) Overview :

Fig. 4. Design of the Simulation Environment using Libre Office Calc
Spreadsheet.

• Purpose: The objective of the model is to explore, in
a low-scale real environment of our choice, the impact
of barrier measures in the fight against Covid-19.

• Entities, state variables, and scale: The model is
composed of a single variable, the human agent, which
represents the different people in the considered area
with their characteristics and epidemiological status.
Each agent is localized in space by its coordinates,
and can recognize objects in the environment.
It should be noted that the environment is composed
of a set of obstacles which are the objects of the living
world, and of agents which are people. It corresponds
to a cell of 70m x 70m that can be parameterized.
As for the temporal resolution, the simulation is done
by a succession of iterations for which the time step
is fixed at one second. This time step is defined in
such a way that the displacement distance during an
iteration of an agent does not exceed the dimension of
a cell. The simulated duration is not defined by default,
because it depends on the type of environment and the
number of initial agents. This duration corresponds to
a day of work and activities.
The simulation is divided into four phases, which are
distinguished by the agents’ behaviors:

◦ A “Life without constraint” phase, which in-
cludes two types of agents: “infected and sus-
ceptible”. A phase of “Life with a constraint of
wearing face mask”, during which agents are
forced to wear the mask. A phase of “Life with
constraint, respect of social distancing”, during
which they must respect a certain distance
from each other. And a phase of “Life with a
constraint of facial mask-wearing, and respect
of social distancing”, which combines the two
previously mentioned.

◦ Several other variables are also defined as
parameters of the model: the number of people
who can intervene throughout the simulation,
the probability of contamination within a pop-
ulation, the measure of social distancing, the
simulation environment. The model gives the
user the possibility to act on the behavior of
the agents before and during the simulation
through the activation and deactivation of these
barrier measures.

2) Design Elements:
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• Basic Principles: The aim is to show, through model-
ing and computer simulation, the importance of barrier
measures in the fight against Covid-19. The aim is
to provide an educational tool that can be used as a
training and awareness support.

• Emergence: There is a phenomenon of spatial spread
of disease that is conditioned by the movements and
behaviors of human agents. Perception: Agents can
perceive other agents in their vicinity, as well as
objects in the world they are in.

• Interaction: The only interactions present in the model
are the interactions between human agents.

• Stochasticity: The model contains some stochasticity
in both the initialization and the dynamics. The po-
sition of the agents in the space is random on one
of the cells. The number of initially sick agents is
also chosen randomly. During the simulation, when
a new agent is created, its status is chosen randomly
according to a probability. Moreover, an agent moves
a more or less constant distance but in a randomly
chosen direction according to its objectives.

• Observation: The main display of the simulator is an
environment containing the different types of agents,
as well as the obstacles. It is updated at each time
step, allowing to visualize the dynamics of the disease
propagation. During the simulation, we can observe
the evolution of the number of contamination with
the help of a curve representing these values as a
function of time, and also in textual form for the non-
professionals of the domain.

• Adaptation: the individual behavior of each agent is
a process of adaptation at each time step, it adapts
to evolve within its environment and to reach its
objectives.

• Objectives: the objective of the agents is to move
according to the established rules. These objectives
are not fixed but depend on the parameters and the
scenario we want to simulate.

3) Details:

• Initialization: During this phase, we have to define the
basic parameters of the simulation such as: importing
the simulation environment, creating and initializing
the agents, setting the parameters of the behavior of
these agents.

• Input Data: The main input data is in CSV format
previously provided by the user.

V. IMPLEMENTATION

The aim is to develop a tool capable of simulating the
propagation of the Covid-19 in a public environment such
as supermarkets, bars, or restaurants, and then to display
the results obtained in a clear and accessible way for ev-
eryone. The solution implemented here is a simple reflex
agent-based model, documented by the ODD protocol, im-
plemented, modeled and simulated using GAMA Platform
[25]. Its interface has different parts and offers two solutions:

the CoSiT1 solution which is an interactive and customizable
training environment and the CoSiT2 solution, which is more
generalist, and uses the parameters of CoSiT1 to offer on a
single screen, all possible results.

The Gama modeling and simulation platform is the one
with which we implemented this solution. Fig. 5 gives us a
descriptive overview of this solution.

Fig. 5. Gama Modeling and Simulation Platform Uses

The CoSiT1 interface The main requirements implemented
in this part are summarized in Fig. 6.

Fig. 6. CoSiT1 Simulation Interface.

The CoSiT2 interface The main requirements implemented
in this part are summarized in Fig. 7.

Fig. 7. CoSiT2 Simulation Interface.
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VI. NUMERICAL SIMULATION AND EXPERIMENTATION

In this section, the simulations performed are presented.
Table I describes the parameters used and the estimated
baseline values.

TABLE I. PARAMETER VALUES AND THEIR MEANINGS

Parameters Estimated baseline values
Distance infection [0− 2.0] meters
Maximum persons inside the supermarket 50
Maximum visitor per day 500
Distanciation value [0− 4.0] meters
Respect of wearing face mask Yes/No
Respect for distancing Yes/No
Probability of infection 0.05
Probability of wearing a face mask [0.5− 1.0]
Probability of distancing respect [0.5− 1.0]

A. Experimentation 1: Influence of Wearing a Mask on the
Spread of the Virus in a Supermarket

There is scientific debate about their use, one study showed
the ability of surgical masks to prevent the exhalation of respi-
ratory viruses. Therefore, the use of masks by the population
could reduce peak contamination.

Fig. 8. Several Probability of Wearing Masks are Considered (0.1, 0.25,
0.45, 0.75 and 1) and the Social Distancing is not Respected.

B. Experimentation 2: Influence of Social Distancing on the
Spread of Covid-19 in a Supermarket

Like the wearing of masks, maintaining a certain distance
has been recommended. The positive effects of such actions
are visible on the number of contaminations, depending on
whether one practices it or not.

Fig. 9. Impact of Social Distancing.

C. Experimentation 3: Influence of Mask Wearing and Respect
of Social Distancing on the Spread of Covid-19 in the Envi-
ronment

The main objective of this experiment is to find the best
protocol that can have an optimal impact on the spread of
the pandemic, reducing the spread factor R0. To do this, we
decided to simulate a scenario in which the two previous
barrier measures are found under the same conditions.

Fig. 10. Impact of Wearing Face-Mask and Respect of Social Distancing.
Several Probability of Wearing mask are Considered while the Social

Distancing Considered is 2 Meters

As shown in Fig. 10, we start this exploration with the
simplest possible scenario, i.e. a free spread of the disease
with a percentage of 25% as the probability of wearing a face
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mask, and 2 meters as the distance measure to be respected.

D. Experimentation 4: Consideration of Promotion Area in the
Supermarket Environment

This experimentation attempts to display the dynamics of
the pandemic in a supermarket that contains promotion areas.

Fig. 11. Impact of Wearing Face-Mask (Yes/No) and Respect of Social
Distancing (Yes/No) in the Environment with Promotion Area.

In Fig. 11, we consider a percentage of 25% as the
probability of wearing a face mask, and 2 meters as the
distance measure to be respected.

VII. DISCUSSION OF THE RESULTS

In Fig. 8 it can be seen that the use of masks does indeed
reduce the peak of contamination. Therefore, recommending
the use of face masks would avoid overloading hospitals and
intensive care units as much as possible, and would contribute
to slowing down the speed of spread of the virus while
reducing the R0 factor. The greatest change was achieved with
a face mask probability of 0.75 and above, which avoided the
sudden increase in cases that were still noticeable with a face
mask probability of 0.5.

As presented in Fig. 9 the social distancing would act
on the extent of the propagation. It also shows us that the
smaller the radius of propagation of the virus (e.g. 1 meter), the
fewer contaminations there are. For large distances, the results
show that it is not always obvious to adopt such behavior in
society, which justifies the high epidemiological peak when
the distance increases. If social distancing also appears to be
one of the best ways to reduce the spread of the virus and to
relieve the health centers, it raises several questions about the
right distance to adopt in order not to be contaminated. As in
the case of wearing a mask, the simulations were run several
times with a distancing measure varying from 1 to 5 meters.

Based on the results described in Fig. 10, we can compare
the two different measures.It seems that these two policies
taken individually correlate with the behavior of the individuals
according to the environment where they are. On the other
hand, these two measures taken together allow us to observe
an antagonistic reaction (when the mask does not work, the
distancing protects and vice versa, and when both work the
protection is of high quality).

The presence of promotion areas has an impact on the
spread of the disease as shown in Fig. 11. It appears that even if
the supermarket contains promotional areas, the application of
the two barrier measures is recommended to avoid the spread
of the disease.

VIII. CONCLUSION AND PERSPECTIVES

Based on the results obtained in this paper, we confirm that
the objectives assigned at the beginning of this work have been
successfully achieved. Results clearly show that the adherence
to the WHO prescribed barrier measures influences the spread
of the virus and is a means of controlling Covid-19, which sup-
ports the hypothesis of this research. Public health experts also
claim to be already aware of this solution. However, it is not
clear what the average distance would be in the general case,
and how long it would take to change masks. These factors
would therefore deserve to be examined more systematically.
The main advantage of CoSiT over the WHO TTX tabletop
simulation schemes is that it is user-centered, educational,
interactive, participatory, general-purpose, and flexible, with
a quick learning curve.

However, making this tool available through a web portal
so that it can be accessed and used by all in contexts of their
choice, remains a challenge because the GAMA technology
we used does not yet allow it.

Therefore, we recommend that technologies for deploying
simulation models in the Cloud (online) be explored more
systematically to facilitate mass remote training and awareness
in real-time when an epidemiological crisis occurs. This would
allow everyone to be aware in time of the need to adopt certain
measures and would also help policymakers and political actors
in making timely decisions to save lives. This solution will also
help public health organizations in their training and awareness
campaigns in the fight against infectious diseases.

AVAILABILITY OF MATERIALS

For materials request, please find material documentations
and source code using Gama Platform by clicking HERE. A
video of the implemented tool is available on the following
LINK.
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Côte d’Ivoire

Abstract—Geometric shape detection in an image is a classical
problem that leads to many applications, in cartography to
highlight roads in a noisy image, in medical imaging to localize
disease in a region and in agronomy to fight against weeds with
pesticides. The Hough Transform method contributes effectively
to the recognition of digital objects, as straight lines, circles
and arbitrary objects. This paper deals with the theoretical
comparisons of object dual based on the definition of Standard
Hough Transform. It also focuses on parallelism of Hough
Transform. A generic pseudo-code algorithm, using the Openmp
library for the parallel computing of object dual is proposed in
order to improve the execution time. In simulation, a triangular
mesh superimposed on the image is implemented with the pymp
library in python, in considering threads as inputs to read the
image and to update the accumulator. The parallel computing
presents reduction of the execution time accordingly to the rate
of lit pixels in each virtual object and the number of threads. In
perspectives, it will contribute to strenghen the developement of
a toolkit for the Hough Transform method.

Keywords—Hough transform; parallel computing; pattern
recognition

I. INTRODUCTION

Digital object recognition in an image is a classical problem
that arises many applications in cartography to highlight noisy
roads, in medical imaging for disease detection, in agronomy
for weed detection and in cyber-security, as Facial Recogni-
tion using deep learning through convolutive neural network
application. That supposes the definition of a model for digital
objects and establishement of its adequate recognition method.
In this sense, Bresenham’s line in [18], Reveilles in [9], Andres
in [10] have established several digital models, particularly for
analytical straight lines. Parallel algorithms such as paralleliza-
tion Bresenham Line and circle in [19] have been introduced
to improve the execution time to draw digital object.

The Hough Transform method has been initially introduced
by Paul Hough in [3] in 1962 and applied to the detection of
straight lines in an image : It transforms a point in an image
space to a straight line in a parameter space. It transposes the
problem of straight line detection in the image space to an
intersection of straight lines in the parameter space. But this
method is limited in the detection of vertical straight lines.

Another variant of the Hough transform method named the
standard Hough Transform, associates continuous points in an
image space to sine curves in a parameter space. It allows
to overcome the problems of vertical straight line recognition

that occurs in the case of the classical Hough Transform, which
transforms a continuous point in the image space to a straight
line in the parameter space.

Forward, the Hough Transform method has been extended
to the detection of others shapes such as circles, ellipses.
Duda and others in [4] have also proposed the recognition
of arbitrary shapes in an image.

In 1985, Henri Maı̂tre in [1] has also proposed a survey
on the Hough Transform method with an unified definition of
Hough transform. Several works have studied the application
of Hough Transform, for instance to mouth recognition in [11]
and to action detection in [12].

Moreover, extensions of Hough transform for straight line
recognition have been proposed by scientists. For instance, in
2006 Martine Dexet in [2], [6] introduced a new method based
on the initial definition of Hough Transform, computing the
Hough transform of continous points in a square. Then, the
dual of a square is a set of continuous straight lines in the
parameter space.

By analogy to the works of Dexet in [2], SERE and others
in [5] extends the standard Hough transform, to define the
dual of a square and the dual of a triangle. Others extensions
followed these works in [5] with the dual of a rectangle in [14],
the dual of an hexagon in [16] and the dual of an octagon in
[15]. All these works will lead to build a toolkit for the Hough
Transform methods.

The serial execution of Hough transform consists of the
serial execution of each real pixel or each virtual cell defined
by the mesh generation, layed on an image.

Many works have carried out improvements of Hough
transform to reduce the execution time. Acceleration of Hough
transform has been studied by Jošth and others in [21] to allows
real time line detection.

Parallelization of the Hough Transform method is also an
alternative in order to improve the execution time. For instance,
SERE and others in [7] have demonstrated the application of
Hough Transform with the map-reduce algorithm for straight
line recognition. These works have been extended by Mateus
Coelho and others in [8] to deal with circle recognition.

Through recent innovations precisely in deep learning on
Convolutive Neural Network, scientists have worked to com-
bine the Hough Transform method with Convolutive Neural

www.ijacsa.thesai.org 707 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

Network to improve algorithms working in object detection,
as studied by Spratling in [20].

In Traffic Management on roads, various techniques of
Hough Transform have been proposed in Detection of Traffic
Saturation, Traffic Light and Traffic Sign. For instance, SERE
and others in [16] have introduced an application of the Hough
Transform method in Traffic Saturation using GPS.

Our motivation is the study of parallel processing for the
dual of geometry shapes related to squares, triangles, rectan-
gles, hexagons and octagons with pymp library in python, in
considering a set of threads as input parameters to compute
different duals and to update the accumulator data in order to
reduce the execution time.

Here, the parallel execution is outside the framework map-
reduce in [7]. It takes into account previous works in a serial
execution on :

• improvements of standard Hough transform in [13],

• straight line recognition in a rectangular grid in [14],

• straight line recognition in a triangualar grid in [22]

.

But it considers the parallel execution of object dual for
any grid to shorten the execution time.

This paper is organized as follows : the Section II recalls
the definitions of geometric shape duals and analytical straight
lines. The Section III focuses on parallelization of object dual.
Experimental results in Section IV use the pymp library to
implement parallelism in python on real images.

II. PRELIMINARIES

As previously introduced in Section I, Standard Hough
Transform (SHT) associates a point in the image space to
a sine curve in the parameter space, to achieve straight line
recognition, as defined by :

Definition 1: (Standard Hough Transform)

The dual S(x,y) of the point (x,y) in a two dimensional
space where (x, y) ∈ R2, is the Standard Hough Transform
defined by the set of points :

{(θ ,r) ∈ [0,π]× [−
√

l2 +h2,
√

l2 +h2]/ r = xcosθ + ysinθ}
(1)

Duality is described as establishment of the relation be-
tween a digital object in the image space and the set of standard
Hough transform of its internal points in the parameter space.
For instance, let O be a digital object such as O= ∪n

i=1Pi where
Pi ∈ O. Pi could be a discrete point or a set of discrete points.
The dual of O is the union of the dual of each element ( Pi
∈ O), accordindly to the standard Hough transform of Pi in
definition 1.

That means formally :

Dual(O) = ∪n
i=1dual(Pi) (2)

The relation 2 has been specialized precisely to obtain the
definitions for the dual of geometric shapes, such as rectangles,

triangles, as defined by SERE and others in [5], [13], [15] as
follows :

Definition 2: (Rectangle dual) the dual of a square (or a
rectangle) is the area localized between the curves correspond-
ing to the duals of its two internal diagonal segments in the
parameter space.

Definition 3: (Triangle dual) the dual of a triangle is the
area localized between the curves corresponding to the duals
of its two adjacent sides in the parameter space.

An octagon is the union of four internal rectangles. While
a hexagon is the union of three internal rectangles. Definition
2 leads to establish hexagon dual and octagon dual as follows
:

Definition 4: (Hexagon dual) the dual of an hexagon is
the area localized between between the curves corresponding
to the duals of its three internal diagonal segments in the
parameter space.

Definition 5: (Octagon dual) the dual of an octagon is the
area localized between the curves corresponding to the duals
of its four internal diagonal segments in the parameter space.

The dual contributes to analytical straight line recognition,
particularly those proposed by Reveilles in [9] related to
standard analytical straight line and extended by Andres in
[10] to have the supercover model.

Definition 6: analytical digital straight line ([9], [10])
with parameters (a,b,µ) and thickness w is defined by the
set of integer points (x,y) verifying : µ ≤ ax + by < µ +
w , (a,b,µ,w) ∈ Z4, pgcd(a,b) = 1.

Thus, Analytical digital straight line is then :

• thin, if w < max(|a|, |b|)

• naive, if w = max(|a|, |b|)

• thick, if w > (|a|+ |b|)

• standard, if w = (|a|+ |b|)

Parallel computing of object dual will be described in
Section III and applied to analytical straight line recognition
in Section IV.

III. METHOD DESCRIPTION

This section is focusing on parallel computing of object
dual, previously defined in Section II. It also proposes pseudo-
algorithms using openmp library to compute object dual in the
parallel context.

As an object dual is defined previously by the relation :

Dual(O) = ∪n
i=1dual(Pi) (3)

Where O is extracted from an image and Pi ∈ O. Then,
parallel computing of Dual (O) consists firstly of splitting an
object to several components and secondly to apply parallel
computing to each elementary components Pi. Threads will
assume easily these elementary tasks. Let n and v be respec-
tively the number of components in an initial object O and
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the number of threads. Each thread will compute normally
almost [ n

v ] elementary components. That means if the number
of threads is superior to the number of elementary components,
some threads will not be launched.

Moreover, instead of parallel computing for the dual of all
the components Pi, a contraint is introduced by the rate of lit
components in O : If an object O has the rate of lit components,
superior to the rate α , the dual of this object will be computed
in the accumulator data.

Let Ol be a subset of O, constituted only of lit components.
Suppose that lc is the number of lit components. We have
lc=card( Ol) and α ≤[ lc

n ]. Then, the dual(O) will be approxi-
mately the dual(Ol).

Moreover, suppose that α= [ m
n ]. We constitute the subsets

of Ol that contain exactly m elements of Ol , denoted P(Ol).
There are Cm

lc subsets (as a combinaison) in Ol that verify
the constraint α= [ m

n ]. As Om ∈ P(Ol). Now, the dual(O) also
becomes approximately the dual(Om).

Finally :

Dual(Om) = ∪n
i=1dual(Pi) (4)

Where Om is extracted from Ol (Ol is a subset of O) and
parallelization will concern with the dual(Pi), where Pi ∈Om.

Let us explain the dual of an object with more details
through different algorithms in the following sections.

A. Therorical Comparisons of Computing Object Dual

Definitions 2, 3, 4, 5 extend Standard Hough Transform in
two ways :

• the first one is to achieve object detection in virtual
grid based on geometry shapes in computing its duals
in the accumulator : digital objects pass through this
virtual grid. Thus, parallel computing is applied to
elementary shapes issued by this virtual grid in order
to improve the execution time.

• the second one is to analyze the internal structure
of points inside these duals in the accumulator data
to highlight properties or characteristics for square,
rectangle, triangle, hexagon, octagon recognition in
the image. The future works will analyzed in details
the internal structure of these dual.

Let us focus on the first case. Computing the dual of an
hexagon and the dual of an octagon, could take more time
than the dual of a square or the dual of a triangle. Because
the number of internal diagonal segments in an hexagon or
an octagon, building the area between different segment dual
is important. For instance, according to SERE and others in
[15], the dual of an hexagon and the dual of an octagon
depend respectively on the dual of four internal segments
and the dual of three internal segments. The dual of internal
segments in objects can be realized through threads computing
simultaneously the dual of each segment.

Our purpose is to use the dual of geometric objects in
the parallel context to improve the execution time of Hough
transform.

Hough Transform uses two spaces, namely an image space
and a parameter space ( or accumulator data). Proposed parallel
Hough Transform takes into account these two spaces : that
means the parallel reading of data in the image space and the
parallel updating of the accumulator data

B. Analysis of Parallel Algorithm to Read the Data in the
Image Space

Mesh generation establishes a virtual grid, superimposed
on an image to bring out internal elementary virtual objects.
For instance, An elementary object could be a rectangle, a
triangle, an hexagon or an octagon. Fig. 1 presents an example
of a virtual grid with triangles, created by Ouedraogo and and
others in [22], an extension of the method proposed by Cheick
and others in [14] to generate rectangles, where the triangles
are its components.

y

x

Fig. 1. An Example of the Triangular Mesh, Used by Ouedraogo and Others
in [22] to Compute the Dual of a Triangle

Consider an image with (w x h) pixels. Algorithm 1
presents a generic serial execution. It uses a virtual mesh to
perform an image, where each elementary object is referenced
by the references Image(i, j). For instance, it takes particularly
the dual of rectangles into account, as defined by SERE and
others in [5] ( see in preliminaries) where dual(Object x)
corresponds precisely to dual(Rectangle x).

In this way, generalization is done by substitution of an
object by any geometric shape .

Algorithm 1: Computing the Dual of Objects
Result: the dual of objects
image: Matrix ;
ob:Object ;
i, j : Integer ;
Image=pretreated(load(URL)) ;
for (i=1; i ≤ w; i++) do

for (j=1; j ≤ h; j++) do
ob=(Object) extract(Image(i, j));
if light(ob) then

dual(ob);
end

end
end

Let α and β be parameters corresponding to the number
of threads to read data in the initial image. Data parallelism
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is introduced in algorithm 1 by OPENMP primitives as ” #
pragma omp parallel for” to define the parallel section as
illustrated precisely in algorithm 2.

Algorithm 2: Data Parallelism with Openmp Primi-
tives in a Pseudo-Code Algorithm

Result: the dual of objects
image: Matrix ;
ob:Object ;
i, j : Integer ;
Image=pretreated(load(URL)) ;
omp set num threads(α) ;
# pragma omp parallel for ;
for (i=1; i ≤ w; i++) do

omp set num threads(β ) ;
# pragma omp parallel for ;
for (j=1; j ≤ h; j++) do

ob=(Object) extract(Image(i, j));
if light(ob)) then

dual(Ob);
end

end
end

In both the algorithm 1 and the algorithm 2, there are
different functions :

• the function load(String URL) loads an image, accord-
ing to its URL;

• the function pretreated (Matrix m) uses operators of
binarization and filtering on the image ;

• the function extract(Matrix m) allows to get an ele-
mentary object generated by the grid superimposed
on the image;

• The function light(Object x) consists of verifying if
or not all the pixels in the object ob respect certain
contraints to make it elligible for computing its dual ;

• the function dual(Object x) executes effectively the
dual of the object ob, in application of the standard
Hough Transform to an object. It udpates the accu-
mulator data, discussed forward in details in section
III-C.

On the other hand, Fig. 2 presents a graph to modelize
threads created by algorithm 2 with α=3 and β=3, following
the Fork/Join model.

Let us study this model of graph in Fig. 2. Suppose
that I={1,2, ...,w− 1,w} and J={1,2, ...,h− 1,h}. We have
obviously i ∈ I and j ∈ J where i, j are the counters of two
loops :

• At the first level of loop with the counter i, the number
of threads being α , each thread tk manages at average
[ w

α
] iterations with different value i ∈ I. [ w

α
] is an

integer value and k∈ {1,2, ...,α−1,α}.
If α > w, there will be some k∈ {1,2, ...,α − 1,α}-
I, corresponding to the threads tk that will never
created. But thread creation depends on availability of
resources such as microprocessor and memory. That
means even If α ≤ w, threads will be created accord-
ing to availability of resources. The future works will

Fig. 2. Threads Created by Openmp Primitives with α=3 and β=3,
Accordingly to Algorithm 2

study predictions of availability of resources to man-
age threads that could even used in thread management
in operating system and in security to detect malicious
software, using additional resources.

• At the second loop with the counter j ∈ J, each thread
with a new iteration on i ∈ I, creates β threads to
manage some iterations on j ∈ J. For instance, the
thread with the iteration i=1, creates β=3 threads to
manage together all the iterations on j ∈ J. Among
β threads, in the same manner as the first level, each
thread will compute [ h

β
] iterations. As a conclusion,

in considering an initial image I with its size height
x width : The number of pixels is then determined
by (height x width), to be submitted and shared for
analysis by all the threads.

image, corresponding to the size width. While the second
loop is associated to the column of the image, corresponding
to the size height . Finally, α x β threads work together on the
same image and each thread will process approximately [ w

α
] x

[ h
β

] pixels.

The function dual(Object x) updates the accumulator and
is studied in more details in section III-C.

C. Analysis of Parallel Algorithms to Update the Accumulator
Data

This section focuses on data processing in the accumu-
lator : it concerns precisely computation of dual(Object), as
mentioned previously in calling, in algorithm 1. The number
of threads used to update the accumulator is defined by
the parameters γ,θ , as described in details in algorithm 3.
Consider a accumulator with the size (wacc x lacc).

By analogy previously to section III-B related to the
proposed algorithms, in algorithm 3, the number of γ threads
is created, just before beginning the first loop with the counter
m. These threads share iterations on a table that contains the
number of lacc cells.

Algorithms 2 and 3 are generic : they can be specialized
and adapted to any grid with its specific geometric shape,
through computing object dual. For instance, the main spe-
cialized algorithm 6 in appendix is based on a triangular grid,
implemented in Section IV.
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Algorithm 3: dualObject(m, n : integer)
Result: the accumulator accc
acc: Matrix;
m, n : Integer ;
omp set num threads(γ) ;
# pragma omp parallel for ;
for (m=1; m ≤ lacc;m++) do

omp set num threads(θ ) ;
# pragma omp parallel for ;
for (n=1; n ≤ wacc; n++) do

if verify(m, n) then
acc[m][n]=acc[m][n]+1;

end
end

end
return acc;

IV. SIMULATION AND DISCUSSIONS

Simulation considers the case study of a triangular mesh
superimposed on an image. It follows and extends the initial
works on the Hough Transform method, applied to triangular
shapes in a serial execution, introduced by Ouedraogo and oth-
ers in [22], similar to compute the dual of rectangles proposed
by Traore and others in [14], also in a serial execution.

At the present time, computers have several microproces-
sors as Dual Core, Quad Core, i5, i7, i9 and super calculators
with a shared memory that allows and increases performance
to execute multiple threads.

In both the serial execution and the parallel execution,
simulation uses a computer with the following characteristics
:

• Processor : Intel(R) Core(TM) i5 CPU M
480@2.67GHz 2.67GHz

• Memory usable : 4,00 Go

• operating system : Kali Linux

Different tests have been realized on the initial images in
figures 3 and 4. Illustrations take into account parameters as the
threshold to indicate the number of vote in the accumulator,
the rate of pixels in each triangle represented by the value
α , the height and the base of the triangle and the number of
threads.

The previous generic algorithms 2 and 3 have been detailed
and specialized by the main algorithm 6 calling algorithms
4, 5 and 7, all in appendix for recognition in a triangular
mesh. Implementations of parallelization have been realized
in python, using opencv and pymp available in [17] to bring
openmp-like functionality to python.

.

A. The Case of the Parameters (Threshold =100, the Number
of Threads =2, The Height of the Triangle =4 Pixels, The Base
of the Triangle=4 Pixels)

An analysis of the execution time for the parallel case and
the serial case in varying the value α , has been summarized
in the Tables I and II. It reveals effectively that the parallel

Fig. 3. A Building Image

Fig. 4. A Road Image

computing of object dual is obviously better than the serial
case.

TABLE I. THE EXECUTION TIME (IN SECOND) IN THE SERIAL CASE AND
THE PARALLEL CASE FOR THE BUILDING IMAGE WITH THE PARAMETERS
(THRESHOLD =100, THE NUMBER OF THREADS =2, THE HEIGHT OF THE

TRIANGLE =4 PIXELS, THE BASE OF THE TRIANGLE=4 PIXELS)

α Number of detected lines Serial case Parallel case Time difference
0.1 370 8.7 6.5 1.8
0.15 243 7.8 5.6 2.2
0.2 243 5.6 5.6 0
0.25 62 6.5 4.6 1.9
0.3 62 6.5 6.5 0
0.35 6 4.5 3.5 1
0.4 6 4.5 3.5 1
0.45 2 3 2.5 0.5
0.5 2 3 2.5 0.5
0.55 0 2.4 2.1 0.3

TABLE II. THE EXECUTION TIME (IN SECOND) IN THE SERIAL CASE
AND THE PARALLEL CASE FOR THE ROAD IMAGE WITH THE PARAMETERS
(THRESHOLD =100, THE NUMBER OF THREADS =2, THE HEIGHT OF THE

TRIANGLE =4 PIXELS, THE BASE OF THE TRIANGLE=4 PIXELS)

α Number of detected lines Serial case Parallel case Time difference
0.1 236 5 4 1
0.15 169 4.8 3.85 0.95
0.2 169 4.8 3.85 0.95
0.25 37 4.1 3.4 0.7
0.3 37 4.1 3.4 0.7
0.35 3 3.3 2.7 0.6
0.4 3 3.3 2.7 0.6
0.45 0 2.2 2.1 0.1

Difference between the processing time in the serial case
and the parallel case, also appears in the Fig. 6 and 8, where
the curve of the serial case is more up on the curve of the
parallel case with the small values of α .

The Fig. 5 and 7 show decreasing the number of straight
lines for increasing values of α .

Moreover, the surface of each triangle of the grid is
determined by (height x base)/2 : that means (4x4)

2 =8 pixels.
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Fig. 5. The Number of Detected Lines in the Building Image Related to the
Table I, Accordingly to the Values α

Fig. 6. The Curves of the Execution Time for the Building Image Related to
the Table I

Fig. 7. The Number of Detected Lines in the Road Image Related to the
Table II, Accordingly to the Values α

Fig. 8. The Curves of the Execution Time for the Road Image Related to the
Table II

An image has (w x h) pixels, divided into [ (w.h)8 ] triangles.

Valid triangles have the number of internal lit pixels,
superior to [8 . α] : they will be considered for computing
dual. For instance, with α=0.5, it appears at least (8 . α)=4 lit
pixels for each triangle, to be valid.

Thus, if the number of valid triangles is the value nv, then
the loose triangles will be ([ (w.h)8 ]-nv) in computing dual. That
leads to loss approximately (([ (w.h)8 ]-nv).8) pixels (for all the
image), representing a possibility to reduce the execution time.

If the value α is increasing, then the number of pixels (8 x
α) to be considered for triangle validation will be reduced : that
reduces effectively the number of straight lines to be detected
and the execution time for any case (serial case and parallel
case). In more details, with the value α increasing, the surface
to be respected in each valid triangle will become small, but
included more triangles that are engaged in the process : more
straight lines passes through a reduced number of aligned tri-
angles. More aligned triangles indicate reduced corresponding
straight lines that pass through them, accordingly to the value
of the threshold applied to the accumulator.

B. The Case of the Parameters (α =0.1, The Number of
Threads =2, The Height of the Triangle =4 Pixels, The Base
of the Triangle=4 Pixels)

With a fixed α =0.1, in varying the threshold, the Tables III
and IV show respectively the execution time for the building
image and for the road image : it presents naturally reduction in
the number of detected lines and the execution time. Because
the number of cells, having the maximum vote is reduced and
the time taken to read the accumulator data is short for the
serial case and for the parallel case.

TABLE III. THE EXECUTION TIME (IN SECOND) IN THE SERIAL CASE
AND THE PARALLEL CASE FOR THE BUILDING IMAGE WITH THE

PARAMETERS (α =0.1, THE NUMBER OF THREADS =2, THE HEIGHT OF
THE TRIANGLE =4 PIXELS, THE BASE OF THE TRIANGLE=4 PIXELS)

Threshold Number of detected lines Serial case Parallel case
100 370 8.7 6.5
125 53 7.6 5.6
150 13 7.6 5.4
175 7 7.6 5.3
200 5 7.4 5.3
225 2 7.8 5.3
250 1 7.4 5.4
275 0 7.7 5.4

TABLE IV. THE EXECUTION TIME (IN SECOND) IN THE SERIAL CASE
AND THE PARALLEL CASE FOR THE TOAD IMAGE WITH THE PARAMETERS
(α =0.1, THE NUMBER OF THREADS =2, THE HEIGHT OF THE TRIANGLE

=4 PIXELS, THE BASE OF THE TRIANGLE=4 PIXELS)

Threshold Number of detected lines Serial case Parallel case
100 236 5 4
125 24 4.83 3.8
150 6 4.8 3.7
175 1 4.7 3.7
200 0 4.7 3.7
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C. The Case of the Parameters (Threshold =100, Number of
Threads =2, The Height of the Triangle =8, The Base of the
Triangle=8 )

Tables V and VI illustrate the case of a large triangle with
the parameters ( height = 8 pixels, base =8 pixels).

TABLE V. THE EXECUTION TIME (IN SECOND) IN THE SERIAL CASE
AND THE PARALLEL CASE FOR THE BUILDING IMAGE WITH THE

PARAMETERS (THRESHOLD =100, NUMBER OF THREADS =2, THE
HEIGHT OF THE TRIANGLE =8, THE BASE OF THE TRIANGLE=8 )

α Number of detected lines Serial case Parallel case Time Difference
0.1 140 7 5.3 1.7

0.15 79 6.7 4.8 1.9
0.2 57 6.2 4.5 1.7

0.25 19 5.3 4 1.3
0.3 5 4.1 3.2 0.9

0.35 3 3.1 2.5 0.6
0.4 3 2.4 2 0.4

0.45 3 1.9 1.8 0.1
0.5 3 1.8 1.7 0.1

0.55 3 1.8 1.7 0.1
0.6 3 1.8 1.7 0.1

0.65 3 1.8 1.7 0.1
0.7 3 1.8 1.7 0.1

0.75 3 1.8 1.7 0.1

TABLE VI. THE EXECUTION TIME (IN SECOND) IN THE SERIAL CASE
AND THE PARALLEL CASE FOR THE TOAD IMAGE WITH THE PARAMETERS

(THRESHOLD =100, NUMBER OF THREADS =2, THE HEIGHT OF THE
TRIANGLE =8, THE BASE OF THE TRIANGLE=8 )

α Number of detected lines Serial case Parallel case Time Difference
0.1 97 4.5 3.6 0.9

0.15 55 4.3 3.5 0.8
0.2 29 4.1 3.2 0.9

0.25 8 3.6 3 0.6
0.3 0 2.9 2.6 0.2

As a conclusion, for any case of triangle, the difference
between the parallel execution time and the serial one will
be more large, in favour to the parallel case that has a short
reduced time with the small values of α .

D. Straight Line Recognition in Real Images

This section is focusing on the application of parallel
Hough Transform to real images.

1) Straight Line Recognition in the Building Image with
a Triangle 4 x 4: For the building image, the accumulator
data and the results of straight line recognition are respectively
illustrated in Fig. 9 in Fig. 10.

Fig. 9. The Accumulator Data after Application of the Parallel Computing:
On the Left Image, The Sinusoid Curves and on the Right the Maximum

Votes Superior to the Threshold =150

2) Straight Line Recognition in the Road Image with a
Triangle 4 x 4 : For the road image, the accumulator data
and the straight line detection also appear respectively in
Fig. 11 and 12, in considering the parameters (thread=2,
threshold=100, α=0.3).

Fig. 10. Straight Line Recognition in the Building Image with the
Parameters (Threads =2, Threshold = 150, α =0.1)

Fig. 11. The Accumulator Data after Application of the Parallel Computing:
On the Left Image, The Sinusoid Curves; On the Right Image the Maximum

Votes is Superior to the Threshold =100

Fig. 12. Straight Line Recognition in the Road Image with the Parameters
(Threads =2, Threshold = 100, α =0.3)

V. CONCLUSION AND PERSPECTIVES

A new parallel Hough method has been proposed effec-
tively to compute the dual of objects based on the standard
Hough transform, through algorithms using openmp library to
create threads. An image is analyzed with a meshing technique
and different threads, computing the dual of virtual generated
objects for updating the accumulator data.

Experimental results have been realized with the pymp
library in python for parallelization and reveal reduction on
the execution time in parallel execution than in the serial one.
As outputs, the detection of straight lines is effectively realized
in a building image and a road image. But optimizations of
the proposed algorithms to improve more the execution time in
the parallel case and comparisons with similar parallel methods
still remain to do .

In perspectives, the study of parallelism will focus on
straight line recognition in a rectangular grid, in an hexagonal
grid or in an octagonal grid.

The future works will also analyze in detail, the internal
structure of object dual to determine recognition for rectangles,
triangles, hexagons and octagons in the image.
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All these works will contribute forward to strengthen the
building of a toolkit for the Hough Transform method, being
integrated to a software for image processing, to bring out
extensions for new functionalities, as a plug-in or a library for
programming languages.
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[13] Séré A., Ouedraogo T. F., Zerbo B.; An improvement of the standard
Hough transform method based on geometric shapes, Future of Infor-
mation and communication conference (FICC), 2018, 5-6

[14] Cheick Amed Diloma Gabriel TRAORE, Abdoulaye SERE, Straight
Line Detection with the Hough Transform Method based on a Rectan-
gular Grid, Fifth International Conference on Information and Commu-
nication Technology for Competitive Strategies (ICTCS-2020)

[15] Abdoulaye SERE, Yaya TRAORE, Frederic T OUEDRAOGO, Towards
New Analytical Straight Line Definitions and Detection with the Hough
Transform Method, International Journal of Engineering Trends and
Technology 62.2 (2018): 66-73.

[16] Abdoulaye SERE, Cheick Amed Diloma Gabriel TRAORE, Yaya
TRAORE, Oumarou SIE, Towards Traffic Saturation Detection Based on
the Hough Transform Method. In: Proceedings of the Future Technologies
Conference (FTC) 2020, Volume 2. FTC 2020. Advances in Intelligent
Systems and Computing, vol 1289. Springer, Cham.

[17] Awani Kendurkar, Mohith J. A Comparative Analysis of Parallelisation
Using OpenMP and Pymp for Image Convolution . International Research
Journal of Engineering and Technology (IRJET) ISSN: 2395 0056
Volume : 08 Issue: 09, Sep 2021 www.irjet.net p ISSN: 2395 0072

[18] Jack E Bresenham, Algorithm for computer control of a digital plotter,
IBM Systems Journal, ACM.

[19] Wright William E., Rendering, Parallelization of Bresenham’s
Line and Circle Algorithms, IEEE Computer Society Press,
https://doi.org/10.1109/38.59038

[20] M. W. Spratling, A neural implementation of the Hough transform and
the advantages of explaining away, Image and Vision Computing, doi:
10.1016/j.imavis.2016.05.001
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APPENDIX

Algorithm 4: Building a triangular grid
Function meshing2(Nl, Nc,h, b: integers): table of integers

Variables: tab: table of 6 integers
Output: tab[1] (tab[3]): base (height) of the triangle

of our meshing ;
tab[0] : number of parts of length tab[3] on the line ;
tab[2]: number of parts of length tab[1] on the
column ;
tab[4] : the remainder of the Euclidean division of Nl
by h ;
tab[5] : the remainder of the Euclidean division of Nc
by b ;
begin
tab[1]← b;
tab[3]← h;
tab[0]← int[Nl/h];
tab[2]← int[Nc/b];
tab[4]← Nl mod h;
tab[5]← Nc mod b;
return tab;

Algorithm 5: Rate of lit pixels
Function count(img pymp : image, A, B, C : 3 tables of

two integers containing the coordinates of the vertices of
the triangle) : real

Variables: k, l : integers;
D : table of two integers
begin
k← 0;
l← 0;
D← A;
if B[1]≥ A[1] and C[0] ≥ A[0] then

for x between A[0] and C[0] do

DE← |x−C[0]|× |A[1]−B[1]|
|A[0]−C[0]|

;

y0← A[1]+ round(DE);
for y between A[1] and y0 do

if img pymp[x,y] ̸= 0 then
k← k+1;

else
l← l +1 ;

if B[1]] ≤ A[1] and C[0] ≤ A[0] then
for x between C[0] and A[0] do

DE← |x−C[0]|× |A[1]−B[1]|
|A[0]−C[0]|

;

y0← A[1]−E[DE];
for y between y0 and A[1] do

if img pymp[x,y] ̸= 0 then
k← k+1;

else
l← l +1 ;

return
k

k+ l
;

Algorithm 6: Recognition of discrete lines
Pre-condition: 0 < α < 1, 0 < threshold
Data: α

Variables: tab : table of 6 integers ;
A, B, C : tables of two integers ; accum row, accum column, irho, Nl, Nc : integers;
accum : matrix of dimensions ”accum row×accum column”;
threshold, α, dtheta, rho, theta, DE : real;
Begin
% import of pymp library
import pymp;
% image reading
imge=cv2.imread(’image.jpg’);
img= pretraited image;
% the dimensions of the image ;
Nl← number of rows of image; Nc← number of columns of image;
%create a pymp type matrix
img pymp← pymp.shared.array([Nl,Nc]);
% α : the rate of lit pixels from which the triangle is selected ;
α = 0.8 ;
% threshold : the minimum number of votes ;
threshold← 150 ;
% the dimensions of the virtual triangles to be entered manually;
h← 4 ; b← 4 ;
% the dimensions of the matrix ”accum pymp”
accum row← 180 ; accum column← E(

√
(Nc2 +Nl2));

dtheta = π/180 ;
% creation of the pymp type accumulator matrix
accum = pymp.shared.array([Ntheta,Nrho]);
accum seuil = pymp.shared.array([Ntheta,Nrho]);
tab← meshing(Nl,Nc,h,b) ;
H = Nl− tab[4] ; L = Nc− tab[5] ;
% assign the pixel values of the pre-processed image to the matrix of type pymp
for x in range(Nl): do

for y in range(Nc) do
img pymp[x,y]← img[x,y]

% walk through all the triangles of the grid without taking into account any residues and updating the
accumulator

%
pymp.config.nested=False;
% the maximum number of threads allowed
pymp.config.thread limit = 4;
with pymp.parallel(2) as p :

for x in tab[3] and Nl with a step of tab[3]+1 do
for y between tab[1] and Nc with a step of tab[1]+1 do

A[0] = x− tab[3] ; A[1] = y− tab[1] ; B[0] = x− tab[3] ; B[1] = y ; C[0] = x ;
C[1] = y− tab[1] ; D = A;

if B[1]¿A[1] and C[0]¿A[0] then
if count(img pymp, A,B, C)≥ α then

for z between A[0] and C[0] do

DE← |x−C[0]|× |A[1]−B[1]|
|A[0]−C[0]|

;

y0 ← A[1]+ round(DE);
for t between A[1] and y0 do

Acc update();

A[0] = x ; A[1] = y ; B[0] = x− tab[3] ; B[1] = y ; C[0] = x ; C[1] = y− tab[1] ; D = A;
if B[1]¡A[1] and C[0]¡A[0] then

if count(img pymp, A,B, C)≥ α then
for z between C[0] and A[0] do

DE← |x−C[0]|× |A[1]−B[1]|
|A[0]−C[0]|

;

y0 ← A[1]−E[DE];
for t between E[y0] and A[1] do

Acc update();

if tab[4] ̸= 0 then
for z between H and Nl do

for t between 0 and Nc do
Acc update();

if tab[5] ̸= 0 then
for z between 0 and Nl do

for t between L and Nc do
Acc update();

Search for maxima in the accumulator;
Line drawing;
End
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Algorithm 7: Accumulator update
Procedure Acc update(): void

% Updating the accumulator
if img pymp[z, t] ̸= 0 then

for itheta in p.range(accum row) do
theta← itheta×dtheta;
rho← t× cos(theta)+ z× sin(theta);
irho← int(rho);
if irho > 0 and irho < accum column then

accum[itheta][irho]←
accum[itheta][irho]+1
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Abstract—Dyscalculia is a disorder of difficulty in understand-
ing, understanding of numbers and mathematical operations in
such a way that the child has a greater stress by not solving
the exercises proposed by the teacher, leading to the objective
of the research in making an innovation plan dedicated to
the mobile prototype with augmented reality for children with
dyscalculia in primary education. Design Thinking was used
as a methodology that allows us to know the needs of users
and implement new solutions to their problems, so that the
project team makes decisions to choose the best idea proposed,
likewise this idea must be applied to a model or design, for
this the Miro application was used for the mobile prototype, for
the 3D design TinkerCad was used for educational games and
finally the App Augmented Class application that was responsible
for the visualization of augmented reality. The results were
obtained through interviews with parents, indicating that the
mobile prototype with augmented reality is a great contribution of
impact and should be applied for children, finally this prototype
is validated by five experts who mentioned that the final prototype
has 86% acceptance. The conclusion of this research is to make an
innovation model to solve the problems of dyscalculia, improving
understanding and comprehension in mathematics.

Keywords—App augmented class; design thinking; dyscalculia;
miro app; TinkerCad

I. INTRODUCTION

Dyscalculia is a disorder that demonstrates learning dif-
ficulties in understanding, learning and performing subjects
involving mathematical numbers, and also affects reading and
writing, as well as attention deficits and visual problems
[1]. Dyscalculia exists in every 5-8% of children in schools
worldwide with symptoms of this disorder [2], in schools
in India, between 13% and 14% of school-aged children are
reported to have these learning disabilities. In such a way that
covid-19 also influences the process of this disorder in school
children when virtual classes are established, students do not
have a monitor to guide them in their educational process,
and children with symptoms of dyscalculia tend to be easily
distracted [3].

In Latin America there are learning difficulties in children
in such a way that the teaching of mathematics has a low
performance of 49.9% to 70.3% and in this way the schools
do not provide a good quality of teaching in their schools,
considering a serious problem for dyscalculia to indicate
the low preparation in education regarding mathematics is
why children do not have highly trained teachers to provide
good teaching [4]. In Brazil, which considers that dyscalculia

impairs school performance and achievement in mathemati-
cal operations [5], it also considers that out of every 304
schoolchildren aged 7-12 years of both sexes are assessed and
22 children are diagnosed with dyscalculia [6].

The majority of children with dyscalculia in Peru have
difficulties in their academic development, thus indicating that
students have teachers who are not trained to meet the needs of
children [7]. In the Covid-19 pandemic, because they are not
prepared to establish virtual classes, they do not have enough
materials to carry out their activities, which is a big problem
for many students, especially in rural areas of Peru, where
they have problems in mathematics [8][9]. This is why the
level of stress in children with dyscalculia can greatly affect
their concentration to perform their activities [10].

These problems have been identified in the world, and we
can see the need for a strategic plan to solve the problems
related to dyscalculia, so that students with these disorders can
improve their understanding and comprehension of subjects,
strengthening their attention span. Proposing this solution for
children with dyscalculia is affecting education in Peru as it
requires the support of parents or teachers for its use. It also
makes serious learning more affectionate as the child feels
more confident to improve these learning problems.

The aim of the project is to develop a prototype of a mobile
application for children with dyscalculia in primary education
using augmented reality. Cognitive games or therapies will be
made to solve mathematical problems with certain learning
levels, in order to capture the attention of children with
dyscalculia. The structure of the following: in Section II the
literature review is explained, in Section III the methodology
to be developed, in Section IV the results of our work, in
Section V the discussions, in Section VI the conclusions and
finally in Section VII the future work.

II. LITERATURE REVIEW

Augmented reality in mobile applications for the treatment
of dyscalculia or strengthening skills in education meets the
expectations to improve learning. So they implement aug-
mented reality to help students with dyscalculia to perform
their activities in the subject of arithmetic, fulfilling learning
in addition, subtraction, multiplication and division [11]. They
also carry out an evaluation of children with dyscalculia and
how it interacts with augmented reality since it indicates
that the use of these technologies such as augmented reality
draws the attention of students and facilitates the understanding
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of mathematical activities [12]. The educational plan to use
augmented reality has many advantages that will help teachers
to understand the problems of children with dyscalculia also
involves the dedication and patience it takes this process since
they claim in their research that 92% of students interacting
with augmented reality, improves their ability to understand
[13].

Similarly, augmented reality in mobile applications can be
more effective as people have a mobile phone in their homes
giving them the opportunity to transmit education from the
mobile application using augmented reality, as well as children
with problems are treated with the help of their parents or loved
ones without the need to have a specialist for these problems
[14]. That is why this research makes a mobile prototype
with augmented reality, giving a simulation of learning for
children with learning disabilities, fulfilling the objective of
helping them to perform their activities of their subjects in
their respective classrooms [15]. For this reason, they indicate
that the mobile application is very effective in attracting the
attention of the child with dyscalculia, making it easier for
them to concentrate during the treatment process, accompanied
by educational games to increase the effectiveness of the
treatment [16]. In this way this research in Arequipa, Peru
uses this method of creating educational video games with
3D animations in their respective implemented in a mobile
application giving in conclusion that these tools are very good
to improve the education of the country [17].

There are tools for the implementation of augmented reality
in mobile applications, in which programmers use Unity Game
for the development of games with the purpose of optimising
visual and auditory learning, by using this application chil-
dren with learning disabilities can improve their reading and
mathematics [18]. Similarly it is understood in this research
that has problems with attention and compression in their
primary level students as they have low performance in their
chemical activities, with the help of augmented reality helps
them to understand easily also 87.90% students in Indonesia
validate their improvement [19]. The analysis of augmented
reality applications for dyscalculia or any problem that involves
education, meets its objective of supporting their treatment or
improvement in their learning, which is why they also use
tools such as surveys where they indicate how valuable these
innovative solutions are in education [20].

The mobile application with augmented reality indicated
by the authors in this literature review, in dyscalculia as well
as in education. They show the importance that are tools
that they use to improve their understanding and attention in
children, in such a way that applying these innovative methods
can solve problems in education, science, research, business,
security among others. By finding problems in education and
investigating solutions in different researchers, it is proposed
that in our research we propose to improve the understanding
of children with dyscalculia in primary education in Peru with
the help of augmented reality.

III. METHODOLOGY

For the use of the meta-logic we use the Desing Thinking
that is in charge of realising creative solutions for the user,
which is divided into 5 stages (Empathise, Define, Ideate, Pro-

totype and Test), these stages have tools for their development
that are explained in detail in this section.

A. Design Thinking

It is a very pleasant methodology with the aim of solving
the problems of the users using innovative ideas with the use
of technologies to improve the expectation of those involved
[21], It is a methodology that can be carried out in a short
time and it is also necessary to have the approval of the final
product and possible improvements [22]. It is a methodology
of great interest to improve or create new products to improve
the user’s lifestyle using strategies and a variety of solutions,
it is highly recommended by designers dedicated to innovation
[23], the steps to be followed are shown in Fig. 1.

1) Empathise: This is the first stage of the Design Thinking
methodology that fulfils its objective of finding user needs
and it is necessary to use information gathering techniques
to identify them [24]. This is why the best way to carry out
this stage is to use tools such as surveys or interviews to get
an in-depth understanding of people’s relevant needs [25].

2) Define: This is the second stage of the methodology,
which is responsible for organising or aggregating the data
from the first stage in order to identify or understand the most
important user problems. To do this, it is necessary to use
techniques to group and prioritise these problems [26].

3) Ideate: This is the third stage, which has the main
function of producing a greater number of ideas or solutions
that respond to the problems of the second stage, it is necessary
that the design or innovation team has a clear idea of the
problems in order to assign impactful solutions for the users
[27].

4) Prototype: This is the fourth stage which is in charge
of making a prototype, mock-up or design according to the
impacting idea of the third stage. The prototype will serve
to show the user the solution to their problem that fits their
needs, for this it is necessary to use prototyping applications
or as well as using physical mock-up [28].

5) Testing: This is the last stage of the methodology
that fulfils the main objective of validating that the user is
completely satisfied with the prototype that is the design of
the solution to their problems as well as helping us to provide
new improved versions of the proposed solution, it is necessary
to use tools that interact with the end users [29].

B. Tools for Mobile Prototype Design with Augmental Reality

In this part it is necessary to know the tools to implement
the design of the mobile application and the augmented reality
model, as well as to visualise in detail the interaction of the
applications that are in charge of fulfilling the objective as
shown in Fig. 2.

1) Miro APP: It is a collaborative platform that its main
function is teamwork in real time, is widely used for project
management, has a number of free templates for efficiency and
understanding of the meetings among them are mind maps,
whiteboards, charts, flowcharts, wireframe web and mobile
[30].
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Fig. 1. Methodology Design Thinking.

2) Tinkercad: It is an application that takes care of real 3D
modelling or design for free and online. It is built precisely
for any user with no experience or with experience in design
allowing you to create complex models [31]. It has a variety
of features so that your 3D modeller can visualise using
augmented reality as well as use programming for arduino
circuits, import and export files, among others [32]. Tinkercad
can be used in any browser as the main basic requirement for
the use of the user is to have a mobile device, tablet, computer
or laptop [33].

3) App Augmented Class: This application can be found in
the play store for free and allows you to visualise projects with
augmented reality, for which it is not necessary to have basic
technical knowledge and its use is simple and intuitive. App
Augmented Class has its own designs to learn about augmented
reality and also add your own 3D designs [34].

Fig. 2. Application Design Steps and Augmented Reality Modeling.

IV. RESULTS

This section of the results shows how to develop the phases
of the Design Thinking methodology that will allow us to know
the problems of users and provide the solution in the short
term, as well as using the proposed tools to implement mobile
design with augmented reality, on the other hand will have the
validation of experts who ensure the efficiency and impact that
has the mobile design with augmented reality and finally will
share the advantages, disadvantages and comparisons that our
methodology has.

A. Results of Empathise

To understand the results of the first phase of the method-
ology it is necessary to identify the six questions proposed (Q1
to Q6) by the project team that are addressed to the parents,
in order to find out their children’s problems in mathematics
as shown in Table I.

TABLE I. QUESTIONS

Questions
ID Questions
Q1 What grade is the child in?
Q2 Sex ?
Q3 In which district of Lima is the child located
Q4 Does the child have difficulties in understanding and

comprehension?
Q5 Does the child experience stress when not solving the

problems proposed by the teacher?
Q6 Does the child have difficulty recognising numbers?

B. Results of Define

In the results of the second phase of the methodology which
is in charge of verifying the answers of the questionnaire (R1 to
R6) of the parents, there are a total of 70 answers for analysis
as shown in Table II.

TABLE II. PARENTS’ RESPONSE TO THEIR CHILDREN

Answers
ID Answers
R1 First Grade Primary 35.7%, Second Grade Primary 15.7%, Third Grade

Primary 8.6%, Fourth Grade Primary 17.1%, Fifth Grade Primary 14.3%,
Sixth Grade Primary 8.6%.

R2 Male 68.6% Female 31.4%
R3 Los Olivos 28.6%,San Martı́n de Porres 18.6%,Carabayllo 14.3%,Lima

12.9%,Independencia 11.4%,Comas 14.3%
R4 Yes 74.3% , No 25.7%
R5 Yes 70% , No 30%
R6 Yes 71.4% , No 28.6%

a) R1: The first response which refers to the 70 re-
spondents in which parents indicate that their children were
questioned in the first grade of primary school has 35.7%,
second grade of primary school has 15.7%, third grade of
primary school has 8.6%, fourth grade of primary school has
17.1%, fifth grade of primary school has 14.3% and sixth grade
of primary school has 8.6%.

b) R2: The responses to the second question indicate
that male students 68.6% and female students 31.4% were
correctly answered.

c) R3: The answers to the third question indicate the
districts of Peru-Lima that have been surveyed, indicating that
in Puente Piedra 8.6%, Los Olivos 27.1%, Carabayllo 28.6%,
San Martı́n de Porres 15.7%, Comas 17.1%, Rimac 2.9%.

d) R4: The answers to the fourth question indicate
that children have greater difficulty in understanding and
comprehension, with 74.3% of respondents saying this is the
case and 25.7% saying it is not.

e) R5: The answer to the fifth question indicates that
70% of the respondents have more stress when they do not
solve the problems proposed by the teacher and 30% have a
solid education without stress.
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f) R6: The answer to the fifth question indicates that
71.4% of respondents have difficulty with number recognition
and 28.6% do not have this problem.

C. Results of Ideate

For the results of the third phase of the methodology,
plans or solutions are developed for the problems found in
the surveys in Fig.3 shows the graph where the innovation
developers make their score to decide which of the ideas show
the greatest impact for the user, likewise the idea with the
highest score is: Develop a mobile application with augmented
reality.

Fig. 3. Results of Idear.

D. Results of Prototyping

For the results of the prototype that was made with the tools
indicated in Fig. 2, it will show the main functions that the
mobile application with augmented reality will have, therefore
in Fig.4 it will start with the welcome to the application to
start the educational game with augmented reality where the
user with dyscalculia problems must press the play button to
advance with the following steps.

The second prototype refers to the selection of the child’s
level as shown in Fig. 5, click on the child’s primary school
grade and then look for the child’s age, and we will continue
with the next step.

Fig. 6 shows the first game to be developed for the first
grade of primary school where the child can learn thanks to
augmented reality with a dynamic design for better under-
standing and comprehension. In this way, it will have stars
that indicate how the first game is developing, which tries to
complete the sequence of numbers and finally the child can
indicate whether he/she likes or dislikes the game.

Fig. 7 shows the addition in augmented reality so that the
child can select the correct answer. The aim is not to guess
the result, but to allow the child to mentally develop the sum
or to have the support of the teacher to supervise the child’s
understanding of the exercise.

Similarly, Fig. 8 shows the same dynamics of the second
game, the difference is that it shows the subtraction with
augmented reality.

Fig. 4. Start of the Mobile Application.

Fig. 5. Level and Age Selection.
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Fig. 6. First Game of the Mobile Application with Augmented Reality.

Fig. 7. Second Game of the Mobile Application with Augmented Reality.

Fig. 8. Third Game of the Mobile Application with Augmented Reality.

Finally, Fig. 9 shows the game that will try to display the
figures in such a way that you must identify or select the total
number of figures for each row.

Fig. 9. Fourth Game of the Mobile Application with Augmented Reality.
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E. Results of Testing

To develop this last stage of the Design Thinking method-
ology it is necessary to carry out a survey to validate that our
prototype with augmented reality is correct for the user, in such
a way that Table III identifies the five questions (Q1 and Q5)
that will be sent to the users for their corresponding analysis.

TABLE III. TESTING QUESTIONS

Questions for parents about the augmented reality prototype
ID Questions
Q1 Does the prototype meet the goal of comprehen-

sion and understanding?
Q2 Do you think that by developing this design you

can improve your child’s dyscalculia?
Q3 Do you think this mobile application will have a

great impact on society?
Q4 Do you think that the mobile application with

augmented reality should be used with the teacher
or parents for better understanding or doubt?

Q5 Do you recommend the use of the augmented
reality mobile application to schools and health
centres for the treatment of dyscalculia?

According to the questionnaire that was carried out, 70
parents indicate their answers for each question as shown in
Fig. 10, in the first question indicates that 79% say that the
prototype meets the objective of comprehension and under-
standing and 21% say it does not. In the second question,
it indicates that developing the application with augmented
reality will improve the dyscalculia of their children, 83% and
17% say no. In the third question, 77% of the respondents
say that the mobile application will have a great impact on
society and 23% say no. In the fourth question, it indicates
that 89% of the respondents say that the mobile application
will have a great impact on society and 23% say no. In the
fourth question, 89% indicated that the mobile application with
augmented reality should be used by the teacher or guardian
to check the development of their child and 11% that it should
not. In the last question, parents indicated that the mobile
application with augmented reality should be implemented in
schools and health centres for the treatment of dyscalculia,
with 84% stating this and 16% stating that it should not.

Fig. 10. Application Design Steps and Augmented Reality Modeling.

F. Expert Validation of the Prototype

To verify these validation results, which must be verified by
5 experts, the 4 criteria (Functionality, Usability, Consistency

and Integration) must be taken into account, which will serve
to define that the prototype has the security and acceptance by
the experts.

For this it is necessary to consider that to score these
criteria you must have a representative level: Low, Moderate
and High. In the low level it will have as a result in the 0%
to 49% shows the little interest and the low acceptance by
the prototype. In the moderate level it will have the result
of 50% to 79% that indicates that the prototype must obtain
some improvements for its acceptance and finally the high level
will have the 80% to 100%, as a result it will indicate that
the prototype is considered a good project of innovation and
accepted by the expert, as well as it shows in the Table IV.

TABLE IV. LEVEL OF ACCEPTANCE

Level
Under Moderate High
0% - 49% 50% - 79% 80%- 100%

To find the total level of acceptance it is necessary to
perform an equation, so that the criteria (Functionality, Us-
ability, Coherence and Integration) are added up and divided
by the number of criteria, so that the level of acceptance (Low,
Moderate and High) is obtained.

Once the levels of acceptance are understood, the scoring
of each expert should be done in such a way that each criterion
is scored from 0% to 100%, and finally the total sum for
each criterion and the level of acceptance of the prototype
is displayed, as shown in Table V.

TABLE V. SCORING BY EXPERTS

Question about the prototype with augmented reality
Experts Functionality Usability Consistency Integration Total Level
Expert 1 82% 95% 79% 80% 84% High
Expert 2 83% 93% 86% 92% 89% High
Expert 3 87% 85% 81% 87% 85% High
Expert 4 89% 91% 88% 83% 88% High
Expert 5 82% 86% 83% 91% 86% High

In such a way Fig. 11 shows the validation by experts
who have the high level of acceptance, indicating that the final
prototype is a good innovation project, in detail it is shown that
expert 1 shows the high level with 84%, expert 2 shows the
high level with 89%, expert 3 shows the high level with 85%,
expert 4 shows the high level with 88% and expert 5 shows
the high level with 86%. As total average of all validations by
all experts counts 86%.

G. About the Methodology

1) Advantages: The advantages of the Design Thinking
methodology help us to know the needs of the users in order to
solve their problems, using technology. Likewise, working in
a group is effective to get to know different points of view in
such a way that we reach the same objective of satisfying the
client. Creativity and innovation are the main characteristics
of this methodology, which involves research and analysis to
come up with new ideas to contribute to society.
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Fig. 11. Expert Validation.

2) Disadvantages: The main disadvantage of the Design
Thinking methodology is the prototyping that it involves as
a final solution and not in its development, so that this
methodology can be grouped with other types of methodology
dedicated to the development of the application in order to
carry out a complete project.

3) Comparison: The Design Thinking methodology gives
us the facility to use innovation and creativity to reach the
needs of people, compared to other methodologies that are
only responsible for the development and implementation with
more complex phases [35],[36], this methodology is dedicated
to the contribution to society and its ease of understanding is
totally simple.

V. DISCUSSIONS

In the research work that proposes to make a mobile
prototype with augmented reality for dyscalculia, it turns out
to be a very effective plan for the treatment of the student in
such a way that there is a variety of similarities in different
works that have the same objective of improving the treatment
and quality in their teachings for children with problems in
their understanding of mathematical operations, this coincides
with the author [13],[37] which is in charge of developing
augmented reality to improve children’s comprehension skills
in such a way that they become familiar with technology, and
it is also discussed that their work makes a great contribution
to society, implying that by using these technologies they can
help solve different problems. On the other hand, augmented
reality should be visualised by a device in such a way that the
author [14], affirms the ease of having a mobile device and that
when using it with augmented reality it is more effective since
there are millions of users with a mobile phone in their homes,
it is in this way that together the two points of view of different
authors can be similar in my project giving the assurance that
the development will generate a great impact on education.to
know or understand the needs of users is necessary to establish
multiple solutions to their problems so that the author [20],
the methodology of the methodology matches our strategy,
indicating that tools such as interviews and surveys are a
fundamental part of the analysis with respect to the mobile
application with augmented reality.

VI. CONCLUSIONS

The mobile prototype with augmented reality that is carried
out in this project, proposes the improvement and treatment
of dyscalculia in children in primary education, precisely
a variety of problems identified by the surveys, indicating
the problems that children have with their learning and the
difficulty in performing their mathematical operations, for this
dynamic games are made with augmented reality giving ease
of understanding and comprehension. The Design Thinking
methodology was a fundamental part to know the needs of the
parents and the decision making by the team for the analysis
of the problem, giving an infinity of ideas for the search
of its solution. The prototype will not only be dedicated to
education, but can also be easily integrated into health centres
and clinics, in such a way that its contribution with the use
of technology will be effective for the adequate treatment of
children with dyscalculia. The main limitation of our project
is the development of the mobile application with augmented
reality, since our methodology does not focus on development,
it is only used for design and prototyping.

VII. FUTURE WORK

For future work, it is suggested that this prototype with
augmented reality be developed with the methodology focused
on implementation or also be able to develop virtual reality
technology with artificial intelligence for greater experience
with the technology. In such a way that the development meets
the objective of improving and treating dyscalculia in children,
it is suggested that the work should be done in conjunction
with specialists who have knowledge about dyscalculia for a
better understanding of these learning disorders.
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Abstract—An autonomous vehicle is a vehicle that can run
autonomously using a control. There are two modern autonomous
assistant systems that are proposed in this research. First, we
introduce a real-time approach to detect lanes of the streets.
Based on a series of multi-step image processing through input
data from the camera, the vehicle’s steering angle is estimated
for lane keeping. Second, the steering control system ensures
that autonomous vehicles can operate stably, and smoothly, and
adapt to various road conditions. The steering controller consists
of a PID controller and fuzzy logic control strategy to adjust the
controller parameters. The simulation experiments by Gazebo
simulator of the Robot Operating System (ROS) not only indicate
that the vehicle can keep the lane safely, but also demonstrate
that the proposed steering angle controller is more stable and
adaptive than the conventional PID controller.

Keywords—Autonomous vehicles; automated steering; lane de-
tection; fuzzy PID control; ROS, Gazebo

I. INTRODUCTION

Every year nearly 1.25 million people die in traffic acci-
dents. Therefore, safety is the most important criterion when
driving on the road. Traffic accidents are caused by human
errors up to 90% according to National Highway Traffic Safety
Administration (NHTSA) statistics [1]. In recent five years,
autonomous vehicles, and many advanced driver assistance
systems (ADAS) have been developed to help drivers to drive
safely. It attracts great attention not only in academia but also
in automotive industries such as Google, Tesla, BMW, and
Hyundai. In there, lane boundary detection and steering control
systems play a key role in autonomous vehicles (AVs).

To detect the lanes as well as the steering angle, common
sensors are used such as radar, light imaging detection and
ranging (LIDAR), laser sensors, and even global positioning
systems (GPS) [2-5]. However, sensors with high accuracy
of distance measurement are very expensive. Therefore, nu-
merous studies have been developing vision-based systems
using camera sensors for lane detection [6-7] in recent years.
These studies indicate that the lane detection process has major
challenges such as lighting and background clutter.

Along with the studies of determining steering angle based
on lane detection via vision, approaches to improve the sta-
bility and accuracy of the steering angle controller are also
interesting in several studies around the world. For example,
a basic steering control algorithm based on a PID controller
was proposed in [8]. Moreover, to address a repeated problem
of steering control, a robust PID controller is designed in

[9]. Another approach was nested conventional PI and PID
controllers to improve the accuracy of the steering angle
controllers [10-15]. However, the damping effect of the con-
ventional PID controller is not good enough to keep the vehicle
running smoothly for lane tracking. Therefore, to develop the
autonomous system without mentioned problems, we have two
main goals: estimating the steering angle and designing the
steering controller with high stability.

In this research, the steering angle is estimated through
a sequence of image processing steps and computer vision
approaches. The image will be filtered, determined the region
of interest (ROI), and finally extracted the line segments using
the simplified Hough Transform technique. After obtaining
the estimated steering angle, this paper proposed a method
to optimize the performance of the steering control system.
The idea is to use the fuzzy logic control strategy to tune
the parameters of the PID controller. The fuzzy controller
adjusts the parameters of the PID based on the steering angle
error and previous information. The effectiveness of the two
proposed systems is verified by the robot simulation results in
the Gazebo environment.

The structure of this research paper is organized as follows.
First, in Section 2, the vehicle steering model is introduced.
In Section 3, lane detection and steering angle estimation
are presented. The proposed steering control system using a
Fuzzy-PID controller is analyzed and designed in Section 4.
Then, the simulation results and analysis of the corresponding
system are compared in Section 5. Finally, the conclusions in
Section 6 will summarize the content of this research.

II. VEHICLE DYNAMIC MODEL

The vehicle dynamics and vehicle steering behavior are
considered in the 2D bicycle model [16]. The linear vehicle
steering model is described as follows:
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where y, β, ψ, ψ̇, V , Lz , M , Lf and Lr are vehicle
position, side slip angle, yaw angle, yaw rate, vehicle speed,
vehicle inertia, vehicle mass, and the center of gravity dis-
tance from front tires, and rear tires. The lateral forces with
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Fig. 1. Block Diagram of the Proposed System.

linearized cornering stiffness of the front, and rear wheel (Df

and Dr) are shown in (2) below:Fyf = Dfαf = Df

(
δ − β − Lf ψ̇

V

)
Fyr = Drαr = Dr

(
−β + Lrψ̇

V

) (2)

where αf , αr, and δ are front, rear tire slip angle, and
steering angle from the forward direction of the vehicle.

The proposed system and variables of the vehicle model
are presented in Fig. 1 and Fig. 2. In this research, the yaw
angle is estimated from the lane detection system and used as
the steering angle to control the robot model in the Gazebo
simulator environment. In the real system, the front wheel
steering angle (δ) will be converted from a yaw angle (ψ).

A. Lane Detection Algorithm

To control the proposed autonomous vehicle to keep the
lane accurately, we used algorithms [17] and adapted them to
match our system by using the following steps: First, to detect
the white lanes, we isolate all the white areas on the image.
To do this, we converted the color space of the image from
RGB (Red/Green/Blue) to the HSV (Hue/Saturation/Value)
and created the mask image for a range of white colors. Second
step, we extracted edges in the white mask by using the Canny
edge detector [18-19]. This algorithm is developed by John
F. Canny that can detect edges and reduce the number of
erroneous edges detected in mask images. In the third step,
we need to detect a few white edge areas that are no lane
lines. The extraction of an Isolate Region of Interest (IROI) is
performed in this step. We cropped the detected edges in the
top half of the image. Fourth step, line segment detection is
applied. We extracted the coordinates of the lane lines from
white pixels by using the Hough Transform technique [20].
The Hough Transform is a common algorithm, used in image
processing to find features such as lines, circles, and ellipses.

Fig. 2. Block Diagram of the Proposed System.

We applied it to detect straight lines from pixels that seem to
line up.

The Hough Transform is the transformation from points to
curves, which converts the Cartesian coordinate system of the
image to the polar coordinate Hough space as (3):

ρ = xcos (θ) + ysin (θ) , θ ∈ [−π π] (3)

where (x, y) is the pixel coordinates; (θ, ρ) is the polar
coordinates; ρ the distance of the straight line from the
coordinate origin; θ is the minimum angle of the straight
line in the normal direction with the positive direction of
the x-axis. Points on the same line satisfy the (3) with a set
of (θ, ρ) constants. Fig. 3 shows the basic principle of the
Hough Transform. From this basic principle, line segments
are determined.

III. LANE DETECTION AND STEERING ANGLE
ESTIMATION

Fig. 3. Basic Principle of Hough Transform.

The final step is to combine line segments into two-lane
lines. We classified small line segments into two groups by
their slope. All the line segments of the left lane line have
an upward slope (θ range from 15o to 85o), whereas all line
segments of the right lane line have a downward slope (θ
range from -15o to -85o). We then averaged the slope and
the intersection point to detect the left and right lanes. Fig. 4
shows the lane detection stages and results of our system in
the Gazebo simulation environment.
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Fig. 4. Lane Detection Steps and Results of our System.

A. Steering Angle Estimation

After using the lane detection algorithm, we have the
coordinates of two lanes. We need to estimate the steering
angle to steer the car so that it keeps in the middle of the two
lanes. We have two cases where the vehicle drifts to the left
side or the right side of the road, and the vehicle is already
in the middle of the lane. From the coordinates of the two
lanes, the steering angle will be determined according to the
following (4):

ψ̂ = tan

(
xoffset
Hi

2

)
(4)

ψ̂ =

tan
( x1(R)−x1(L)

2 +x1(L)

)
−Wi

2

Hi/2

 , if

{
< 0, right site.
> 0, left side.

0 , vehicle on center,

where ψ̂ is the yaw angle estimated for use as the steering
control angle in the Gazebo simulator; xoffset is the distance
from the vehicle’s center to the line between the two detected
lanes; (x1,2(L), y1,2(L)) and (x1,2(R), y1,2(R)) are the start
points and endpoints of the left lane and the right lane; Wi

and Hi are width and height of the image input (unit: pixel).

Fig. 5 shows the sample coordinates of the system on the right
side (a) and the left side (b).

Fig. 5. Sample Coordinates of the System on the Right Side (a) and the Left
Side (b).
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Fig. 6. Fuzzy PID Control Algorithm Structure Diagram for our Vehicle
Autonomous System.

TABLE I. FUZZY CONTROL RULES

Kp ∆e
N NM Z PM P

N Vh H H Me Me

NM Vh H H Me Lo

e Z H H Me Me Lo

PM H H Me Me Lo

P H H Me Me Lo

Ki ∆e
N NM Z PM P

N Ze Ze Me Me Me

NM Ze Me H Me Me

e Z Me H H Me Me

PM H H H Me Ze

P H H Me Ze Ze

Kd ∆e
N NM Z PM P

N LoL Me Me Ze Ze

NM Me Me Ze Ze H
e Z Me Ze Ze Me H

PM Ze Ze Me Me Vh

P Ze H H Vh Vh

IV. STEERING CONTROL SYSTEM

The steering control system controls the vehicle to keep the
center of the lane. To achieve this, the desired steering angle
(ψdes) must be controlled at 0. However, the damping effect of
ordinary PI and PID controllers is not good enough to keep the
vehicle running smoothly and stably, so a fuzzy PID controller
is proposed to tune the PID parameters for further improve-
ment. Fig. 6 shows the fuzzy PID control algorithm structure
diagram for our vehicle autonomous system. A mathematical
equation for controlling the steering angle of a typical PID
controller is expressed in (5).

ψTuning(t) = Kpe(t) +Ki

∫ t

0

e(t) +Kd
de

dt
(5)

where Kp,I,d are the proportional gain, integral gain, and
derivative gain; ψTuning is the tuning steering angle; e is the
angle error between the estimated steering angle (ψ̂) and the
desired steering angle (ψdes = 0).

The fuzzy logic controller is designed with two input
signals the error and the derivative of the error, while the
three outputs are Kp,Ki, and Kd. The range of e, and ∆e
are limited as -45,45 and -10,10, respectively. The fuzzy rule
base is shown in Table I. The membership functions are N
(Negative); NM (Negative medium); Z (Zero); PM (Positive
medium); P (Positive) for error input, and Ze(Zero); Lo(Low);

Fig. 7. Fuzzy Logic. (a) Membership Function of e and ∆e. (b), (c) and (d)
View of the Fuzzy Rule-Base of Kp,Ki, and Kd.

Fig. 8. Architecture of Simulation System.

Me(Medium); H(High); Vh(Very high) for parameters output.
The Segeno model is applied to the fuzzy logic structure to
obtain the best value for PID parameters.

By using the Scikit-Fuzzy library for the Python computing
language, the steering angle controller was tuned based on the
designed rule, so that the best dynamic response of the vehicle
is achieved with the smallest overshoot and steady-state error
when comparing centerline lane keeping. Fig. 7(a) shows the
membership function and Fig. 7(b)-(d) the rule base of the
fuzzy logic controller.

The simulation results of vehicle operation in the Gazebo
environment are provided later to demonstrate the effectiveness
of the two proposed systems.
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Fig. 9. Results of our Lane Detection System in the Virtual World.

V. SIMULATION AND RESULTS

The virtual world is designed by using the software
Gazebo/ROS. Fig. 8 shows the vehicle model, Gazebo envi-
ronment, and the software used to apply the two proposed
algorithms. We have performed two kinds of experiments to
verify our lane detection algorithm and our steering control
algorithm with the operating system Ubuntu 18.04.4, and CPU:
Intel i7 3.4 GHz, GPU: Nvidia GTX 1650-4GB, RAM 16
GB. Our algorithm is implemented in Python language using
the open source OpenCV and rospy library. The camera is
simulated from the actual parameters of the WGE100 camera.
The image size is 1024×600; the image was recorded at 30
frames per second. We tested that the lane detection algorithm
is applied according to [17].

The lane detection results are like previous approaches.
In the virtual world, the image data obtained with two-
lane detection results are correct, as shown in Fig. 9. We
also achieve good results for the estimated yaw angle when
applying the steering angle estimation algorithm in Section 3.

We also verify the performance of the proposed steer-
ing angle controller by reading the odometry information of

vehicle autonomous over ROS including trajectory and yaw
angle. Fig. 10 and Fig. 11 show the lane-keeping performance
of the PID steering controller, and the fuzzy-PID steering
controller under low-speed, and high-speed conditions. It is
easy to see that the proposed method can minimize the desired
angle error and reduce the damping effects better than another
method. Table II shows the performance comparison of the
PID controller and fuzzy-PID controller. The overshoot of
the fuzzy-PID controller is less than 5%, however, with the
conventional controller, it is 25% more than 5 times. Therefore,
we concluded that the proposed assist system obtains higher
accuracy of lane-keeping performance and better stability.

VI. CONCLUSION

In this research, we develop a lane-keeping assist for an
autonomous vehicle. The algorithm is based on a sequence of
image processing, filtering, determination ROI, line segments
detection, and steering angle estimation to detect lanes in the
virtual world. All lanes are detected in still images at a high
rate of 30Hz. Then, the steering controller with the fuzzy-PID
algorithm is also proposed to reduce the steering angle error
and minimize the damping effects. In the future, the algorithms
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Fig. 10. Performance Comparison of the PID Steering Controller and
Fuzzy-PID Steering Controller at Low Speed (2m/s). (a) The Vehicle’s

Trajectory on the Road, and (b) the Yaw Angle of the Vehicle.

will be tested and evaluated on real systems. In addition, deep
learning algorithms will also be studied and applied.

TABLE II. OVERSHOOT AND SETTLING TIME OF THE PERFORMANCE
COMPARISON

Overshoot (%) Settling time (s)
Low speed High speed Low speed High speed

PID 25% 51% 28s 43s
Fuzzy-PID 1% 5% 12s 15s
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Abstract—In recent years, money laundering activities have
shown rapid progress and have indeed become the main concern
for governments and financial institutions all over the world. As
per recent statistics, $800 billion to $2 trillion is the estimated
value of money laundered annually, in which $5 billion of the
total is obtained from cryptocurrency money laundering. As per
the financial action task force (FATF), the criminals may trade
illegally obtained fiat money for the cryptocurrency. Accordingly,
detecting and preventing illegal transactions becomes a serious
threat to governments and it has been indeed challenging. To
combat money laundering, especially in cryptocurrency, effective
techniques for detecting suspicious transactions must be devel-
oped since the current preventive efforts are outdated. In fact,
deep learning and machine learning techniques may provide
novel methods to detect suspect currency movements. This study
investigates the applicability of deep learning and machine
learning techniques for anti-money laundering in cryptocurrency.
The techniques employed in this study are Deep Neural Network
(DNN), random forest (RF), K-Nearest Neighbors(KNN), and
Naive Bayes (NB) with the bitcoin elliptic dataset. It was observed
that the DNN and random forest classifier have achieved the
highest accuracy rate with promising findings in decreasing the
false positives as compared to the other classifiers. In particular,
the random forest classifier outperforms DNN and achieves an
F1-score of 0.99%.

Keywords—Anti-money laundering; machine learning; super-
vised learning; cryptocurrency

I. INTRODUCTION

Money laundering is one of the most concerning threats
to the stability and progress of the global economy [1]. Such
activity is defined as the use of money acquired from illegal
activities by hiding the identity of the person and making
that money appear legal [2]. Money laundering can also be
described as the method of cleaning suspicious money, which
represents money collected from illicit or criminal activities,
such as illegal gambling, tax evasion, and drug trafficking [3]
[4]. Moreover, Integration, layering, and placement are the
three primary phases of money laundering. In the placement
phase, money is obtained through illicit activities and presented
to the system. In the second phase, which is the layers, the
source of the funds is hidden through distributing the funds by
different intermediaries. In the final phase, the illicit money is
transmitted to the criminal [5] [4] [6].

In recent years, money laundering has become more com-
mon in news headlines and other forms of media. It has been
a fundamentally global problem with social ramifications and
economic severe since the mid-1980s [7]. Thus, governments
strive to reduce illegal transactions that impact capital [8].

Furthermore, governments around the globe have recommen-
dations and issued regulations for anti-money laundering [3]
and are expanding them involving cryptocurrencies [9].

Money laundering has obtained particular attention with
the appearance of cryptocurrencies. Bieler illustrates assessed
that money laundering earnings are between $ 800 billion to
$2 trillion worldwide [10]. About $5 billion of the total is
obtained from cryptocurrency money laundering [11].

Because of the anonymity of cryptocurrencies, Campbell-
Verduyn [12] discusses that combat money laundering efforts
currently require to be improved, because it does not de-
tect money laundering in cryptocurrencies such as Bitcoin,
Ethereum, Ripple, and Litecoin. Traditional systems were
used by financial institutions specifically on cryptocurrency
exchanges, to detect illegal transactions. The results of these
traditional systems indicated high low detection rates and high
false-positive rates. This means that traditional systems are
ineffective at detecting errors and are prone to bias [13].
Traditional systems in financial institutions must be improved
and developed in order to detect suspicious transactions [14].
Accordingly, machine learning approaches began being uti-
lized to detect suspicious transactions in 2004 [15]. Thus,
studies in recent years have illustrated that the results of
using deep learning and machine learning techniques in com-
bating money laundering are indeed promising [16]. Based
on machine learning techniques, an anti-money laundering
monitoring system is employed at a financial institution in
[17] and evaluated using real-life data and feedback from
specialized experts. In view of the same, we aim to apply
the KNN, NB, RF, and DNN algorithms to the Elliptic Bitcoin
dataset to recede the effect of financial crimes on governments
and the financial sector. The evaluation models’ performance
depends on recall, F1-score, and precision, RUC to detect
money laundering activities and fraud in cryptocurrency. In
addition, it compares the findings with related studies in the
same field.

This study is organized as follows. The second section II
provides information around the reviews of relevant literature
for the study, the reviewed literature covers three major con-
cepts. The third section III presents the research methodology
and the deep learning and machine learning techniques used
to achieve the results. The fourth section IV presents the
details of the data and the preprocessing of the data. The fifth
section V presents the final results obtained from the models
and compares the previous studies with our results. The final
section VI, concludes with a summary of the evaluation of
the results obtained and describes the study’s limitations and
future work.
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II. LITERATURE REVIEW

In this section, existing literature related to using of ma-
chine learning and deep learning techniques for anti-fraud
and money laundering activities in cryptocurrency is reviewed.
In fact, cryptocurrencies pose a serious threat to anti-money
laundering efforts. In addition, lawbreakers attempt to exploit
cryptocurrencies to provide illegal services. As a result, gov-
ernments such as FATF have developed advanced techniques
for anti-money laundering [18]. In view of the same, various
techniques and strategies have been widely studied in litera-
ture to investigate multiple activities in cryptocurrency data.
Essentially, machine learning (ML) and deep learning (DL)
are eminent techniques that are capable of investigating vast
amounts of data to discover the patterns of illegal financial
behavior that have gone undetected [19].

Canhoto [18] and Weber et al. [20], [21] stated that deep
learning and machine learning beats the traditional methods
of anti-money laundering. Particularly, Weber et al. [21] high-
lighted the significance of ML regulations and provided the
Elliptic dataset for detecting illegal Bitcoin transactions. Dif-
ferent machine learning techniques were used to evaluate the
Elliptic dataset, including logistic regression (LR), multilayer
perceptrons (MLP), random forest (RF), and graph convolu-
tional networks (GCNs). It was observed that RF technique
achieved the high results with a precision, recall-store and F1-
score of 0.95, 0.67, and 0.788, respectively. To classify and
detect suspicious currency on the Bitcoin network, Lee et al.
[22] implemented the artificial neural network (ANN) and RF
algorithms. The illegal and legal Bitcoin data were collected
from various websites such as Blockchain Explorer and Silk
Road. The F1-scores showed that the RF algorithm achieved a
high rate of 0.98, while the ANN algorithm achieved a lower
rate of 0.89. In the same regard, a novel method for predicting
illegal currencies in the Bitcoin currency is proposed by Alarab
et al. [23] using a graph convolutional neural network (GCN).
The MLP and GCN were combined to enhance the model’s
performance for which a 0.974 of accuracy was achieved under
the proposed method. However, The same author [24] used
RF, Extra Trees, Gradient Boosting, XGBoost, LR, and MLP,
where RF outperformed with a rate of 0.82. Along similar
lines, Ostapowicz and Zbikowski [25] implemented different
algorithms on the Ethereum network to identify fraudulent
accounts based on supervised learning approach. The accounts
were classified and analyzed as “not fraudulen” or “fraudulent”
using SVM, XGBoost, and RF. It was observed that the RF
algorithm achieved the best results with a detection precision
of 85.71. In another study, eight different supervised machine
learning techniques were presented and analyzed by Bhowmik
et al. [26] to investigate illegal transactions on the blockchain
network. These include Naive Bayes (NB), LR, MLP, SVM,
RF, Ada Boost, etc. The results of the comparison study
found that among the five algorithms, SVM, RF, and NB
algorithms obtained the best results with an accuracy of 97%.
In view of the same, Monamo et al. [27] also employed an
unsupervised learning method based on trimmed k-means and
a k-means in order to track down illegal behavior and detect
fraudulent activity on the Bitcoin transactions. To classify these
transactions, Monamo et al. [28] applied clustering algorithms
and machine learning techniques in which several assumptions
were imposed to categorize transactions into illegal and legal
categories. In addition, different Bitcoin fraud activities were

illustrated from both global and local perspectives by using kd-
trees and trimmed k-means. To further investigate these two
methods, three classification algorithms were used including
the maximum likelihood-based, random forests, and boosted
binary regression. Based on the obtained results, it was found
that the random forest outperformed the other two classi-
fication models. Related to the detection and classification
of suspected Bitcoin network addresses, several studies have
been reported in literature based on different approaches and
techniques [13], [29]–[31]. In fact, the unsupervised models
for detecting money laundering activities were found to be
inadequate for the Bitcoin network as per Lorenz et al. [13].
Therefore, they have developed supervised learning models to
identify illegal money laundering activities in the network. In
their study, a rule-based technique was employed that showed
low detection rates and high false-positive rates. By Lin et al.
[29], suspected Bitcoin network addresses transactions were
detected and classified by adding the distribution data of
transactions, detailed transaction summaries, and time series
as new statistics. The model performance was improved and
the variance in data was increased. In this study, various
machine learning techniques, including LR, SVM, AdaBoost,
XGBoost, and LightGBM were implemented. However, Light-
GBM achieves the best results as compared to the other
techniques. A novel method based on a cascade of classifiers
and entity characterization to assail bitcoin anonymity was
proposed by Zola et al. [30]. In this study, three different
algorithms, including the gradient boosting, random forest,
and Adaboost, were used to identify illicit transactions on
the Bitcoin blockchain network. The inter-entity transactions
(organizations or people with multiple accounts) were also in-
vestigated, and the classification performance was improved by
utilizing 34 features. Bartoletti et al. [31] used data mining and
machine learning-based approaches to detect Ponzi schemes
related to the Bitcoin addresses. In their study, three machine
learning algorithms were provided for evaluation including the
Bayes network, random forest, and RIPPER. As a result, the
random forest has been proven to detect 96% of addresses.
However, it is worth mentioning that the proposed approach
was tested against Ponzi schemes.

Kumar et al. [32] classified a 10000-transaction dataset
to identify money laundering activities using Naive Bayes
algorthoms. The obtained results showed that the proposed
model achieved 81% accuracies. In another study, the light
gradient boosting machine (LGBM) is proposed by Aziz et al.
[33] to detect fraudulent transactions. The MLP, RF, and KNN
were compared with the LGBM approach for the identification
and classification of fraudulent Ethereum datasets. Relative to
the other techniques, the LGBM algorithm has achieved the
highest accuracy of 99.03.

Based on the above discussion related to existing literature,
it is evident that machine learning algorithms play a vital role
in the detection of suspicious transactions in money laundering
activities. However, it is worth mentioning that there are still
several problems and challenges associated with the detection
process that require further improvements. In addition, it seems
that there exist very few studies on using deep learning ap-
proaches to detect money laundering activities. In view of the
same, this paper mainly aims at using deep learning methods
with machine learning to detect such suspicious activities in
Cryptocurrency.
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III. METHODOLOGY

The money laundering transaction detection model includes
five main stages i.e. data understanding, data preprocessing,
data splitting, model training, model testing, and model eval-
uation. Fig. 1 illustrates the methodological framework of the
study. Several ML and DL algorithms are employed in this
chapter for transaction classification e.g. NB, RF Classifier,
KNN Classifier, and DNN.

Fig. 1. Methodology.

A. KNN

This approach is considered as a simple instance-based
learning algorithm in which the new case/instance is compared
with all existing instances and then classified based on a
similarity measure. Accordingly, a class is assigned for the
new instance based on the nearest available instance. The idea
of the instance-based KNN method was first presented by [34].
The measure used is the Minkowski distance.

• Minkowski distance represents the distance between a
couple of points in a normalized vector space, and it
is defined as following:

d(x, y) = (

n=−1∑
i=0

|xi − yi|p)
1
p (1)

B. RF

Single trees are highly sensitive to training data and might
become unstable in certain cases. To overcome this issue, the
ensemble strategy is introduced to determine the class label for
each data point by enhancing a collection of aggregating and
modeling their predictions. On the other hand, decision trees
become very popular in data mining due to their simplicity,
flexibility, and interpretability especially in handling various
data feature types. A RF is represented by a group of regression
or classification trees [35]. These groups perform efficiently in
case of individual members are not identical.

C. NB

Gaussian Naive Bayes, which uses the Bayes’ theorem, is
common to the Naive Bayes (NB) algorithms. The Bayesian
theorem represents the possibility that an event will happen
if you have prior information about a condition associated
with the specified event. The method is intended to deal with
continuous attributes that are associated with each category and
are distributed using a Gaussian distribution. The main advan-
tage of the Naive Bayes is to effectively train in supervised
learning, and are used for practical classification problems. A
main disadvantage of the Naive Bayes is that the attributes
are presumed to be independent, which is nearly impossible
to achieve. With Naive Bayes it is considered that all features
are independent given the value of a class, this is indicated
as conditional independence. There are two categories in this
study, illegal transactions = 0 and legal transactions = 1. The
Equation 2 shows the likelihood that sample x belongs to a
category c

P (c|x) = p(x|c) ∗ p(c)
P (x)

(2)

D. DNN

DL is a form of ML technique that does not require the
construction of feature representation to learn the hierarchical
data representation. Instead, it merely uses the training data
to automatically learn such representation [36]. This method
is based on DNN, which is made up of essential elements
including perceptrons, convolutions, and nonlinear activation
functions. These elements are structured as layers and trained
to understand different complex concepts based on the avail-
able raw data. These layers might construct from only a few to
over a thousand layers [37]. Lower network layers are typically
associated with the low-level features (for example, edges and
corners). On the other hand, the higher layers are associated
with high-level important features [38].

E. Evaluation Metrics

We use evaluation metrics to evaluate the performance of
the model in DL and ML. The evaluation metrics employed for
implementing the algorithms are F1-Score, Recall, Precision,
and ROC curve. These metrics are commonly applied when
dealing with imbalanced datasets, as in the data set used in
this study.

Precision refers to the measurement of correct positive
predictions in the positive class. The mathematical equation
3 illustrates the concept of precision as follows:

Precision =
TruePositive

TruePositive+ FalsePositive
(3)

Recall indicates the number of actual positive data the
model was able to correctly predict. The mathematical equation
4 illustrates the concept of recall as follows:

Recall =
TruePositive

TruePositive+ FalseNegative
(4)

www.ijacsa.thesai.org 734 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

Fig. 2. Structure of the Dataset [39].

F1-score is calculated by the precision and recall value.
The mathematical equation 5 illustrates the concept of F1-
score as follows:

F1− score = 2 ∗ Precision ∗Recall

Precision+Recall
(5)

ROC Curve is a graph that measures the performance
of a binary classifier across all classification thresholds. The
mathematical equations 6 and 7 illustrates the concept of the
ROC curve as follows:

FPR =
FP

FP + TN
(6)

TPR =
TP

TP + FN
(7)

• where FPR stands for False Positive Rate

• where TRP stands for True Positive Rate

IV. EXPERIMENTS

In this section, a brief overview of the data set used for
this study and preprocessing of the data.

A. Dataset

In this study, the Ellipse dataset1 created by Weber et al.
[21] is employed to detect the cryptocurrency activities. Ellip-
tic is a cryptocurrency monitoring company aimed to protect
cryptocurrencies from illegal activity, and it has the largest
publicly available dataset for transactions in cryptocurrencies.
The dataset contains 49 graphs of BTC transactions obtained
at different periods of time. Each graph illustrates a directed
acyclic graph (DAG), which means that each edge describes a
single directional flow, and there are no loops in the graph. The
graph begins from a single transaction and expands to include
all the following related transactions, containing two weeks of
transaction data created during such period as shown in Fig.
2. As shown in Fig. 2, the BTC transactions are represented
in the graph network by nodes (with 203, 769 nodes). On the
other hand, the flow of BTC are represented by edges (with
234, 355 edges). The nodes are classified into illegal, legal, and

1Available At: https://www.kaggle.com/datasets/ellipticco/elliptic-data-set

Fig. 3. Distribution of the Transactions.

unknown categories. The unknown labels are not considered
in this study due to the following reasons:

• The techniques used in this study are based on su-
pervised learning, which requires the ground truth for
each data point. Accordingly, supervised learning can-
not be used when transactions have unknown labels.

• The number of unknown labels (with 157205 transac-
tions) requires highly efficient hardware resources to
train and test models. Unfortunately, such resources
are currently not available for the author.

Fig. 3 illustrates the distribution of the elliptic dataset after
removing the unknown transactions.

It can be observed that about 10% of the transactions
(4,545 samples) are classified as illegal, while 90% (42,019
samples) are classified as legal transactions. Essentially, the
legitimate category contains legitimate services, exchanges,
and wallet providers, while the illegal category contains scams,
Ponzi schemes, terrorist organizations, ransomware, etc. In
fact, there exist 166 features associated with each transaction to
specify whether they are legal or illegal. Due to the intellectual
property rights, the elliptic company has not revealed the
nature of the features.

B. Preprocessing of Data

As the model performance can be affected by irrelevant
features, it is indeed necessary to detect and select the im-
portant features. Particularly, there are 166 features associated
with each transaction in the elliptic dataset. Due to intellectual
property rights, the elliptic company has not disclosed the
details and nature of the features. The class distribution of
the dataset is provided in Table I.

TABLE I. CLASS DISTRIBUTION OF ELLIPTIC DATASET

Label Number of Samples
Unknown 157,205

legal transactions 42,019
illegal transaction 4,545

It can be observed from Table I that the dataset is un-
balanced and contains 157, 205 samples with unknown labels.
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To handle this issue, these unknown samples are eliminated
in the first step of data preprocessing. Accordingly, only the
samples with legal label (42, 019 samples) and illegal label
(4, 545 samples) are kept for further steps. Fig. 3 illustrates
the distribution of categories after removing the unknown
samples. In fact, the dataset contains 166 features which is
indeed a large number of features and may consequently
lead to overfitting and computational problems. Essentially,
the classification techniques require the most relevant features
only, which have a high correlation to the class label. In view of
the same, a correlation matrix is employed in this study to show
the relationship between the features. Accordingly, all features
with a correlation greater than 0.90 are eliminated except for
the class label. It is worth mentioning that such samples have
almost the same effect on the dependent features, and the
performance of the model will be significantly affected if no
one of them is removed. Based on that, 77 features out of 166
are dropped. However, the number of the remaining features is
still large, which is 89 features. Therefore, a preprocessing step
has been further implemented to select the most important fea-
tures based on feature selection techniques through the scikit-
learn package. Consequently, the best 53 features have been
selected. After choosing the suitable features, we utilize the
StandardScaler from scikit-learn for normalizing all features
with a standard deviation of 1 and an average value of 0; the
purpose is to eliminate bias in classification results.

C. Training and Testing

In this subsection, the model training and testing for trans-
action classification are discussed. Consequently, the trans-
actions in Elliptic dataset will be classified into legal and
illegal transactions. Particularly, the techniques employed in
this study are based on supervised learning, which cannot
be used when transactions have unknown labels. Therefore,
such labels are omitted and not included in the training and
testing phases as previously discussed. Essentially, the training
set is utilized for model training and hyperparameter tuning.
On the other hand, the testing set is utilized to evaluate the
performance of the trained model. In the Elliptic dataset,
there exist 46, 564 transactions which includes both legal and
illegal transactions. The dataset was divided into two parts
(70% for training and 30% for training). This is equivalent
for 32, 594 transactions for training and 13, 969 transactions
for testing including both legal and illegal transactions. The
main purpose here is to check and evaluate how the trained
model will perform under new transaction data. In fact, a
random seed of 42 was determined for splitting the data, which
ensures that the data split does not change each time the
program is implemented. The data split task was implemented
in python through test-train-split from the sklearn library. It is
worth noting that two crucial problem associated with machine
learning (ML) methods are consequently eliminated under the
utilized approach. The first problem is the under-fitting, which
is the inability of a ML model to remember the correlations.
The second one is the over-fitting, which occurs when a ML
algorithm memorizes the patterns.

D. Choice of Algorithms and Hyperparameters

In existing literature, several ML algorithms are used and
employed for transaction classification of the elliptic dataset

[13], [21], [23], [24], in which the RF algorithm was found
to achieve promising results. In [32], [33], NB and KNN
algorithms were also used to classify the suspicious trans-
actions and achieved satisfactory results although they were
implemented on different data. Based on that, NB, RF, and
KNN algorithms are selected in this study in order to achieve
high results. On the other hand, DNN techniques are also
tested and used in the experiments of this work. It is worth
mentioning that DNN techniques have not yet explored and
applied on the Elliptic dataset in existing literature. Table
II summarizes the hyperparameters utilized in the selected
algorithms.

TABLE II. SELECTED ALGORITHM AND HYPERPARAMETERS

Algorithm Hyperparameters Description

RF
N-estimatorsint(default=100) Number of trees
Max-depth (default=None) Maximum depth of the tree
Min samples split(default=2) Minimum of samples

KNN
N-neighbors = 3 Number of neighbors
weights(default=uniform) Uniform weights
Algorithm (default=auto) Calculate the nearest neighbors

NB Var-smoothing (default=1e-9) Portion of the largest variance

DNN
Epoch=10 Total number of iterations
Optimizer=adam Adam is an optimization algorithm
Layer=2 Architecture of the model

In fact, different values are selected during the experiments
for hyperparameters of the four models. However, the obtained
results were generally unsatisfactory. The results are further
improved by choosing the values presented in Table II.

E. Experimental Setup

In this work, the experiments are performed on Core(TM)
i7-1065G7 CPU @ 1.30GHz 1.50 GHz based processor,
windows 11 with 16.0 GB of RAM. Anaconda environment
have been downloaded. In addition, Python 3.7.1 is used as
it has a large number of models and libraries available for
classification. Some examples of the libraries used in this work
include pandas, numpy, seaborn, and matplotlib. The imple-
mented metrics and techniques are obtained by scikit-learn.
Tensorflow 2.3.1 and Keras version 2.4.3 are also utilized.

V. RESULTS AND DISCUSSION

The study explores how DL and ML can be used for anti-
money laundering using cryptocurrency. This is achieved by
using different most common algorithms, including DNN, RF,
KNN, and NB, to classify the bitcoin elliptic dataset. discusses
the findings obtained in terms of F1 score, recall, precision,
and ROC curve and compares our results with previous studies.

A. Results

The machine learning technique has outperformed DNN in
classifying legal and illegal transactions. The RF has shown
its ability to classify well with an F1 score, precision, ROC
curve, and recall of 0.99, the reason for the RF achieving a
proper value is the ability to handle an unbalanced dataset.
The DNN came in second, which performed an F1 score of
0.98, followed by the KNN with an F1 score of 0.97. When
it comes to the NB model, the value is low compared to the
RF, KNN, and DNN, it achieved 0.90 in ROC curve and 0.99
in precision. However, the F1-score and recall are only 0.74
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and 0.59, respectively. Table III illustrates F1 scores, precision,
recall, and ROC curve for each model, using a bold font to
highlight the highest value. The RF model has the highest
overall value, with an F1 score, precision, recall, and ROC
curve. The NB model had the lowest value.

TABLE III. COMPARISON OF THE RESULTS OF THE FOUR MODELS

Models Measures
ROC curve F1-score Precision Recall

NB 0.90 0.74 0.99 0.59
RF 0.99 0.99 0.99 0.99

KNN 0.92 0.97 0.97 0.98
DNN 0.97 0.98 0.98 0.98

Fig. 4. Comparison of the Results of the Four Models with AUROC Curve

Based on Fig. 4 for the AUROC value for NB, KNN, RF,
and DNN, it is shown that the AUC of RF is better than the
other three classifiers as it scored in training (1.00) and testing
0.99 while the other models achieved less than 1.00 in training
and testing models, but AUROC value in NB model is 0.91,
these are the lowest values out of the three models.

B. Discussion and Comparison with Related Works

In comparison to previous studies’ results, some studies
used DL and ML for the purpose of detecting money launder-
ing in cryptocurrency. Table IV compares the findings of the
four previous studies with F1-scores, in [13] which achieved
a high value with an f1-score of 0.83 in the RF model, while
[23] achieved a value of 0.77% and in [21] achieved a value
of 0.78%. Our model outperforms studies by achieving the
highest total F1 score of 0.99, as shown in Table IV.

TABLE IV. COMPARISON WITH RELATED WORKS

Ref. Method Dataset Evaluation

Weber et al. [21] RF - LR -
GCNs - MLP

Elliptic dataset

(RF)
F1 score =0.78%

Alarab et al. [23] GCN (GCN)
F1 score =0.77%

Alarab et al. [24]

RF - ExtraTrees
-GB

- XGBoost
- LR -MLP

(RF)
F1 score = 0.82%

Lorenz et al. [13] RF - XGBoost
- LR

(RF)
F1 score = 0.83%

Current study NB-RF
-KNN-DNN

(RF)
F1 score = 0.99%

VI. CONCLUSION

Money laundering represents a serious threat to govern-
ments all over the world and it has been indeed challeng-
ing. Various ML and DL techniques have been employed
in literature to detect illegal transactions. However, there is
still a serious need to further explore and develop suitable
algorithms for detecting money-laundering activities, which
was the main purpose of the study. Essentially, this research
aims to determine the appropriate DL and ML algorithms
for detecting money laundering using Elliptic BTC Dataset.
To achieve this objective, the results of four algorithms are
extensively analyzed and compared. These algorithms include
three ML algorithms (RF, KNN, NB), and one DL (DNN).
In addition, four key evaluation metrics were used to quantify
the performance. These metrics include the precision, recall,
F1-score, and ROC curve. the ML technique (RF) proved
to be better at classifying fraudulent activities than DL. It
was observed from the obtained results that the RF algorithm
achieved the best results as compared to other algorithms. It
results in 0.99 of the average F1 score. In fact, this technique
outperformed the classification due to its ability in handling
an unbalanced data set. On the other hand, DNN technique
achieved an average F1-score of 0.98 and was placed in
the second position followed by the KNN algorithm with an
average of 0.97. However, the F1-score for the NB model was
found to be 0.74, which is the lowest value as compared to
the other three models.

VII. LIMITATIONS AND FUTURE WORK

In fact, the classification model in this study was trained
on approximately 46546 bitcoin transactions. However, the
dataset contains unlabeled data. To handle this situation, it
is more appropriate to use a semi-supervised learning model.
However, the unlabeled data will require more CPU power,
and therefore, cloud computing services such as Amazon Web
Services (AWS) could be used. As the considered model
indicates an adequate performance of the algorithms, it would
be interesting to conduct the experiment once again with a
different data set to prove the validity of the obtained results.
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Abstract—The Minimum Variance Distortionless Response
(MVDR) beamforming algorithm is frequently utilized to extract
speech and noise from noisy signals captured from multiple
microphones. A frequency-time mask should be employed to
compute the Power Spectral Density (PSD) matrices of the
noise and the speech signal of interest to obtain the optimal
weights for the beamformer. Deep Neural Networks (DNNs) are
widely used for estimating time-frequency masks. This paper
adopts a novel method using Graph Convolutional Networks
(GCNs) to learn spatial correlations among the different channels.
GCNs are integrated into the embedding space of a U-Net
architecture to estimate a Complex Ideal Ratio Mask (cIRM).
We use the cIRM in an MVDR beamformer to further improve
the enhancement system. We simulate room acoustics data to
experiment extensively with our approach using different types
of the microphone array. Results indicate the superiority of our
approach when compared to current state-of-the-art methods.
The metrics obtained by the proposed method are significantly
improved, except the Scale-Invariant Source-to-Distortion Ratio
(SI-SDR) score. The Perceptual Evaluation of Speech Quality
(PESQ) score shows a noticeable improvement over the baseline
models (i.e., 2.207 vs. 2.104 and 2.076). Our implementation
of the proposed method can be found in the following link:
https://github.com/3i-hust-asr/gnn-mvdr-final.

Keywords—Multi-channel speech enhancement; graph convolu-
tional networks; minimum variance distortionless response beam-
former; complex ideal ratio mask

I. INTRODUCTION

Speech enhancement is a subject studied and applied in
many applications, e.g., automatic speech recognition, tele-
conference, or aided hearing [1-4]. There are two algorithm
categories of speech enhancement: single-channel algorithms
(using a single microphone) [5-8] and multi-channel algo-
rithms (using multi microphones) [9], [10]. The performance
of multi-channel algorithms is generally better than that of
single-channel algorithms because they use not only statistical
information related to signals but also more spatial information
[11].

Speech enhancement using microphone array beamforming
is a type of multi-channel approach. The basis of these tech-
niques is to enhance signals from desired directions (signals
of interest) and attenuate signals from uninterested directions
(noise signals). One of the beamforming algorithms used
in speech enhancement is the MVDR beamforming [12-14].
There are two conventional approaches to determine MVDR
filter weights for noise reduction and/or dereverberation.

The first approach is to estimate the characteristic vector of
Acoustic Transfer Functions (ATF) from the speech source to
the microphone array based on a priori assumptions such as the
position of the desired signal source, the microphone array’s
configuration, and room acoustics. In a real environment, the
performance of this approach is reduced since the effect of
multi-paths [15], [16].

The second approach does not involve any such a priori
assumptions. Instead of using an ATF vector, a Relative Trans-
fer Function (RTF) vector is estimated based on data collected
from the microphone array. The (RTF) vector is defined as
the (ATF) vector normalized to a reference microphone of
the microphone array. The (RTF) vector estimate is calculated
from (PSD) matrices of noise and desired signal. A time-
frequency mask is used to estimate the matrices. There are
some techniques to create the mask [17], [18].

Recently DNNs have been widely used for speech-related
task for better robustness and performance [10], [19-23].
GCNs are considered a generalization of Convolutional Neural
Networks (CNNs) [24]. In [23], the GCNs are used to learn
spatial features and incorporate them with a U-net to estimate
a cIRM. The cIRM is used directly to estimate clean speech
based on spectral information obtained from multi-channel.
Some experiments in [23] show that speech enhancement using
GCNs and U-Net has results that outperform the prior state-
of-the-art approach.

This paper adopted the idea of using GCNs and U-Net
architecture of [23] for a speech enhancement system with two
contributions. Firstly, instead of using the number of nodes of
GCNs in [23] as the number of microphones, we increase the
node number of GCNs. It helps GCNs learn spatial features
more precisely. Therefore a cIRM can be better estimated by
incorporating GCNs in the U-Net architecture. Secondly, we
use an MVDR beamformer based on the obtained cIRM to
estimate the clean speech rather than the attention layer as in
[23].

These works are implemented and tested on the dataset
provided from ConferencingSpeech2021 Challenge [25]. The
results demonstrate that the combination between MVDR
beamforming and GCNs improves the performance of the
speech enhancement system. The metrics obtained by the
proposed method are significantly improved, except for the SI-
SDR score. The PESQ score shows a noticeable improvement
over the baseline models (i.e., 2.207 vs. 2.104 and 2.076).
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The rest of the paper is organized as follows. In Section
II, a brief basis of speech enhancement, MVDR beamformer,
GCNs, as well as evaluation metrics is described. In Section
III, we review some related works. In Section IV, the proposed
speech enhancement approach is detailed. In Section V, we
explain some experimental setups and analyze the results of
the proposed approach. Finally, the conclusions are presented
in Section VI.

II. PRELIMINARY

A. Speech Enhancement

The noisy speech signal can be represented in the Short-
Time Fourier Transform (STFT) domain:

X(t, f) = S(t, f) +N(t, f) (1)

where X(t, f) represents the complex-valued time-
frequency (t, f) bin of noisy speech, S(t, f) denotes the
reverberated signal received at the microphone and N(t, f)
indicates the interference noise at time frame t and frequency
bin f with t = 0, ..., T−1 and f = 0, ..., F−1. T and F are the
number of frames and frequency bins, respectively. The neural
beamformer here focuses on the task of suppressing noise.
The objective is to remove the interference noise N(t, f) and
retrieve the speech signal S(t, f).

Deep learning-based speech enhancement approaches are
usually designed in a supervised manner. Based on how to
obtain the target, the applied techniques can be classified
into mapping-based or masking-based methods. In mapping-
based approaches, the goal is to approximate a non-linear
function from the noisy speech into the desired speech through
a learning process. Meanwhile, the most popular methods
recently used are masking-based, where the target is masks
computed between desired and noisy speech.

The masking-based approaches try to approximate a non-
linear function from an observed noisy speech spectrum
X(t, f) to a Time-Frequency (T − F ) mask M(t, f) through
the learning/training process. The commonly used masks in
recent researches include: binary-based mask [17] and ratio-
based mask [18].

The binary-based mask usually indicates the Ideal Binary
Mask (IBM). Each entry of the T − F mask is set to 1 when
the local Signal-to-Noise Ratio (SNR) is greater than a pre-
defined threshold value R (indicates that speech is dominated
over noise), or 0 if otherwise (indicates that noise is dominated
over speech). In particular,

MIBM(t, f) =

{
1, if SNR(t, f) > R.

0, otherwise.
(2)

here SNR(t, f) indicates the SNR at the frame index t
and the frequency bin f within the T − F mask.

Typical ratio-based mask commonly refers to Ideal Ratio
Mask (IRM), where each entry of the T−F mask is set by the
soft ratio of the reverberated speech over the observed noisy
signal, that is:

MIRM(t, f) =
|S(t, f)|α

|S(t, f)|α + |N(t, f)|α
(3)

here |S(t, f)| indicates the magnitudes of reverberated
speech, |N(t, f)| denotes the noise in the T −F domain, and
α is a factor over the magnitudes, which is to scale the value
of each entry of the mask or change the dynamic ranges of the
features. From Eq. 2 and 3, we could deduce that IRM-based
methods could provide an enhanced signal with less distortion,
while it may possibly lead to much computation [26].

Williamson et al. [27] further improved this approach,
called cIRM. The complex ratio mask (CRM), demonstrated
to be more effective than the ideal ratio mask (IRM) [28-30].
Given the complex spectrum of noisy speech, X(t, f), we get
the spectrum of reverberated speech, S(t, f), that is:

S(t, f) = X(t, f)⊙McIRM(t, f) (4)

where ⊙ is the element-wise multiplication. Note that,
X(t, f), S(t, f) and McIRM(t, f) are complex-valued matri-
ces.

Given the observed input noisy signals X(t, f) from the
T − F domain and the target mask M(t, f), the deep neural
networks are optimized by the Mask Approximation (MA)
objective function, which minimizes the Mean Squared Error
(MSE) loss between the estimated and the target mask. On the
other hand, recently, more approaches have been starting to
employ Signal Approximation (SA) objective functions [31-
33]. This objective aims to minimize the MSE loss between
the estimated and the target reverberated speech spectrum.
Besides, another approach minimizes MSE between the es-
timated reverberated signal and the target one in the time-
domain by additionally applying inverse STFT. Furthermore,
the conclusions in [31], [34] show that mixing the objectives
(i.e., MA and SA) could lead to further improvement in both
the magnitude and the spectral domains.

B. MVDR Beamformer

The separated speech can be obtained as

ŜMVDR(t, f) = hH(f)X(t, f) (5)

here h(f) ∈ CM denotes the weights of MVDR beam-
former at frequency index f , M denotes the number of
channels and (·)H indicates Hermitian operation. The main
target of the MVDR beamformer is to suppress the interference
noise while keeping the desired signal undistorted as much as
possible, that is:

h(f) = argmin
h

hH(f)ΦN (f)h(f)

s.t. hH(f)v(f) = 1
(6)

Here ΦN (f) is the PSD matrix of the noise, and v(f) ∈
CM represents the steering vector to the target source.

Different approaches could be adopted to find the optimal
weights of the MVDR beamformer. To reduce the computation
in the beamforming block, we employ the MVDR solution of
Souden et al. [12]:

h =
(ΦN (f))−1ΦS(f)

trace((ΦN (f))−1ΦS(f))
u (7)
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where ΦS(f) ∈ CM×M is the PSD matrix of speech,
ΦN (f) ∈ CM×M indicates the PSD matrix for noise. u ∈ RM

is a one-hot vector representing a reference microphone.

Two masks, MS(t, f) and MN (t, f), will be used to
estimate the desired PSD matrices:

ΦS(f) =

T∑
t=1

(X(t, f)⊙MS(t, f))(X(t, f)⊙MS(t, f))
H

(8)

ΦN (f) =

T∑
t=1

(X(t, f)⊙MN (t, f))(X(t, f)⊙MN (t, f))H

(9)

where ⊙ is the element-wise multiplication.

C. Evaluation Metrics

The standard metric to measure the performance of Auto-
matic Speech Recognition (ASR) systems is Word Error Rate
(WER). However, other objective metrics are also employed to
evaluate the performance of the front-end techniques, such as
denoising. The typical metrics include Short-Time Objective
Intelligibility (STOI) [35], Extended Short-Time Objective
Intelligibility (ESTOI) [36], SI-SDR [37], and PESQ [38].
It is worth looking at [39] for more detailed definitions and
explanations of the objective metrics.

D. Graph Neural Networks

1) Definition: Graph Neural Network (GNN) [24] is a new
type of deep neural network designed to work with graph
data. Graphs provide a much more flexible way to process
and aggregate information. GNN allows for generalizing DNN
operations to graph-structured processing [40], [41]. By ag-
gregating information from neighboring nodes, GNN models
encode structural-relational information into the representation,
which then is applied in a wide range of tasks, including
biochemical structure discovery [42], [43], computer vision
[44], and recommendation systems [45].

A specific variance of GNN is the convolutional GNN (so-
called GCN) which is similar to CNN [46] with the basis of
shared weights through training. There are two approaches
for building GCN, Spectral GCN and Spatial GCN [47-49].
Spectral GCN, infrequently used nowadays, is based on the
Eigen-decomposition of graph Laplacian. Spatial GCN defines
convolution operations that work directly on a graph through
the nodes and edges and aggregate spatial information between
neighboring nodes and edges. Therefore, Spatial GCN is less
computational and complex and can generalize better than
spectral GCN. Recently, new convolutional GNN structures
[47] have drastically leveraged the performance of GNN by
employing various techniques, including normalization [46],
attention [50], and activation [51].

2) Graph Convolutional Network: Given a graph G =
(V, E), where V represents the set of nodes vi of the graph
and E represents the edges of the graph between two nodes
(vi, vj). The GCN applies non-linear transformation on the
input X ∈ R|V|×N , where |V| is the number of nodes and N
is node feature size. In particular, GCN can be mathematically
represented as follows:

H(l) = g
(
D−1/2AD−1/2H(l−1)W(l−1)

)
(10)

where D ∈ R|V|×|V| is the diagonal matrix, A ∈ R|V|×|V|

is the adjacency matrix, H(l) ∈ R|V|×K is the lth GCN layer
with K hidden features, H(0) = X , W(l−1) is the trainable
parameters at the l−1th layer, and g is a non-linear activation
function.

III. RELATED WORK

A. LSTM-Based Speech Enhancement

For the recognition of sequence-based data, context in-
formation is essential. Certain straightforward approaches for
processing context-dependent data have been adopted, such
as concatenating several consecutive features to construct
long-context input features [52]. Moreover, Recurrent Neural
Networks (RNNs), especially the Long Short-Term Memories
(LSTMs), have been experimented with to be able to capture
the information of the long sequence [53-56].

ConferencingSpeech 2021 Challenge1 [25] adopted LSTM
to suppress noise in distorted input signal. In particular, the
multi-channel noisy speech is converted into frequency-domain
by STFT transformation.

The STFT features were stacked with “cosIPD” features
[57], a smoother version of Inter-channel Phase Difference
(IPD), to obtain the input features, and then used to train
the model. A 3-layer real-valued LSTM is used to capture
the temporal information of input features. The output of the
LSTM model is treated as the cIRM then a real-valued fully
connection layer is added to map the output into real and
imaginary components of the mask, respectively.

The cIRM mask was multiplied with the first microphone
channel of STFT features of noisy speech to filter out the
noise. The model was trained with SA objective functions,
minimizing MSE between the estimated reverberant signal and
the target signal in time-domain. Code and samples can be
found in this repository2.

B. GCN-Based Speech Enhancement

Recently proposed solutions are introduced to tackle the
problem of speech enhancement by employing DNN models
with spatial post-filtering techniques such as the filter-and-sum
beamformer [23], [58-60]. Tzirakis et al. [23] proposed a novel
approach by treating each audio channel (microphone) as a
node of a graph structure.

The well-known U-Net architecture was incorporated to
learn representations for the inputs, especially in speech im-
provement problems [61], [62]. GCN was used in the embed-
ding space of a U-Net architecture to learn spatial correlations
between the different nodes (or channels/microphones).

This approach utilizes both real and imaginary parts of
the complex features in the STFT domain. Complex spectro-
grams from each channel are fed into the encoder part of
the architecture. The higher level features obtained after the
Encoder part are used to construct the multi-channel GCN.
After that, the Decoder produces the estimated cIRM for a
reference microphone with the same dimension as the input.
Finally, cIRM for noisy STFT features is computed, which is
used to estimate the desired clean speech.

1https://tea-lab.qq.com/conferencingspeech-2021/
2https://github.com/ConferencingSpeech/ConferencingSpeech2021
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IV. PROPOSED MULTI-CHANNEL PROCESSING METHOD

A. Proposed System

This paper proposes a novel pipeline for multi-channel
speech enhancement tasks by incorporating GNN with a neural
MVDR beamformer. GNN is successfully applied in a wide
range of tasks with structural data, including computer vision
[44] and speech processing [23]. At the same time, MVDR
demonstrates its superior performance over the Filter-and-Sum
technique [63]. However, to the best of our knowledge, no prior
work focuses on integrating both these techniques to tackle the
speech enhancement problem.

The overall proposed model is schematically depicted as
Fig. 1. The whole pipeline consists of three main processes:

1) Signal transformation includes signal conversion
from the time domain to the STFT domain (STFT
block) and signal inversion from the STFT domain
back to the time domain (iSTFT block);

2) Mask estimation for both clean speech and noise
(Mask Estimator block);

3) Applying MVDR for noise suppression (MVDR
block). However, only the parameters in the Mask
Estimator block are trainable (details illustrated in
Algorithm 1).

The two signal transformation blocks are trivial, while the
mask estimation and the MVDR blocks are more advanced
and described below.

1) Mask Estimator Block: Firstly, we employ the well-
known U-Net architecture for mask estimation blocks. The
u-Net model has been shown very successfully in many
computer vision tasks and used in some recent approaches
in speech processing [64]. In addition, U-Net architecture
comprises an encoder/decoder part with an embedding layer.
The encoder/decoder parts in U-Net are set to be cascaded
CNN layers, while the GCN is used as a core embedding layer.
We adopt this idea from the currently published approach of
[23].

Secondly, our proposed U-Net model is unique and differ-
ent from [23] because we use other graph construction methods
for the embedding layer. In [23], the input channels, denotes
as M , is preserved as GCN nodes, so that, GCN has only
M nodes (M = {2, 4} as reported in [23]). With such a
few nodes, we realize that GCN’s ability to capture spatial
information is restricted.

From that deduction, we propose a novel graph construc-
tion method such that GCN’s nodes are now set equal to
the number of channels (kernels) of the last CNN layer in
the encoder part of U-Net. In detail, suppose that the STFT
features with the shape of (M×T ×2F ) dimensional feeds to
the encoder. The latter then represents with the dimension of
(H × T ′ × F ′), where H is the number of kernels of the last
CNN layer in the encoder, while T ′, F ′ are the reduced size of
T and F after all layers of CNN in the encoder, respectively.
As a result, the number of nodes in GCN is H , allowing us
to choose an appropriate number of nodes during the training
process. For more detail about the graph construction process,
see Section IV-C.

Finally, outputs of the mask estimation process are two
masks for clean speech and noise, denote as mask speech and
mask noise in Fig. 1, respectively.

2) MVDR Beamformer: We utilize a neural MVDR beam-
former as posterior filtering to leverage the enhancement
performance. The MVDR uses these aforementioned estimated
masks from the previous step to compute beamforming weights
on-the-fly. The detailed computation is introduced in section
II-B. The process of MVDR beamformer is integrated with
mask estimation and trained as a unified model so that, making
the enhancement system more robust.

B. System Procedure

The overall procedure of this approach in Fig. 1 is shown
in Algorithm 1.

First, the multi-channel speech signals are transformed into
the time-frequency domain with STFT transformation. The
components of the complex STFT features are stacked together
to create a new feature with a two-channel of size (T×F×2),
where T denotes the number of frames, and F indicates the
number of frequency bins, in total.

Considering M channels, the input features will have the
shape of (M×2×T×F ) dimensional, in which each entry is a
real value. After that, these STFT input features are fed to the
Encoder of Mask Estimator, which produces more complex
and high-level representations. The feature is reshaped into
(M × T × 2F ) dimensional to fit the requirement of our
proposed method. The Encoder then produces representations
with the dimension of (H×T ′×F ′), where H is a number of
filters of the last CNN layer in the encoder. At the same time,
T ′ and F ′ are the reduced size of T and F after the entire
layers of CNN in the encoder, respectively. Next, the GCN
is used as a core embedding layer between the encoder and
decoder parts. The representations produced from the Encoder
are utilized in constructing a graph with H nodes, which
captures the spatial information by aggregating the information
of its nodes and edges. The GCN construction process is
described in detail in Section IV-C.

The output of GCN layers is forwarded through the de-
coder part, which converts the hidden features to the original
dimension. The decoder outputs could be treated as two cIRM
masks for clean and noisy speech, then used to compute the
PSD matrices and MVDR weights. Estimated STFT features
of reverberant speech Ŝ are computed by applying MVDR
processing as in Section II-B. Finally, the inverse STFT
transformation is applied to obtain the estimated reverberant
speech in the time domain.

C. Graph Construction

We adopt a recently published approach that captures
multi-channel signal information with graph structure [23]. The
graph structure is first constructed using the hidden feature
representations obtained after the Encoder. We construct an
undirected graph, G = (V, E), where V represents the set of
nodes vi of the graph. For example, with hidden features of
shape (H × T ′ × F ′) from the previous step, a graph with H
nodes with a feature size is N = T ′F ′ will be constructed
by flattening function. E represents the edges of the graph
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Fig. 1. Proposed MVDR System using GNN-Based U-Net Architecture as mask Estimator. The Estimated Masks are then used to Compute the Beamformer
Weights and Applied to a Noisy Signal to Provide the Enhanced Signal.

between two nodes (vi, vj). Then, an adjacency matrix of the
graph, A ∈ RH×H , is computed.

We also employ a learnable adjacency matrix, where each
entry of A is treated as a weighted obtaining from edge
(vi, vj) ∈ E . Intuitively, each entry represents a similarity
between two nodes in the graph. In our approach, the learn-
able weights, wij , {i, j ∈ V}, of the adjacency matrix A
are optimized during the training process. For two nodes vi
and vj , their representations will be concatenated, fvi , fvj ∈
RN as [fvi∥fvj ] and then passed through a non-linear layer
F ([fvi∥fvj

]). The node degree matrix D is a diagonal matrix,
where Dii =

∑
j Aij .

The graph constructed G provides an efficient way to
capture the structured information from its nodes (e.g., micro-
phones). We use the GCN to produce high-level abstraction
for the hidden node representations by learning aggregated
features for each node w.r.t its neighbors. The mathematical
detail of the GCN layer can be seen in Section II-D2.

D. Loss Functions

In the training process of the proposed network, we adopt
loss computations in different forms. We use a loss function
with magnitude features and raw signals in the time domain.
More specifically, these losses are:

Lmag =
∥∥∥∣∣Ŝ∣∣− ∣∣S∣∣∥∥∥

1
(11)

Lraw =
∥∥ŝ− s

∥∥
1

(12)

L = Lmag + Lraw (13)

where ∥ · ∥1 indicates the L1 norm, |S| indicates the
magnitude spectrogram of the complex spectrogram S, s indi-
cates reverberant signal, andˆsign indicates the corresponding
predicted entities.

V. EXPERIMENTAL EVALUATION

A. Dataset

With some missing information about the dataset configu-
rations and the authors did not publish the implementation of
their proposed model in [23], we decided to utilize the dataset
provided from ConferencingSpeech 2021 Challenge [25]. The
simulation set was provided for all participants to develop the
enhancement systems and estimate the objective scores. To
focus on the development of algorithms, the authors designed
the challenge with the close training condition. In other words,
only the provided list of open-source clean speech and noise
datasets could be used in the training process.

1) Training Set: Clean training speech set signals are
chosen from three open source speech databases: AISHELL-
13 [65], AISHELL-34 [66], and Librispeech [67]. The speech
utterances with SNR higher than 15 dB are selected for
training. The total duration of the clean training example is
around 550 hours. The noise set is selected from MUSAN [68]
and AudioSet [69]. The total duration is around 120 hours.

The imaging method is used to simulate Room Impulse Re-
sponse (RIR) for three types of microphone arrays: (i) a linear
microphone array with uniformly distributed 8 microphones,
(ii) a circular microphone array, and (iii) a linear microphone
array with non-uniformly distributed 8 microphones. The room
size ranged from 3× 3× 3 m3 to 8× 8× 3 m3, and provided
RIR set contains more than 2500 rooms.

The microphone array is randomly placed in the room
with a height ranging from 1.0 to 1.5 m. The sound source,
including speech and noise, comes from any possible position
in the room with a height ranging from 1.2 to 1.9 m. The
angle between two sources is wider than 20◦. The distance
between the source and microphone array are ranged from 0.5
to 5.0 m. The total number of RIR is more than 10000 for
each microphone array. The simulated SNR ranges from 0 to
30 dB, and the duration of each clip is 6 seconds.

3https://www.openslr.org/33/
4http://www.openslr.org/93/
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Algorithm 1 Summary the Process of the Proposed Model for Multi-Channel Speech Enhancement

Require: M -channel noisy speech x ∈ RM×L in time domain; reference microphone vector u.

Ensure: Enhanced speech ŝ ∈ RL in time domain.

1: X = STFT (x) ▷ X ∈ RM×2×T×F

2: X = reshape(X, [M,T, 2 ∗ F ]) ▷ X ∈ RM×T×2F

3: skips = [ ]

4: a = copy(X) ▷ a ∈ RM×T×2F

5: for enc layer in Encoder do ▷ UNet Encoder

6: a = enc layer(a)

7: skips.append(a)

8: end for

9: A = construct adj(a) ▷ a ∈ RH×T ′×F ′
,A ∈ RH×H , see Section IV-C

10: g = GCN(A, a) ▷ g ∈ RH×T ′×F ′
, Applying GCN, see Equation 10

11: e = a⊗ g ▷ e ∈ RH×T ′×F ′
, ⊗ Hadamard product

12: for dec layer in Decoder do ▷ UNet Decoder

13: skip = skips.pop(−1)

14: e = e+ skip

15: e = dec layer(e)

16: end for

17: mask speech = linear speech(e) ▷ e ∈ RM×T×2F ,mask speech ∈ RM×T×2F

18: mask noise = linear noise(e) ▷ e ∈ RM×T×2F ,mask noise ∈ RM×T×2F

19: ΦS = get psd matrix(mask speech, X) ▷ ΦS ∈ CF×M×M , see Equation 8

20: ΦN = get psd matrix(mask noise, X) ▷ ΦN ∈ CF×M×M , see Equation 9

21: h = get mvdr weights(ΦS ,ΦN ,u) ▷ h ∈ CF×M , see Equations 7

22: Ŝ = hHX ▷ Ŝ ∈ RT×F×2, Applying MVDR, see Equation 5

23: ŝ = iSTFT(Ŝ) ▷ Enhanced speech ŝ ∈ RL

2) Development Set: The development set is categorized
into three parts: Simulation clips, Semi-real recordings, and
Real recordings. In this experiment, we only experiment with
simulated audio with a single microphone array scenario (there
also exists another task using multiple microphone arrays).
1588 clips are simulated for three types of the microphone ar-
ray. 1624 clean speech selected from AISHELL-1, AISHELL-
3, and 800 noise clips selected from MUSAN are used to
simulate these sets. The simulated SNR ranges from 0 to 30
dB, and the duration of clips is 6 seconds.

B. Experimental Setup

For a convenient comparison with other approaches, we set
up the training configurations as follows. The AdamW [70]
optimization algorithm is adopted to optimize the proposed
models with a fixed learning rate of 10−4 and a mini-batch of
size 16. The number of microphones in the experiments is set
to M = 8. The complex features are the STFT computed with
a window of length 1024, the window’s type is set to Hanning,
and an overlap size of 512.

Our proposed model (MVDR-GCN) uses the optimized
configuration. Each block in the Encoder (Decoder) part
of U-net architecture comprises one CNN layer, followed
by batch normalization and a SELU activation function.
Each Encoder block’s kernels of CNN layers are set to
{64, 128, 128, 128, 32}, respectively. The blocks in the De-
coder have the same configurations as the Encoder but in
reverse order. All the kernel sizes of CNN layers are 3 × 3,
and the stride is 2× 2, with no padding.

For the embedding layer of U-Net, GCN, a bottle-neck
layer is used with the hidden size of 64, then two GCN layers
are integrated with hidden units as same as the dimension of
the bottle-neck layer. In order to generate two masks for speech
and noise, after the Decoder part, two Linear layers are added
with an input size equal to the hidden size of the last CNN
layer in the Decoder, while the output size is set to the same
as feature size of STFT features.

The LSTM-based baseline model (Section III-A) is set up
as same as the model in [25]. The model is composed of three
layers of RNN with 512 hidden units. The input features are
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TABLE I. DETAILED ENHANCEMENT RESULTS OF BASELINES AND OUR PROPOSED SYSTEM ON THE DEVELOPMENT SIMULATION SET

MA Model PESQ STOI E-STOI SI-SDR

Linear

Noisy 1.551 0.807 0.716 4.673

Baseline (LSTM) 2.091 0.867 0.779 13.065

Baseline (GNN) 2.088 0.853 0.772 12.001

Proposed System (MVDR-GCN) 2.101 0.861 0.773 10.996

Circular

Noisy 1.558 0.807 0.716 4.633

Baseline (LSTM) 2.129 0.872 0.782 13.118

Baseline (GNN) 2.077 0.852 0.771 12.007

Proposed System (MVDR-GCN) 2.260 0.886 0.804 12.270

Non-uniform

Noisy 1.543 0.804 0.712 4.536

Baseline (LSTM) 2.091 0.867 0.777 13.042

Baseline (GNN) 2.061 0.851 0.768 11.769

Proposed System (MVDR-GCN) 2.261 0.889 0.806 12.333

TABLE II. OVERALL RESULT OF BASELINES AND OUR PROPOSED SYSTEM ON THE DEVELOPMENT SIMULATION SET

Model PESQ STOI E-STOI SI-SDR

Noisy 1.551 0.806 0.715 4.614

Baseline (LSTM) 2.104 0.869 0.758 13.075

Baseline (GNN) 2.076 0.852 0.770 11.926

Proposed System (MVDR-GCN) 2.207 0.879 0.794 11.866

STFT stacking up with cosine of IPD features.

The GNN-based baseline model (Section III-B) has the
same configurations as our proposed system, which in-
cludes input STFT features and parameters of layers in
Encoder/Decoder blocks, except that number of kernels in
each CNN layer, are slightly different from our proposed
model ({64, 128, 256, 128, 32}). Note that this is the optimized
configuration in [23].

Finally, a noisy scenario is obtained by directly computing
the metrics with noisy data, simulated with SNR ranging from
0 to 10, and scaling from 0.2 to 0.9.

C. Enhancement Results and Evaluation

Our proposed approach’s results are compared with Tzi-
rakis et al. [23], a novel GCN-based multi-channel enhance-
ment model. The detailed enhancement results are presented
in Table I.

For overall comparison, the result of scenarios is averaged
and reported as in Table II. Combining the MVDR algorithm
showed an improvement in scores. The metrics obtained by
the MVDR method are significantly improved, as expected,
except for the SI-SDR score. The PESQ score achieved by
the MVDR system shows a noticeable improvement over the
baseline or GCN-based model (i.e., PESQ 2.207 vs. 2.104 and
2.076).

However, in the linear array scenario, our proposed system
obtains worse scores than others, except for the PESQ metric,
because of the distribution of the microphone in arrays. In
circular and non-uniform scenarios, the position of micro-
phones is various to capture more spatial information. The
masks are more accurately estimated, and the model can
achieve decent overall metrics. Conversely, the microphones
are placed equidistant for the linear array, the information may
be symmetric, and the mask estimator model may receive less
information than others and get worse scores.

VI. CONCLUSION

In this approach, we propose a new method of using a
graph neural network to exploit the spatial correlations among
the different channels in the speech enhancement task. We
use the U-Net architecture with the encoder, which tries to
produce higher-level representations for each channel. After
that, the GCN is constructed using these hidden features. GCN
is used to learn spatial features by propagating and aggregating
information in the graph. Then the features are fed to the
decoder to reconstruct into the original forms of each channel.
By integrating the GCN-based U-Net into the MVDR system,
the experimental results validate our approach’s effectiveness
when compared with recent state-of-the-art approaches.
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Abstract—Energy demand continues to increase with no
prospect of slowing down in the future. This increase is caused
by several sociological and economical factors such as population
growth, urbanization and technological developments. In view of
this growth, it becomes crucial to predict energy consumption
for a more accurate management and optimization. Nevertheless,
consumption estimation is a complex task due to consumer
behaviour fluctuation and weather alterations. Several efforts
were proposed in the literature. Almost, all of them focused on
improving the prediction model to increase the accuracy of the
results. They use the LSTM (Long-Short Term Memory) model to
reflect the temporal dependencies between historical data despite
its spatial and temporal complexities. The main contribution in
this paper is a novel and simple Convolutional Neural Network
energy prediction model based on input data structure enhance-
ment. The main idea is to adjust the structure of the input data
instead of using a more complicated deep learning model for
better performance. The proposed model was implemented, tested
using real data and compared to existing ones. The obtained
results showed that the proposed data structure has a great
influence on the model performance measurement.

Keywords—Deep learning; convolutional neural network; en-
ergy consumption; energy prediction

I. INTRODUCTION

The demand for energy increases with population size and
economic growth and also depends on the consumers’ behav-
ior and their deployed appliances. Faced with this growth,
consumption prediction is a crucial task that enables efficient
and optimized energy management. Several techniques have
been developed to predict demand for the next hours, days,
weeks, months and even years. Most of them are based on
historical data [1] and use Machine Learning or Deep learning
models such as Artificial Neural Networks (ANN) [2], Support
Vector Machine (SVM) [3], Convolutional Neural Network
with Long- Short Term Memory (CNN-LSTM) [4], etc.

Deep Learning (DL) is an advanced Machine Learning
approach that has been widely applied in many fields and has
shown great performance for many problems such as image
processing [5], [6], computer vision [7], [8], natural language
processing [9], [10] and time series prediction [11], [12]. Also,
the DL approaches have provided good accuracy for energy
systems such as solar irradiance forecasting [13], [14] and
wind speed prediction [15], [16]. Recently, DL approaches
have been widely applied to predict the quantity of energy to
be consumed. In most of the time, the consumed energy data
are presented in time series. Energy consumption forecasting is

therefore a multivariate time series forecasting problem. LSTM
is a Recurrent Neural Network (RNN) specification that is
characterized by the capacity to control the flow of separate
information [17] and mainly to detect temporal dependencies
between data [18]. These advantages make LSTM effective for
short-term or near-real-time forecasting. Consequently LSTM
has been widely used for energy consumption prediction.

All these efforts focused on enhancing the ML/DL existing
models for a better accuracy regardless of the complexity of
the resulting one. However none of them dealt with adjusting
the input data to attain same and even better performance. The
main contribution of this paper is to propose a new DL based
model that shows the impact of the input data structure on the
prediction results.

The remaining of the paper is structured as follows: the
next section describes the various existing researches that deal
with energy consumption prediction using CNN and LSTM.
Section III defines the CNN model and explains the proposed
one. Section IV discusses the experimental evaluation and the
conclusion is presented in Section V.

II. RELATED WORKS

During the last two decades, several researchers have con-
tributed to the solving of energy consumption prediction prob-
lems, resulting in a wide range of studies. These studies can
be divided into two categories: those that use static methods,
while others apply physical methods. Among static methods,
Machine Learning techniques have been widely applied for
predicting energy consumption. In [19], authors applied to
the Support Vector Machine (SVM) while in [20], authors
proposed Artificial Neural Networks (ANN) based solutions.
ANN based models were also applied to different datasets in
order to analyze them and select the relevant ones. However,
recent trends are oriented towards applying Deep Learning
models as Recurrent Neural Network (RNN), Convolutional
Neural Network (CNN), LSTM, etc.

In [21], the authors presented two approaches based on
LSTM for energy load prevention, and tested them on both
data steps of one hour and one minute. The first approach uses
the standard LSTM while the second one uses the Sequence
to Sequence architecture. In [22], the authors applied CNN to
predict the energy load per hour within a smart grid. Their
aim is to demonstrate the effectiveness of their proposed CNN
compared to other convolutional models. Another CNN model
for energy load prediction was discussed in [23]. The authors
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proposed the use of a set of historical input loads on which
they applied convolutions. The obtained results were passed to
a fully connected layer that produced the final output. Exper-
imental tests showed that the results of their proposed model
are similar to ANN, but outperforms those of Support Vector
Regression model. As for [24], the objective was to solve the
problem of load profile uncertainty for predicting household
energy consumption. To do this, the authors proposed a model
based on RNN where they grouped the load profiles in an
input pool. The results showed that this model performs better
than the classical RNN, Support Vector Regression and Auto
Regressive Integrated Moving Average in terms of RMSE. The
authors of [25] provided a Recurrent Inception Convolution
Neural Network RICNN to solve the problems of existing RNN
methods for daily energy load prediction. The proposed model
combines RNN and one-dimensional CNN (1-D CNN). The
obtained results proved the efficiency of the proposed model
compared to benchmarked multi-layer perceptron, RNN and
1-D CNN.

In the context of a short-term prediction for residential
energy consumption, an LSTM model has been proposed in
[26]. This model is called Quantile LSTM (Q-LSTM) whose
objective is to predict the probabilistic residential load with
LSTM in quantile term. The results showed the efficiency of
the proposed method compared to traditional ones in terms
of averaging quantile score. As for the prediction of future
energy demand, the authors in [27] defined and tested two
types of approaches, the first one based on CNN and the
second one based on neural networks and two optimization
algorithms, the Genetic Algorithm (NNGA) and the Particle
Swarm Optimization algorithm (NNPSO). The authors in [28]
proposed a model based on feed forward back propagation
neural network named FFBPNN. The proposed model involves
four layers which are data collection layer, preprocessing
layer, prediction layer and evaluation layer. The last layer
provides the performance measures MAE, MAPE and RMSE.
In 2021, in [29], authors presented a multi-seasonal short-term
memory network LSTM-MSNet for time series forecasting
with multiple seasonal models. The evaluation of the LSTM-
MSNet model shows that this model has the best execution
time and accuracy compared to existing ones. A new hybrid
model for energy consumption prediction named DB-NET
was presented in [30]. The proposed model combines the
dilated CNN (DCNN) and bidirectional LSTM (BiLSTM).
Experimental tests proved the efficiency of the DB-Net model.

In [4], the authors proposed a CNN-LSTM model com-
bining both CNN and LSTM. This model extracts (1) spatial
features using the CNN layer which allows feature extraction
between multiple variables and (2) temporal features using
LSTM which models irregular temporal information. Although
this latter yielded to a good prediction performance, an im-
proved EECP-CBL version has been presented in [31]. The
experimental results of EECP-CBL proved that it is more effi-
cient in predicting energy consumption than the CNN-LSTM
model and other existing ones. The authors of [32] presented
a new hybrid M-BDLSTM method combining CNN with the
multi-layer bidirectional long-term memory method. Recently,
in 2021, the authors of [33] proposed a meta-heuristic based
on LSTM and Butterfly Optimization Algorithm (BOA) for
the prediction of energy consumption. Butterfly Optimization
Algorithm was used to discover the dynamic time series. This

model showed a lower error rate on the IHEPC dataset [34]
compared to existing one. In 2022, [35] they proposed a hybrid
model combining CNN and echo state network allowing both
power generation and consumption forecasting. In this model,
CNN performed the extraction of features from historical data
while the echo state network ensured the learning of temporal
features. The experimental results of this model on the IHEPC
dataset showed a good performance in terms of RMSE, MSE,
NRMSE, and MAE.

All these efforts contributed to improve the efficiency of
energy prediction models. Their main goal focus on updating
and enhancing previous ML/DL models for a better perfor-
mance. They proceeded by combining several Machine Learn-
ing and Deep Learning techniques or/and adding optimization
algorithms to increase the results accuracy. Nevertheless and
despite the effectiveness of these models, we believe that it
is possible to improve the prediction performance by using
a less complex Convolutional model and different input data
structures. The idea is to focus on finding the optimal data
structure for the input data that may improve the results of
prediction without resorting to sophisticated, complex and
time/space consuming ML/DL models.

III. PROPOSED CNN MODEL

An accurate prediction model for energy consumption is
essential to simulate an energy management system between
consumers and suppliers in order to optimize the energy use
and to minimize its waste. However, the estimation process is
a complex task due to the influence of several environmental
factors and to the users’ behavior.

Traditional network-based techniques are the main models
to predict future energy consumption [36]. These models are
based on the short-term memory for considering dependencies
between the input data. Other models involve the LSTM
network for integrating historical context. Nonetheless, these
solutions would increase the time and space complexities of
the estimation process.

In this article, we focused on simplifying the temporal
and spatial complexity of existing models. Therefore, the
principal contribution of our research is to reflect temporal
dependencies between historical data without using the LSTM
model. For this purpose, we tried to turn our investigation
towards the input data rather than the deployed models. Hence,
we thought of i) adjusting the input structure representation
to emerge the time-series relationship between the historical
data, ii) applying a simple CNN-based model to predict the
future energy consumption with higher accuracy. We choose
the CNN model presented in [37] and [38] for its promising
results in both electricity consumption prediction [37] and load
forecasting [38].

A. Input Data Proposed Structures

Since the meteorological seasons divide the year into four
periods (Spring, Summer, Autumn and Winter) more or less
equal, their duration varies from 89 to 93 days. Hence the
energy consumption varies according to the weather character-
istics of each season; For example in summer the temperature
is high and therefore the need to use air conditioners increases.
In addition, the climate of one season has a great impact on

www.ijacsa.thesai.org 749 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

Fig. 1. Overview Architecture of Proposed Model using the Serial Matrix.

Fig. 2. Overview Architecture of Proposed Model using the Cycle Matrix.

the climate of the following ones. Generally, a too cold winter
is usually followed by a too hot summer.

All existing researches manipulates the historical infor-
mation of the energy consumption in a sequential form. No
physical link between same season of different years, despite
their intrinsic logical one. Most efforts rely on the LSTM
model to take into consideration the logical relationships
among consumption data. Our idea is to find a simpler way to
reflect the logical link between the same season through several
years. Therefore, we thought about improving the structure
input data instead of investigating on the underlying prediction
model. So the main idea of this paper is to present the data in
a 3-dimensional matrix to be able to (1) maintain the different
states of the same season over several years and (2) model the
temporal dependencies between the different seasons.

In this paper, we will employ two different data structures
for the input data. For the first data structure, we will use a
matrix that indicates the four seasons of a year in a series
manner. In this case the height of this matrix is the number
of days in a year, its width is the number of features and its
depth represents the number of years in the dataset. Fig. 1
shows the overall architecture of the proposed model using
the first matrix form.

For the second proposed data structure, the data are or-
ganized in a cycle, i.e. in the same row we include the data
of two consecutive seasons (Spring and Summer followed by
Autumn and Winter). In this matrix the number of rows is half
the number of days in a year, the width is twice the number of
variables and the depth is the number of years in the dataset.
The architecture of the model using this matrix is given by the
Fig. 2.

The input of our model is the 3-D matrix on which two
CNN layers are applied to extract the input variables which

are transmitted to the two fully connected layers to generate
the prediction of future energy consumption.

B. CNN-based Model

In our model we used convolutional 3D Layers, Pooling
3D Layers and fully connected Layers. In detail, we used
two convolutional layers with a filter number equal to 64
and a kernel size (3,3,2). These two layers are followed by
two max-pooling layers with a kernel size of (3,2,1). The
max-pooling layer allows reducing the network computational
cost as it selects only the most important features. Then
flatten layer is applied to flatten the feature vector. Finally,
two fully connected layers are used to adjust the result by
providing the estimated energy consumption. The architecture
and configuration of the proposed model are detailed in Table
I.

TABLE I. ARCHITECTURE OF THE PROPOSED MODEL

Layer Type Kernel size Filter size Parameters
Convolution3D (3,3,2) 64 832
MaxPooling3D - - 0
Convolution3D (3,2,1) 64 24640
MaxPooling3D - - 256

Flatten - - 0
Fully connected(128) - - 221312

Dropout - - 0
Fully connected(364) - - 45440

IV. EXPERIMENTAL EVALUATION

In this section, first, we will describe the used dataset.
Then, we will exhibit the obtained experimental results ex-
pressed in terms of performance measures, including MSE
(Mean square error), RMSE (Root MSE), MAE (Mean Ab-
solute error), MAPE (Mean Absolute Percentage Error) and
the CPU time (training and testing times). Finally, we will
compare the obtained results with existing energy prediction
models in the literature.

A. Dataset Description

To evaluate the proposed model and compare its perfor-
mance with the models described in [4] and [31], we have
applied our model to the same dataset used by aforementioned
ones. The IHEPC dataset [34] available at UCI (University
of California, Irvine) Machine Learning Repository. The data
of this dataset are collected from a house located in Sceaux
in France over five years from December 2006 to November
2010. This set contains 2,075,259 measurements with 25979
missing values equivalent to 1.25% of the total amount of data.
The missing data have been processed in the pre-processing
phase.

IHEPC contains nine variables e.i., day, month, year, hour,
minute, global active power, global reactive power, voltage and
global intensity. In addition to three variables collected from
the energy consumption sensors which are sub metering 1,
sub metering 2 and sub metering 3. Table II presents all these
variables and their meanings as defined in the literature [39].
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TABLE II. THE FEATURES OF THE IHEPC DATASET

Variable Description
Day A value from 1 to 31

Month A value from 1 to 12
Year A value from 2006 to 2010
Hour A value from 0 to 23

Minute A value from 1 to 60

Global active power The household global minute-averaged active
power (in kilowatt)

Global reactive power The household global minute-averaged reactive
power(in kilowatt)

Voltage The minute-averaged voltage (in Volt)

Global intensity The household global minute-averaged
current intensity (in Ampere)

Sub metering 1

This variable corresponds to the kitchen,
containing mainly a dishwasher,

an oven and a microwave, hot plates being not
electric, but gas powered

(in watt-hour of active energy)

Sub metering 2

This variable corresponds to the laundry room,
containing a washing machine, a tumble-drier,

a refrigerator and a light
(in watt-hour of active energy)

Sub metering 3
This variable corresponds to an electric

water heater, and an air conditioner
(in watt-hour of active energy)

B. Evaluation Metrics

Energy consumption prediction is a time-series data prob-
lem. Several metrics are used to evaluate the performance
of a prediction model. These metrics are based on analyzing
the correlation and error between the actual values and the
estimated ones. These performance metrics are detailed in [40].
For the proposed model, we used the same metrics as given
in [4] and [31] to be able to perform a fair comparison on the
same scale, i.e. MSE, RMSE, MAE and MAPE.

1) Mean Square Error: MSE is used to measure the
average difference between the actual and estimated
values as shown in the equation 1.

MSE =
1

N

N∑
1

(a− p)2 (1)

2) Root Mean Square Error: RMSE is the most widely
used one for evaluating current forecasts. It allows
finding the difference between the current values and
the predicted ones(equation 2).

RMSE =

√√√√ 1

N

N∑
1

(a− p)2 (2)

3) Mean Absolute Error: MAE measures the mean
distance between the actual and predicted values as
given in the equation 3.

MAE =
1

N

N∑
1

|(a− p)| (3)

4) Mean Absolute Percentage Error: MAPE expresses
the percentage accuracy of the prediction as stated in
the equation 4.

MAPE =
1

N

N∑
1

|(a− p)| ∗ 100% (4)

with, a and p represent the actual and predicted values, while
N is the total number of records.

C. Performance Comparison

From the IHEPC set, we created a daily dataset for the
period between March 2007 and February 2010. From this
set we have created the two different proposed structures of
matrix. For the first one, the matrix in series, we associate
the model called New Model-1 and for the second matrix
structure, the model named New Model-2. To evaluate these
two models, we performed three different experiments. For
the first experiment, we considered the first and second years
for the training set and the second and third years for the
testing set. For the second experiment and in order to avoid
duplicating the use of the second year for both training and
testing sets, we used the first two years for the training set
and we kept only the third year for the testing set. For the
last experiment, the first year only is used for the training set
and the other two years for the testing set. The two models
were implemented with the tensorflow and keras libraries of
Python and trained in 100 epochs with Adam optimization.
The obtained experimental results were compared with the
results given by LSTM, CNN-LSTM [4] and EECP-CBL [31]
in terms of the four previously described performance metrics,
i.e. equations 1, 2, 3 and 4.

TABLE III. MODEL-1: PERFORMANCE OF THE EXPERIMENTAL METHODS

Model MSE RMSE MAE MAPE Training Prediction
time (s) time(s)

LSTM 0.241 0.491 0.413 38.72 106.06 2.97
CNN-LSTM 0.104 0.322 0.191 31.38 42.35 1.91
EEPC-CBL 0.065 0.225 0.191 19.15 61.36 0.71

Exp. 1 0.017 0.131 0.022 2.29 6.01 0.18
Exp. 2 0.023 0.154 0.008 0.841 6.18 0.179
Exp. 3 0.017 0.131 0.018 1.844 5.87 0.19

1) Model-1 Evaluation Results:

a) Experiment 1: In this experiment we selected the
first and second years for the training set and the second
and third years for the testing set. The performance measures
of the proposed model and of the LSTM, CNN-LSTM and
EECP-CBL models are presented in Table III. Thus, Fig. 3
and 4 present a comparison of the MSE, RMSE, MAE and
MAPE values of our model with existing models. We conclude
that the proposed model achieves best results compared to
the other models. The MSE value of our approach (0.017)
is improved by more than 50% compared to the EECP-
CBL model (0.65). Meanwhile, the LSTM and CNN-LSTM
models achieve very high MSE values of 0.104 and 0.241
respectively. For the RMSE and MAE measures, the proposed
model obtains respectively 0.131 and 0.022 which are the best
results compared to the other models. The MAPE value of the
proposed model is equal to 2.297 and that of LSTM, CNN-
LSTM and EECP-CBL is respectively 38.72, 31.83 and 19.15,
we note that this value is improved by about 80% compared
to the last model.

Table III and Fig. 5 compare the training and prediction
time of the proposed model with the LSTM, CNN-LSTM and
EECP-CBL models. The training time of the proposed model
is equal to 6.014 seconds while the LSTM, CNN-LSTM and
EECP-CBL models require 106.06, 42.35 and 61.36 seconds
respectively to train. We can see that the gap in training time
is very large between our model and the other models.

In Machine Learning, the most important thing is not the
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Fig. 3. New Model-1-Experiment-1 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MSE, RMSE and MAE.

Fig. 4. New Model-1-Experiment-1 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MAPE.

training time, but the prediction time because a model is trained
only once while it is used for prediction several times. For our
model, the prediction time is reduced from 0.71 seconds for
EECP-CBL to 0.18 seconds. However, this time is high for the
LSTM (2.97 seconds) and CNN-LSTM (1.91 seconds) models.
Consequently, the proposed model required the best training
and prediction times to estimate future energy consumption.

b) Experiment 2: For the second experiment, the train-
ing set is formed by the first and second years while the third
year is used for the testing set. Table III and Fig. 6 and 7 show
that for this experiment our model reaches the best values of
MSE, RMSE, MAE and MAPE which are respectively 0.023,

Fig. 5. New Model-1-Experiment-1 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of Training Time and Prediction Time.

Fig. 6. New Model-1-Experiment-2 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MSE, RMSE and MAE.

Fig. 7. New Model-1-Experiment-2 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MAPE.

0.154, 0.008 and 0.841.

Moreover, referring to Table III, we observed that the
proposed model was trained for 5.69 seconds and required
0.175 seconds for prediction. From Fig. 8 we can see that
our model has spent the shortest time for training and for
predicting.

c) Experiment 3: By modifying the training set (one
year) and the test set (2 years), the results of the proposed
model remain better than the existing models in terms of
performance measures (Fig. 9 and 10) with the values 0.017,
0.131, 0.018 and 1.844 of MSE, RMSE, MAE and MAPE,

Fig. 8. New Model-1-Experiment-2 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of Training Time and Prediction Time.
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Fig. 9. New Model-1-Experiment-3 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MSE, RMSE and MAE.

Fig. 10. New Model-1-Experiment-3 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MAPE.

respectively (Table III).

Also, we deduce from Table III and Fig. 11 that the
proposed model has the shortest prediction training time.

d) Model-1 Experiments’ Comparison: Fig. 12 com-
pares the results of the three experiments to evaluate the
proposed model. We see that the MSE and RMSE values of
experiments 1 and 3 are similar while the MAE and MAPE
values are slightly different. On the other hand, the values
of the performance measures of experiment 3 are slightly
different from those of the other experiments. Additionally, the
training and prediction times of the three experiments are too
close together. We conclude that our model achieves the best

Fig. 11. New Model-1-Experiment-3 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of Training Time and Prediction Time.

Fig. 12. Summary of New Model-1 Results.

Fig. 13. New Model-2-Experiment-1 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MSE, RMSE and MAE.

performance measures and the shortest training and prediction
times, regardless of the choice of training and testing sets.

TABLE IV. MODEL-2: PERFORMANCE OF THE EXPERIMENTAL METHODS

Model MSE RMSE MAE MAPE Training Prediction
time (s) time(s)

LSTM 0.241 0.491 0.413 38.72 106.06 2.97
CNN-LSTM 0.104 0.322 0.191 31.38 42.35 1.91
EEPC-CBL 0.065 0.225 0.191 19.15 61.36 0.71

Exp. 1 0.017 0.131 0.013 1.386 5.22 0.17
Exp. 2 0.023 0.154 0.008 0.841 5.69 0.17
Exp. 3 0.017 0.131 0.0122 2.552 4.81 0.16

2) Model-2 Evaluation Results:

a) Experiment 1: The second proposed model also
achieved the best values of the performance measures MSE,
RMSE, MAE and MAPE comparing to the LSTM, CNN-
LSTM and EECP-CBL models as shown in Fig. 13 and 14.
All values are detailed in Table IV.

Similar to the previous experiments, Table IV and Fig. 15
show that our model spends the shortest time for training and
for predicting.

b) Experiment 2: From Table IV, we can observe that
the value of MSE is improved by more than 25% compared
to the EECP-CBL model and the values of RMSE, MAE
and MAPE are approved by almost 20% compared to the
EECP-CBL model. Fig. 16 and 17 demonstrate that our model
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Fig. 14. New Model-2-Experiment-1 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MAPE.

Fig. 15. New Model-2-Experiment-1 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of Training Time and Prediction Time.

achieves the best accuracy performance compared to other
models.

Referring to Table IV and Fig. 18, our model achieves the
shortest training and prediction time.

c) Experiment 3: Finally, the evaluation results of Ex-
periment 3 are presented in Table IV. For the values of MSE,
RMSE, MAE and MAPE, our model reaches better values than
the improved EECP-CBL model. Fig. 19 and 20 show that our
model has the best performance measures.

In terms of training time and prediction, our approach gives
better results as shown in Table IV and Fig. 21.

Fig. 16. New Model-2-Experiment-2 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MSE, RMSE and MAE.

Fig. 17. New Model-2-Experiment-2 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MAPE.

Fig. 18. New Model-2-Experiment-2 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of Training Time and Prediction Time.

d) Model-2 Experiments’ Comparison: Fig. 22 presents
a synthesis of the results obtained by the second model
proposed in the three experiments. We can see that the values
of MSE, RMSE and MAE are almost equal with a slight dif-
ference between the values obtained by the second experiment
and the two other experiments. We also notice that the value
of MAPE differs slightly from one experiment to another with
the best value being obtained for two years of training and
one year of testing. In terms of training and prediction time,
the three experiments reach very close duration. Consequently,
we conclude that our model achieves the best performance for
all experiments. To conclude, for the two proposed models we

Fig. 19. New Model-2-Experiment-3 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MSE, RMSE and MAE.
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Fig. 20. New Model-2-Experiment-3 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of MAPE.

Fig. 21. New Model-2-Experiment-3 vs. LSTM/CNN-LSTM/EEPC-CBL in
Terms of Training Time and Prediction Time.

calculated the average of the results obtained and compared
them to those of the LSTM, CNN-LSTM and EECP-CBL
models. The comparison of the MSE, RMSE, MAE and MAPE
measurements is presented in Fig. 23 and 24. While Fig. 25
shows the comparison of all models in terms of training time
and prediction time.

We observe that for the two proposed models reach the
best values of MSE, RMSE, MAE and MAPE compared
to the existing models LSTM, CNN-LSTM and EECP-CBL
which proves the effectiveness of our model in terms of
accuracy performance . Moreover, we studied the learning and

Fig. 22. Summary of New Model-2 Results.

Fig. 23. Average of Model-1 and Model-2 vs.
LSTM/CNN-LSTM/EEPC-CBL in Terms of MSE, RMSE and MAE.

Fig. 24. Average of Model-1 and Model-2 vs.
LSTM/CNN-LSTM/EEPC-CBL in Terms of MAPE.

prediction time of the proposed models in both models. The
learning time of our models is equal to 70% of the best time
obtained by the CNN-LSTM model. Moreover, our approach
requires only 39% of the time required by the EECP-CBL
model.

Therefore, we conclude that the results obtained from the
new models significantly outperform the other models in terms
of predictive efficiency. In addition, our models improve the
training time, but most importantly, they deemphasize the pre-
diction time. Therefore, the proposed models enhance energy
consumption prediction results on the daily dataset derived

Fig. 25. Average of Model-1 and Model-2 vs.
LSTM/CNN-LSTM/EEPC-CBL in Terms of Training Time and Prediction

Time.
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from IHEPC in terms of performance measures MSE, RMSE,
MAE and MAPE and in terms of training and prediction time.

V. CONCLUSION

Since the demand for energy is growing more and more
following the demographic and technological development,
it has become imperative to manage and optimize the use
of energy between consumers and suppliers. For an efficient
energy management system, it is necessary to predict the future
demand of users in energy which is a difficult target due to
several factors. Various techniques based ML/DL for predicting
energy consumption were proposed in the literature. However,
most of them combine several models to be able to reflect
temporal and logical dependencies between data. The focus
of most researchers is how to make their models able to deal
with these relationships by integrating recurrent mechanism.
Nevertheless, the resulting models are often costly in terms
of time and space. In this paper, we proposed a new research
direction that deals with improving the structure of the input
data rather than emphasizing on upgrading the model itself.
The proposed model for energy consumption prediction is a
simple 3-dimensional CNN that uses a new structure based
matrices for the input data that physically reflects its logical
dependencies. The experimental evaluation with the existing
models LSTM, CNN-LSTM and EECP-CBL showed that our
model outperforms existing ones in terms of MSE, RMSE,
MAE, MAPE and required time for training/testing.

In a future work, we will integrate this model into the
intelligent A-RESS system proposed in [41].
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Abstract—The Non-Orthogonal Multiple Access (NOMA)
technique has enormous potential for wireless communications in
the fifth generation (5G) and beyond. Researchers have recently
become interested in the combination of NOMA and cooperative
relay. Even though geometric-based stochastic channel models
(GBSM) have been found to provide better, practical, and
realistic channel properties of massive multiple-input multiple-
output (mMIMO) systems, the assessment of Cooperative Relay
NOMA (CR-NOMA) with mMIMO system is largely based on
correlated-based stochastic channel model (CBSM). We believe
that this is a result of computational difficulties. Again, not
many discussions have been done in academia about how well
CR-NOMA systems perform when large antenna transmitters
with the GBSM channel model are used. As a result, it is
critical to investigate the mMIMO CR-NOMA system with the
GBSM channel model that takes into account channel parameters
such as path loss, delay profile, and tilt angle. Moreover, the
coexistence of large antenna transmitters and coding methods
requires additional research. In this research, we propose a two-
stage, three-dimension (3D) GBSM mMIMO channel model from
the 3GPP, in which the transmitter is modelled as a cylindrical
array (CA) to investigate the efficiency of CR-NOMA. By defining
antenna elements placement vectors using the actual dimensions
of the antenna array and incorporating them into the three-
dimension (3D) channel model, we were able to increase the
analytical tractability of the 3D GBSM. Bit-error rates, achievable
rates, and outage probabilities (OP) are investigated utilizing
the decode-and-forward (DF) coding method: the results are
compared with that of a system using the CBSM channel model.
Despite the computational difficulties of the proposed GBSM
system, there is no difference in performance between CBSM
and GBSM.

Keywords—CR-NOMA; 3D GBSM; DF coding scheme; Cylin-
drical Array (CA); cooperative relay

I. INTRODUCTION

One of the major hurdles for future wireless communica-
tion systems is to facilitate large data traffic whilst maintaining
reasonable communication latency [1]–[3]. This is due to the
development of information and communication applications
and a rapidly expanding user base. It also requires concurrent

access to various network resources from anywhere and at any
time while maintaining a good quality of service.

Fig. 1. NOMA System Architecture for Downlink Communication.

In a cellular system where the channel conditions vary
for various users due to the near-far effect, Nonorthogonal
multiple access (NOMA) provides performance improvement
regarding the trade-off between the system’s capacity and user
fairness [4]–[7]. Fig. 1 Figure 1 illustrates the NOMA system
architecture for downlink (DL) communication. According to
the NOMA concept in the power domain, users share the
same resource block such as frequency, code or time. The
users, however, are assigned different power levels per the
channel conditions. Users with a poor channel are given more
power than those with a good channel state. The data signal
of various users in the NOMA system is added together by
using superposition coding into a single data signal that is
transmitted to all users within the network. This will be seen in
later sections of this work. At the destination, the users employ
successive interference cancellations to mitigate interference
and recover individual data signals. NOMA, which has been
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incorporated into the new 5G standard, is a promising method
that is anticipated to meet the requirements and also deliver a
greater spectrum efficiency [6], [7].

Given the incredibly high number of IoT devices enabled
by 5G (such as Smart Cities or Autonomous Vehicles), this trait
is important in situations where the spectrum is limited. Users
who are nearer the transmitter utilize lower transmit powers,
but users who are farther away need greater transmit powers.
As a result, NOMA employs these attributes to distinguish
between signals since transmissions from various users who
share the same spectrum have varying received power levels.
Naturally, in addition to the near-far issue, fading and power
regulation are other elements that cause variances in the
received power levels of users. These characteristics are also
taken into consideration by the NOMA receiver. When using
NOMA, a user receiving the superposition broadcast with its
signal delivered at a lower power level decodes the stronger
signal components of other users and then cancels them out.
This allows for a considerable spectral efficiency increase over
standard orthogonal multiple access [8]. Some of the major
technologies that enable 5G communications to achieve the
initial targets in terms of throughput, spectrum efficiency, and
network capacity are massive multiple-input, multiple output
(mMIMO), millimeter-wave (mmWave) Communications, Co-
operative relay NOMA (CR-NOMA), and so on [9], [10].

The advantage of mmWave, which uses carrier frequencies
of about 60 GHz, is that it has a substantially larger channel
coherence bandwidth but also has significantly higher path
loss. Additionally, the relatively short wavelength of mmWave
makes it easier to deploy mMIMO since it allows for smaller
antennas and closer spacing between mMIMO antenna compo-
nents (typically 3 to 4 wavelengths for the signals in adjacent
antennas to be uncorrelated).

Recent works have seen the integration of NOMA and
different transmission techniques, such as mMIMO, mmWave,
block transmission techniques, and cooperative-relay com-
munication. This is to achieve better system performance.
Cooperation among network users is crucial in wireless com-
munication since it reduces fading effect, increases capacity,
and broadens the coverage area. Cooperative communication
occurs when a node works with the source to forward data
to the destination as indicated in Fig. 2 and 3. Two types
of cooperation, namely cooperation among NOMA users and
cooperation via specialized relays, can be employed to create
cooperative diversity in the NOMA system. By utilizing idle
users to relay data to other users, the previous method is used
to increase the data rate and data dependability for the weak
users. The latter is used to serve cell edge NOMA customers
effectively within a network and to increase wireless network
coverage [11].

II. LITERATURE REVIEW

1) Channel Models for 5G Massive MIMO: A channel
model is a mathematical depiction of the impacts of a com-
munication channel used to transmit wireless communications.
The channel model can reflect the signal’s power loss as it
passes via the wireless link. There are two types of channel
models that are typically used to evaluate the performance
of 5G wireless communication systems: correlation-based

stochastic models (CBSMs) and geometry-based stochastic
models (GBSMs) [12].

Fig. 2. Downlink cooperative-Relay NOMA Network with CBSM Channel
Model.

Table I gives further details of these channel models and
their applications. The former is less accurate and is mostly
used to study the theoretical performance of MIMO systems.
The exactitude of a true MIMO system, on the other hand, is
limited, and simulating wireless channels with the nonstation-
ary phenomenon and wavefront effects is difficult [12], [13].
GBSM, on the other hand, has more processing complexity,
but it can accurately represent actual channel characteristics
and is ideally adapted for mMIMO channel estimation [12].

For performance improvements and evaluation, GBSM
combines channel features such as angle of arrivals, delay
profile, tilt angle, path-loss, and so on into the channel models
[12], [14]–[16].

2) CR-NOMA with CBSM Channel Model: As explained
previously, the effectiveness of CR-NOMA has been thor-
oughly investigated using a variety of network coding meth-
ods. However, the vast majority of CR-NOMA performance
assessments are only based on CBSM, which is mainly used
for theoretical MIMO channel analyses. Cooperation among
devices in a network has been studied in numerous literature,
where some network nodes act as a relay to other devices by
using network coding strategies. The network coding strategies
improve system performance and allow the far or network
edge users to improve their quality of services. For instance,
[17] investigated network coding techniques such as amplify-
and-forward and decode-and-forward. One of the most well-
known relaying protocols is Decode-and-forward (DF). In this
protocol, a relay decodes the message from a source and
resends the decoded symbols to a destination. DF MIMO relay
systems’ transmission strategy and performance analyses have
been done in [18]. Additionally, the compress-and-forward
(CF) and compute-and-forward (CpF) techniques have been
examined in [19], [20] and [21]–[24], respectively. The above
coding schemes were used to analyze resource allocation
optimization in [25]–[30].

CR-NOMA using MIMO as well as mMIMO have been
investigated in [31], [32] to increase system spectral efficiency
and lessen difficulties in acquiring channel state information
(CSI). The applicability of relay to mMIMO NOMA has been
researched by the authors of [32]. However, CBSM was the
foundation of the analyses with mMIMO cooperative relay
NOMA. According to [12], the authors’ circular array at the
transmitter (TX) can not be considered as a typical antenna
array arrangement for mMIMO systems.
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TABLE I. COMPARISON OF MIMO CHANNEL MODELS [12], [15]

Specifications GBSM CBSM

Suitable environ-
ments

• Scatters are stochastically distributed be-
tween link ends.

• Realistic analysis of physical propagation
environment.

• Describes channel characteristic by correla-
tion matrices instead of propagation param-
eters.

Benefits

• Suitable for simulation of geometric path
using numerous random parameters.

• High degree of random parameters yields
high accuracy.

• Suitable for adaptive antenna application.

• Serves as a better calibration (channel) mode.
• Suitable for link-level simulation.
• Better calibration model.
• Suitable for evaluating theoretical perfor-

mance of MIMO system due to low complex-
ity.

Limitation • High complexity due to high degree of
parameter randomness.

• Simple and computational efficient.
• Inaccurate for realistic MIMO system analy-

sis.
• Not suitable for system-level simulation due

to over simplification of channel model.

Features

• Distinctive random variables of multiple
subpath of a cluster path.

• Correlation properties depend on spatial
characteristics and antenna array configu-
ration.

• Correlation properties depend of channel ma-
trices depends on Doppler and spatial filter-
ing.

• Describes channel characteristic by correla-
tion matrices instead of propagation param-
eters.

Classification

• 2D Models (Parabolic and Elliptical)
• 3D Models (Ellipsoid, 5G channel and

Twin-cluster)
• Saleh-Valenzuela model

• I.I.D. Rayleigh fading channel
• Racian channel model
• Kronecker model
• Mutual coupling model (Weichselberge model

and Virtual channel representation)

Application

• 5G, vehicle-to-vehicle (V2V) communica-
tion, high-speed train (HDT) communica-
tion, unmanned aerial vehicle (UAV) com-
munication, etc.

• Low frequency, low speed applications.

A. Motivation

According to research, CBSM [23], [33]–[36] is the only
focus of the approaches and analyses utilized to enhance CR-
NOMA system performance. Due to nonstationary phenomena
and spherical effects, CBSM is used for theoretical study and
has lower accuracy for real-world mMIMO systems [12], [37].
Table I provides a comparative study of CBSM and GBSM
that clearly outlines the drawbacks of the CBSM channel
model. GBSM on other hand provides accurate and realistic
channel characteristics for the mMIMO system. In this regard,
the authors in [31] have, as far as we can determine, used
GBSM to examine CR-NOMA performance based on the
Saleh-Valenzuela channel model. The authors considered the
channel for beamforming analysis without network coding
strategies. Again, a user relay rather than a specialized relay
station was the focus of their investigation. The purpose of this
study is to fill in the gap in the literature on CR-NOMA related
to the adoption of the 3GPP’s 3D GBSM channel model with
large antenna transmitters like cylindrical antenna array (CA),
as well as its implications for wireless communications. To
meet future demands of wireless communication technologies

the paper addresses the following research challenges: 1) What
are the effects of large antenna transmitters such as CA on
the performance of mMIMO CR-NOMA systems when the
communication links from the transmitter to users are modeled
as 3D GBSM channel model? 2) How will mMIMO CR-
NOMA performance be impacted by the combination of large
antenna transmitters, 3D GBSM channel models, and coding
schemes on outage probability, achievable rate, and bit-error
rate (BER)?

B. Contribution

By taking into account a two-stage downlink network
model system with a dedicated relay, we can address the
challenges above. We use 3GPP and WINNER+ models,
which adhere to the GBSM strategy, see [38], [39] for more
information [14], [40]. Therefore, according to [41], defining
propagation paths in azimuth does not enhance performance.
By combining a space-time signal with scanning acceleration,
CA may be utilized to lessen clutter and enables concentrated
beams in any horizontal direction [14]. By defining the antenna
element placement vector using its physical structure and
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including it in the three-dimension (3D) channel model, we
were able to minimize the computing complexity of the 3D
GBSM. To improve the functionality of the mMIMO CR-
NOMA system, the RS employs a DF coding scheme to obtain
results regarding achievable rate, outage probability, and bit-
error rate through simulation. The main contribution this work
are:

i. We determine the placement vector of the antenna element
based on the physical structure of the antenna array to
reduce the computational complexity of the model.

ii. We analyze a two-stage downlink mMIMO CR-NOMA
system and offer a new 3D GBSM channel model when
the transmitter is modelled as CA.

iii. We use DF coding scheme with the 3D channel model to
improve on the performance of the mMIMO CR-NOMA
system.

iv. For the two-stage CR-NOMA system’s performance
study, we report the outage probability, achievable rate
and bit-error assessment. We compare these results with
similar existing work that uses CBSM.

v. Results are shown to demonstrate the potential benefits
of the joint contribution of large antenna transmitters and
coding schemes using 3D GBSM model with mMIMO
CR-NOMA to future communications systems in terms
of achievable rate, outage probability, and bit-error rate
(BER).

The paper is structured as follows. Section II gives the
literature of prior work where the communication channel
in the system is modeled as CBSM. It also establishes the
motivation and contribution of the work. The proposed system
model of the mMIMO CR-NOMA network and the proposed
3D GBSM model when the transmitter is cylindrical array
(CA) is present in Section III. Sections IV and V contain the
system’s performance analysis, as well as numerical findings.
Section VI concludes the paper, and state future works using
3D GBSM in NOMA and 5G systems.

Fig. 3. Proposed Model of the Downlink Cooperative Relay NOMA
Network with mMIMO.

III. SYSTEM MODEL

As shown in Fig. 3, this section considers a two-stage
downlink (DL) communication system in which the transmitter

(TX) transfers messages to user equipment (UE) via a dedi-
cated relay. The TX has a large-scale antenna array such as
CA for high spectral-efficient massive access, whereas the UEs
and relay station (RS) each have a single antenna. Unlike the
CR-NOMA model in Fig. 2, where the channel connecting the
TX, RS, and UEs is modelled with CBSM, the proposed model
substitutes the CBSM channel with a 3D GBSM, as illustrated
in Fig. 3. The strong user equipment (UE1) in the proposed
system shown in Fig. 3 is located near to the RS, whereas
the weak user equipment (UE2) is located further away from
the RS. We employ a fixed power allocations, and assign α1

to UE1, and α2 to UE2 according to NOMA principles where
α1 < α2. TX combines the signal of the two UEs into one
according to superposition principles. The combined signal (x)
of two is given by

x =

2∑
i=1

√
αisi (1)

where ith user transmit power allocation and the source
signal are αi and si respectively. Noticeably

∑2
i=1 αi ≤ Ps,

where Ps is the total transmit power at TX. We assume that
TX uses a pilot signal to estimate the downlink (DL) channel.
Additionally, we take advantage of channel reciprocity using
the traditional time division duplex mode [42]. The system
uses two-time slots to transmit the combined signal to the user.
During the first, the received signal (y) at the relay with DL
data transmission is given by

y = Hx+ n (2)

where x is an Nt×1 data signal from (1), H is the channel
matrix generated in (11) and n is the additive Gaussian white
noise with zero mean and variance, σ2.

A. Proposed 3D GBSM Models

We assess the GBSM-based 3GPP standard and offer a 3D
channel model in which the TX antenna is treated as a CA.
The main parameters of significance in the 3D channel model
are the delay spread (DS), angle of arrival (AoA), azimuth of
departure (AoD), the elevation angle of arrival, and elevation
angle of departure [12], [43], [44].

Additionally, the proposed 3GPP standard allows for dy-
namic adaptation of the antenna’s downtilt angles and the
elevation angle of the boresight into the channel. According to
[40], this offers several benefits for 3D beamforming, which
can significantly boost system performance. Fig. 4 illustrates
the 3D channel model, where the key parameters have been
listed.

The effective channel between sth TX antenna port with M
subpath and uth UE antenna port can be expressed as stated in
[14], [39] as

[
H3D

s,u

]
=

√
PnσSF

M

N∑
n=1

αn


√

G3D
TX (ϕAoD

n , θAoD
n , θtilt)

×
√

G3D
RS (φAoA

n , ϑAoA
n )

×
[
aRX

(
φAoA
n , ϑAoA

n

)]
u

×
[
aTX

(
ϕAoD
n , θAoD

n

)]
s


(3)
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Fig. 4. 3D Channel Model.

where αn is the complex random amplitude of the nth

path. s = 1, ..., NTX , u = 1, ..., NRS , (ϕAoD
n , θAoD

n ) are
the azimuth and elevation angles-of-departure (AoD) respec-
tively. (aRX

(
φAoA
n , ϑAoD

n

)
) and (aTX

(
ϕAoD
n , θAoD

n

)
) are the

antenna array response of transmitter and receiver antenna
respectively. The azimuth and elevation AoA of the nth path
respectively

(
φAoA
n , ϑAoD

n

)
, and θtilt are the downtilt angles

of the antenna. The gain of the antenna array at the TX is
(φAoA

n , ϑAoA
n ), and θtilt.

G3D
TX

(
ϕAoD
n , θAoD

n , θtilt
)
≈ GTX,H

(
ϕAoD
n GTX,V (θn, θtilt)

)
(4)

where the G3D
TX and G3D

TX are given by the method in [14]
and [45].

GTX,H(ϕAoD) = −12

(
ϕAoD

ϕ3dB

)2

(5)

and

GTX,V (θ
AoD, θtilt) = −12

(
θAoD − θtilt

θ3dB

)2

(6)

where ϕAoD is the azimuth angle between the user and
the boresight of the array in the horizontal domain, θAoD is
the elevation angle between the user and the boresight of the
array in the vertical domain, φ3dB and θ3dB are the half-power
beamwidth in horizontal and vertical domains, respectively.
Equation (5) and (6) provide accurate 3D antenna radiation
pattern in both the horizontal and vertical planes respectively.

We consider CA at the TX serving a single antenna RS
and UEs with half duplex connection in this model. The path
between TX and RS has a single bounce cluster giving us N
number of paths. Using CA structure in Fig. 5, we consider the
array dimension radius given by ρ = 4λ/l, where l = 4λ. If
dz = 4λ/M is the wavelength distance in meters between
the first and second antenna elements in the z direction,
then 4λ(m− 1)/M wavelengths may be used to estimate the
placement of the third and fourth antenna components; where
m = 1, ...,M is the number of antenna elements on a ring in
the z-axis. λ is the wavelength in meters. The angular position

of the nth element of the mth of the CA on the x-y plane is

φs = 2π(n− 1)/N (7)

Consequently, the location vector of the elements can be
expressed as

vt · xs = cos(ϕ− φs) sin θ (8)

Furthermore, the array response of sth transmit antenna port
of the CA is given by[
aTX(ϕAoD

n , θAoD
n )

]
s
= exp

(
ikρ 4λ(m−1)

M
× cos(ϕn − φs) sin θ

AoD
n

)
(9)

Similarly, the response of the uth UE antenna port with
regards to the 3D channel model is[

aRX(φAoA
n , ϑAoA

n

]
u
= exp (ik(u− 1)dr sinφ sinϑ) (10)

Fig. 5. Cylindrical Array Geometric Structure.

The final 3D GBSM channel model [33], [46], [47] of the
communication link in the proposed system in Fig. 3 between a
single antenna receiving port uth and a CA transmitter antenna
port sth [14] is

HCA
s,u =

√
PnσSF

M

×
N∑

n=1

αn



√
G3D

TX (ϕAoD
n , θAoD

n , θtilt)

× exp

(
ikρ(4λ(m− 1)/M)
× cos(ϕn − φs) sin θn

)
×
√
GRX

RS (φAoA
n , ϑAoA

n )

× exp (ik(u− 1)dr sinφ sinϑ)


(11)

IV. SYSTEM ANALYSIS

A. Transmission between TX and RS

We presented a 3D GBSM mMIMO CR-NOMA system
model [46], [48] with large antenna transmitters such as CA,
as shown in Fig. 3 The system model takes into consideration
two fundamental presumptions. First of all, TX and UEs
cannot directly communicate with one another. Second, in a
half-duplex communication mode, users are outfitted with a
single antenna. There are two phases to the communication
between TX and UEs. During the first step, the TX sends a
superposition of two unique signals (x) to the relay, which

www.ijacsa.thesai.org 762 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

relays it to all UEs after decoding. The received signal (yRS)
at the relay is

yRS =
√
αRhS,Rx+ ηR (12)

where ηR is the additive white Gaussian noise (AWGN)
with unit variance, hS,R is the proposed 3D GBSM channel
coefficient between the TX and RS presented in (11). The
distance-dependent path loss, denoted by the expression αR,
depends on the distance between TX and RS and the path loss
exponent. The use of the NOMA scheme necessitates that the
power coefficients must be placed in the order α1 < α2, which
corresponds to the channel gains.

B. Transmission between RS and UE

1) Application of DF Coding Scheme: The TX sends a
superimposed signal to the relay during the first time slot in
accordance with NOMA concepts. The achievable rates (RRS

x1

and RRS
x2

) for the relay to decode x1 and x2 are given [49] by

RRS
x1

= Blog2

(
1 +

α1γ|hS,R|2

α2γ|hS,R|2 + 1

)
(13)

and
RRS

x2
= Blog2

(
1 + α2γ|hS,R|2

)
(14)

where α1 and α2 are power allocation associated with x1

and x2 respectively.

Given that, the relay can decode the signal from the TX of
the two NOMA users, the observable signal (yDF

k ) at UE1 and
UE2 in the second slot may be stated as

yDF
k = hR,k

√
βkx+ ηk (15)

where k = 1, 2 of users and βk > 0 is the power allocation
coefficient of the kth user, where β1 + β2 = 1.

Following the principle of NOMA scheme, the decoding
order at the relay is x1 → x2. The relay first detects x1 by
treating x2 as noise. It then removes x1 from the yRS in (12) to
detect x2. By employing successive interference cancellation
(SIC), the signal-to-interference ratio (SINR) (γDF

1,2) at UE1 to
detect x2 is given [49] by

γDF
1,2 =

β2γ|hR,1|2

β1γ|hR,1|2 + 1
(16)

The SINR (γDF
R,1) for UE1 to detect its own signal is given

by
γDF
R,1 = β1γ|hR,1|2 (17)

Similarly, the SINR (γDF
R,2) at UE2 is given [49] by

γDF
R,2 =

β2γ|hR,2|2

β1γ|hR,2|2 + 1
(18)

C. Achievable Rates Analysis

The system’s maximum achievable rate in the channel is
when the BER goes to zero. The achievable rates of UEs
may be determined based on the SINR values when the
CSI is unknown at the transmitter with independent equi-
powered transmissions. With regards to DF coding scheme,
the achievable rates at the destination nodes from (16)–(18)
are given by

RDF
UE1

= min[RRS
x1
, Blog2(1 + γDF

R,1)] and

RDF
UE2

= min[RRS
x2
, Blog2(1 + γDF

R,2)]
(19)

The relay transmits the decoded signals to all UEs during
the second time slot.

D. Outage Probabilities Analysis

To estimate the possibility of an outage event occurring in a
data stream where the achievable data rate is lower than the en-
coded data rate [20], [50], we investigate the outage probability
when the UE1 is capable of detecting x2 and x1. The outage
probability (P1) of UE1 in relation to the threshold signal-to-
noise ratio (SNR) for CR-NOMA users UE1, UE2 (denoting
Ω1, Ω2, respectively) may be characterized as follows based
on the preceding definition:

P1 =
[
1− Pr(ξRS ≥ ξ′Ω2

, ξRS ≥ ξ′Ω1
)
]

×
[
1− Pr(ξ

DF
l,2 ≥ ξ′Ω2

, ξDF
1 ≥ ξ′Ω1

)
] (20)

where ξ′Ω1
= 22R̃1 − 1 and ξ′Ω2

= 22R̃2 − 1 are the
decoding threshold with R̃1 and R̃2 being the target rate of
UE1 and UE2 respectively. ξRS is the SINR between TX and
RS, ξRS is the decoding threshold of the direct transmission to
the RS. ξDF

1 and ξDF
2 are the SINR defined at (17) and (18).

Similarly, the outage probability (P2) of UE2 can be expressed
as

P2 = Pr(ξRS < ξ′Ω2
, ξDF

2 < ξ′Ω2
) (21)

E. Bit-Error Rates Analysis

We provide the bit-error analysis for the proposed CR-
NOMA system in accordance with the recommendations in the
[51]. According to [51], the average percentage error (PUE1

e ) of
the UE1 under the assumption that its symbols are successfully
and mistakenly recognized by using SIC processing is

PUE1
e =

1

2

(
1−

√
γB1

2 + γB1

)

+
1

8


√

γB2

2 + γB2

−
√

γB3

2 + γB3

+

√
γB4

2 + γB4

−
√

γB5

2 + γB5

 (22)

where, for various constellation points of x1 and x2, the
SNRs are provided by with signal energies (ε1, ε2).

γB1
=

ε1
N0

E
[
|hR,1|2

]
γB2

=

(√
2ε2 +

√
ε1
)2

N0
E
[
|hR,1|2

]
γB3

=

(√
2ε2 −

√
ε1
)2

N0
E
[
|hR,1|2

] (23)
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and

γB4
=

(
2
√
2ε2 +

√
ε1
)2

N0
E
[
|hR,1|2

]
γB5

=

(
2
√
2ε2 −

√
ε1
)2

N0
E
[
|hR,1|2

] (24)

Equation (24) reflects the circumstance in which UE1 is
unable to detect its signals properly, whereas (23) describes the
circumstance in which the signals are successfully detected.
Comparably, the UE2’s overall average BER (PUE2

e ) perfor-
mance from citation [51] is

PUE2
e =

1

4

[(
1−

√
γA1

2 + γA1

)
+

(
1−

√
γA2

2 + γA2

)]
(25)

Fig. 6. BER of DF Schemes of the Proposed 3D Channel Model with CA.

where γA1 and γA2 are the SNRs of different signal
constellation points expressed as

γA1
=

(√
2ε2 +

√
ε1
)2

N0
E
[
|hR,2|2

]
,

γA2
=

(√
2ε2 −

√
ε1
)2

N0
E
[
|hR,2|2

] (26)

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we validate the proposed 3D channel model
for mMIMO CR-NOMA applications using simulation and
numerical assessment. By setting the AoA cluster to 0.7 and
the AoA offset standard deviations to (σ∆ϕ

, σ∆θ
) at 2.6 GHz

carrier frequency, we are able to analyze the proposed 3D
GBSM models. Adjacent antenna elements on the z axis are
separated by l = 4λ and are situated at a maximum radius
of ρ = 2π/l from the cylinder centre with respect to the x, y
plane. There were two circular arrays in the azimuth domain,
each with Nt = 4 elements, making up the 2×Nt number of
elements of the CA. Summary of other simulation parameters
is listed in Table II

For the TX antenna topology, we calculated the channel
coefficient based on the channel realization between the sth

TABLE II. 3D GBSM CR-NOMA MMIMO SIMULATION PARAMETERS

Parameter Value
Frequency 2.6 GHz
θtilt 95◦

θ3dB 15◦

ϕ3dB 70◦

Number of clusters 1
Number of users 2
Path-loss exponent 4
Environment Urban Macrocell
Fixed power allocation α1 = 0.3, α2 = 0.7

transmit antenna port and uth receive antenna port. θtilt =
95°, θ3dB = 15° and ϕ3dB = 70° were taken into considera-
tion to validate the proposed model for the 3D channel mod-
eling from the TX to UEs through RS in Fig. 3. Furthermore,
the 3GPP-specified Laplacian distributions are used to describe
the power of the azimuth spectrum reaching the RS, multipath
components for each AoA, and the multipath delay related to
each AoD. We examined the DF in conjunction with the 3D
GBSM channel. The outage probability (OP), achievable rate
and BER are calculated for the DF coding scheme of Fig. 2
and compared with the outcomes of a system using theoretical
channel models such as CBSM throughout.

Fig. 7. Achievable Rates of DF of the Proposed 3D Channel Model with CA.

A. BER Performance

The channel coefficients between both the transmitter and
the relay have been produced using (11), respectively, for BER
performance evaluation. Using (22) and (25), respectively, the
BER of UE1 and UE2 was calculated. The BER for different
SNR values in dB for the proposed 3D GBSM channel model
of CA uses 68 antenna components is shown in Figs. 6.

In Fig. 6, the performance of UE1 is better than that of
UE2, which is owing to the fact that UE1 is closer to the RS
and has a good channel condition than that of UE2. It should
be noted that 3D GBSM models have high computational
complexity with unpredictability parameters which could affect
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TABLE III. COMPARISON OF OP AND BER WITH PRIOR WORKS AT SNR
OF 20 dB

Ref Antenna Type No. of
Users

BER OP

Proposed Multiple antenna TX,
single antenna RS and UE

2 10−2.85 10−2.50

[20] Single antenna TX, RS and
UE

2 10−2.10 10−1.50

[52] Single antenna TX, RS and
UE

2 - 10−0.80

[53] Single antenna TX, RS and
UE

1 10−2.70 -

[54] Single antenna TX, RS and
UE

2 10−4.96 -

[55] Multiple antenna TX,
single antenna RS and UE

1 - 10−2.45

[56] Multiple antenna TX, UE,
single antenna RS

1 - 10−0.28

the performance of the system. However, our results on the
BER using DF coding strategy at 20 dB are comparable to
prior works done in the literature that employs the CBSM
channel models (Table III). This may be due to the use of the
antenna element placement vector, which we defined based on
the physical structure of the antenna as described in Fig. 5.
Table III compares the proposed system’s outage probability
and BER performance to previous research studies that employ
the CBSM channel model which confirms the results of Fig. 6.
Except for [52], which contains M relays, all other references
including the proposed system employ a single relay device.

Fig. 8. Comparison of OP of Two Users using DF Scheme of the Proposed
Channel Models with CA.

In contrast to GBSM, which has high computational com-
plexity, a high proportion of random propagation, and chan-
nel parameters like path-loss, delay profile, tilt angle, angle
of arrival, angle of departure, etc. that reflect realistic and
practical mMIMO systems, CBSM is primarily used for link-
level simulation and to analyze the theoretical performance
of mMIMO systems. Consequently, CBSM performance is

superior to GBSM as indicated in Table III and the figures
above.

B. Achievable Rate and Outage Probability Performances

Equation (19) calculates the achievable rates of DF for
the achievable rate analysis. In Fig. 7, the achievable rate
of using DF coding scheme shows considerable improvement
as compared with the results of CBSM. We demonstrate the
outage performance of the proposed system as a function of
transmit SNR in Fig. 8 by using 3D GBSM channel model
with CA in (11). The performance differences between two
users, UE1 and UE2, extends over the entire SNR range. The
system outage performance may be significantly improved by
changing the transmitter array configuration, increasing the
TX’s antenna capacity, and maintaining a single antenna at
the relay node. Furthermore, it reveals that UE2 has a worse
outage than UE1. This is expected since further from the RS
than UE1, and therefore, it has poor channel condition.

Again, the system uses less transmit power at the relay
for RS–UEs links to process the second-hop signal, which
decreases the performance of the hop’s outage. Fig. 8 gives
the outage probability of the two users using the 3D GBSM
channel and the DF relay coding strategy. It can be demon-
strated that the OP of the DF coding scheme performs better
with the 3D GBSM channel model.

VI. CONCLUSION AND FUTURE WORK

We provided a 3D GBSM channel model between TX–
RS and TX–UEs in this study. We investigated a two-stage
mMIMO CR-NOMA downlink system with a 3D GBSM
channel model, where the transmitter is represented by CA.
We defined the antenna placement vector based on the physical
structure of the antenna design to reduce the computational
complexity of the channel. For improved channel performance,
the proposed 3D GBSM channel model uses a DF network
coding scheme. For the two-stage system, we calculated the
probability of an outage, the achievable rate, and the BER.
In terms of outage probability, attainable rate, and other
crucial network performance parameters, integrating NOMA
with cooperative relay transmission mechanism guarantees a
notable boost to the performance of the 5G networks. The
outage probability of cooperative relay integrated NOMA over
a 3D GBSM channel is explored in this work. Lastly, despite
the fact that the proposed 3D GBSM channel model has a
greater computational cost in terms of complexity, the results
show that the differences in performance between CBSM and
GBSM channel models are marginal. The marginal perfor-
mance of CBSM over the GBSM model is due to the channel
model’s lower computing complexity and less random channel
parameters, which makes it suitable for theoretical analysis of
mMIMO systems. The research may be expanded to include
millimetre-wave CR-NOMA with multiple antennas at the TX,
RS, and UE. The influence of spatial correlation of antenna
array arrangement on 3D GBSM performance in CR-NOMA
system may be explored for certain applications such as high-
speed train communication, unmanned aerial vehicle, the vast
internet of things, and so on.
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Abstract—House hunting, or the act of seeking for a place
to live, is one of the most significant responsibilities for many
families around the world. There are numerous criteria/factors
that must be evaluated and investigated. These traits can be both
statistically and qualitatively quantified and expressed. There
is also a hierarchical link between the elements. Furthermore,
objectively/quantitatively assessing qualitative characteristics is
difficult, resulting in data inconsistency and, as a result, un-
certainty. As a result, ambiguity must be dealt with using the
necessary processes; otherwise, the decision to live in a particular
property would be incorrect. To compare criteria, the Analytic
Hierarchy Process (AHP) is employed, evidential reasoning is
used to evaluate houses based on each criterion, and TOPSIS
is used to rank house sites for selection. It was necessary to
analyze qualitative and quantitative elements, as well as economic
and social features of these residences, in order to arrive at
the final order of houses, which was not an easy process. As
a result, the authors developed a decision support model to aid
decision makers in the management of activities related to finding
a suitable dwelling. This study describes the development of a
decision support system (DSS) capable of providing an overall
judgment on the location of a house to live in while taking into
account both qualitative and quantitative factors.

Keywords—AHP; multiple criteria decision Making (MCDM);
uncertainty; evidential reasoning

I. INTRODUCTION

Chittagong is a lovely town with a business district that
looks out over the port. Because of its tranquil and secure
environment, Chittagong attracts a large number of families.
However, house seeking is a tedious activity in Chittagong and
around the world. It’s difficult to find the right neighborhood
to reside in without first conducting extensive research into
the city’s many communities. For a home buyer or renter,
selecting the most amazing house is a multi-step procedure. It
necessitates the measurement and evaluation of a large number
of criteria at the same time. Because several of these criteria are
linked, they frequently collide, with one improvement usually
resulting to a decrease in another [1]. Furthermore, because
house features are quantifiable and qualitatively expressed,
decision-makers must consider both quantitative and subjective
data [2]. House hunting in Bangladesh is a terrible since
various real estate businesses employ static ways to find houses

in databases [1], such as the typical search methodology as
shown in Fig. 1. This is a time-consuming procedure that yields
no relevant results. As a result, potential homeowners may still
miss out on their desired property.

In real life, MCDM issues are fairly common. One of the
issues is house hunting. Many concepts have been proposed
to address the home hunting dilemma but no model provides
proper ranking or human level accuracy due to some limitation.
Analytical Hierarchical Process technique can handle both
quantitative and qualitative information [1, 2]. A multiple
criteria decision model with a hierarchical structure is provided
for the house-buying process, in which both quantitative and
qualitative information is represented in a combined manner
[3, 4]. After that, the AHP [5] approach is used to fully
investigate the house hunting problem. As a result, the paper
discusses the design, development, and implementation of a
Decision Support System [6] that can accurately find a suitable
house in a short amount of time at a low cost but this paper
could not address the uncertainty.

Research [7] contains a lot of evidence. Using a belief
structure to characterize an assessment as a distribution is
advised for house seeking with 16 criteria and 5 alternatives.
Four alternative evaluation grades were used to calculate the
degree of belief: excellent, good, average, and bad. The ER
approach was used to compute the cumulative degree of trust
for a hierarchy’s top level attribute based on its bottom level

Fig. 1. Scenario in Bangladesh.
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attribute. After that, the utility function was used to rank the
various options. Many authors have solved various problems
using AHP. The AHP technique was presented by Lakshmanan
[8] for the condition ranking of reinforced concrete bridges.
Rashidi et al. [9] developed a decision-making system for
steel bridge asset management that meets acceptable safety,
functionality, and sustainability criteria. Mahmoud et al. [10]
demonstrated how to conduct a genuine bridge evaluation,
which includes visual examination and data collection in order
to provide an accurate estimate of the bridge’s restoration and
road network priority. As a result, a Bridge Overall Need
Indicator was developed, which assigns a rating to bridges
depending on their condition and priority for maintenance. For
the selected bridges and their rehabilitation priority ranking,
the Approach for Order Preference by Similarity to an Ideal
Solution (TOPSIS) [11] technique is also used as a multi-
criteria analysis tool. The Euclidian distances between each
option form the ideal and anti-ideal alternative are determined
when the ideal and anti-ideal alternatives have been found.
Finally, the relative closeness (RC) of the bridges is shown,
with the bridge with the lowest RC obtaining the highest repair
priority.Paper [12] experiments with Temnothorax albipennis
ant colonies In order to select the best one, compare and con-
trast huge and tiny colonies.The ant [13] colony house-hunting
challenge has been approached from a distributed computing
standpoint [14]. Where two different types of algorithms are
shown.

There has never been a study that combined the AHP,
TOPSIS, and evidential reasoning to develop a house priority
ranking that has been shown to be more precise and accurate
than previous methods. In this approach, a new concept for
selecting outstanding houses is suggested. The goal hierarchy
[15] structure is developed in three stages with the help of
interactive groups [16]. Real estate professionals, economic
specialists, and users make up four different types of deci-
sion makers. Each expert developed criteria based on their
knowledge and experience. The Analytic Hierarchy Process
(AHP) method is used to compute Saaty’s scale criteria weights
[17, 18].Depending on whether the criterion is qualitative or
quantitative; it is assigned an interval rating. These ratings
are also used to rate the houses within each category. Each
group developed a set of common evaluations based on feed-
back from all of the participants. The evidential reasoning
approach is used to determine the house assessments based
on each criterion. The aggregated belief judgment matrix is
used to determine the final house evaluations. Furthermore,
the Technique for Order Preference by Similarity to an Ideal
Solution (TOPSIS) [17] technique is utilized to rank the
shortlisted houses based on a multi-criteria analysis. The Eu-
clidian distances between each option form the ideal and anti-
ideal alternative are determined when the ideal and anti-ideal
alternatives have been found. Finally, the relative closeness
(RC) is displayed, with the option with the lowest RC being
chosen first. The proposed solution is based on a multi-criteria
analysis, which would improve decision-making quality in the
home site selection process.

The study is broken into five sections. Sections II, III and
IV covers the theoretical basis of multi-criteria procedures
like AHP, TOPSIS, and evidential reasoning, followed by
a discussion of the suggested model. Section V states the
proposed concept. In Section VI, the obtained results are

provided, and throughout the discussion and the obtained
results are compared to those of previous studies. This section
also examines the new proposed model’s advantages and
disadvantages.

II. AHP FOR HOUSE HUNTING

In Bangladesh and around the world, the home hunting
problem (HHP) is a big concern [2]. It takes into account
both qualitative and quantitative criteria, such as closeness to
hospitals, major roads, educational institutions, shops, offices,
recreation centers, and police precincts. Multiple criterion’s
decision-making (MCDM) is a technique for determining the
“best” home for a customer by balancing a number of aspects.
The majority of these factors are linked in some way. Further-
more, as one criterion improves, it is common for many others
to improve as well. Using language traits, DMs can make
subjective assessments more easily. However, merging these
two sorts of indicators, one quantitative and the other linguistic,
can be difficult, which could generate issues when evaluating
solutions. As a result, any MCDA method must be capable
of aggregating these two types of measures consistently and
reliably, resulting in a ranking of all decision options [19]. We
gave some of the house searchers the same list of criteria they
used for the house hunting problem [2] and asked them to
choose the factors they consider when purchasing a property.
We found that 80% of house hunters failed to meet the
following criteria: pleasant neighborhood, proximity to stores,
proximity to bus and rail stations, proximity to recreation
center, police precincts, property insurance, and population
density [2]. Qualitative and quantitative parameters such as
proximity to a main road, a hospital, an office, a school, and
cost per square foot [1] impact house hunting.

The nine comparisons in Fig. 2 were combined into a
matrix. We have a 9 by 9 matrix because we have 9(nine)
comparisons. We just need to fill up the upper triangular matrix
because the diagonal components of the matrix are always
1. The following two rules [1, 20] are used to fill the upper
triangular matrix:

1. Utilize the true judgment value if the judgment value is
on the left side of one.

2. Utilize the reciprocal value if the judgment value is on
the right side of 1. utilize the reciprocal values of the top

Fig. 2. Structure of Problem.
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TABLE I. COMPARISON MATRIX OF CRITERIA

Crit
eria

Loca
tion

Attra
ctive
ness

Safe
ness

Env
iron
ment

Prox.
edu.
org.

Prox.
hosp
ital

Prox.
main
roads

Prox.
office Cost

per
sq. ft

Loca
tion

1 2 1/3 1/4 1/5 1/6 4 1/5 1/2

Env
iron
ment

4 3 1/4 1 4 1/3 7 1/3 1/2

Safe
ness

3 2 1 4 5 2 3 2 2

Prox.
edu.
org.

5 6 1/5 1/4 1 1/8 9 5 2

Prox.
hosp
ital

6 4 1/2 3 8 1 8 1/7 1/5

Prox.
main
roads

1/4 1/2 1/3 1/7 1/9 1/8 1 5 2

Prox.
office

5 4 1/2 3 1/5 7 1/5 1 1/2

Cost
per

sq. ft
2 4 1/2 2 1/2 5 1/2 2 1

diagonal [1] to fill the lower triangular matrix. If aij is a row
I and column j element in the matrix, the bottom diagonal is
filled using eq. (1):

aij =
1

aji
(1)

Users define their preferences for one criterion over another
is illustrated in Table I, in the form of a comparison matrix.The
comparison matrix’s entries, which range from 1 to 9, represent
the degree to which one criterion is preferred over another. For
example, the 9 in the “Proximity to education institution” raw
against “Proximity to main roads” column indicates that “Prox-
imity to education institution” is preferred over “Proximity to
main road”.

A. Criteria Weights

It is important to normalize the prior comparison matrix
in Table I, in order to evaluate and assign relative weights to
each condition. Normalization is performed by dividing each
table value by the total column value, as shown in eq. (2).

Zij = Aij/

n∑
i=0

Aij (2)

The sum of all elements in a column in the normalized
primary Eigen vector displayed in Table II is 1. Because it is
normalized, the total of all elements in a column is 1.

The priority vector is then calculated by averaging each
row in Table I and setting the overall priority vector to 1.

TABLE II. CRITERIA WEIGHTS

Location 0.05
Attractiveness 0.04

Safeness 0.17
Environment 0.10

Prox. edu. org. 0.15
Prox. hospital 0.16

Prox. mainroad 0.08
Prox. office 0.14

Cost per sq.ft 0.12

The priority vector represents the relative weights of the items
we’ve compared. 5% for location, 4% for attractiveness, 17%
for safety, 10% for the environment, 15% for proximity to
education, 16% for proximity to hospital, 8% for proximity
to main road, 14% for proximity to office, and 12% for cost
per square foot. The most important selection criterion for
a property buyer is safety, which is followed by the other
elements. More than their rating is required in this scenario.
The relative weight, in reality, is a ratio scale that can be
divided among them. Customers value safety 3.4 (=17/5)
times more than location and 2.1 (=17/8) times more than
accessibility to a major route, for example.

III. EVIDENTIAL REASONING

The evidential reasoning algorithm lies at the heart of the
ER approach. This method was created using an evaluation
analysis model [1, 21] and the Dempster-Shafer theory’s
evidence combination rule [22, 23], which is well-suited to
dealing with incomplete uncertainty [24]. The ER method
models an assessment as a distribution using a belief frame-
work. It differs from prior Multi Criteria Decision Making
(MCDM) modeling systems in that it reaches a result using
evidence-based reasoning [15]. This method has the advantage
of being able to deal with the uncertainties that arise in MCDM
situations when dealing with quantitative and qualitative data
[1, 2].

A. Assessment

The ER algorithm has strategies for dealing with such
ignorance, as will be demonstrated. It’s also important to dis-
tribute the degree of confidence throughout evaluation classes
for some quantitative input data. If the hospital is within 1
kilometer of the residence, it is considered great, average if it
is within 1.5 kilometers, ordinary if it is within 2 kilometers,
and horrible if it is within 3 kilometers. However, when a
hospital is only 1.3 kilometers away, it can be both beneficial
and dangerous. It is crucial, however, that we recognize
the distinction between exceptional and regular belief. This
phenomena can be calculated using the method provided below
[1, 23].

βn,i =
hn+1 − h

hn+1, i− hn,i
, βn+1,i =

1− βn,i if hn,i ≤ h ≤ hn+1,i

(3)

As a result, equation (3) can be used to evaluate the
distribution of degree of belief within 1.3 km of the hospital’s
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position from the residence, obtaining the following results:
(Excellent, 0.4), (Good, 0.6), (Average, 0), (Bad,0).

B. Weight Normalization

Determining the value of the traits is crucial since each
characteristic serves a specific purpose in the decision-making
process. At level , there are eight sub attributes in the “Facili-
ties” category, including proximity to educational institutions,
major roads, hospitals, shops, offices, bus and railway sta-
tions, police precincts, and recreation centers. When evaluating
their parent characteristic “Facilities”, it’s critical to determine
which of the eight features is the most important. This can
be accomplished using a variety of weight normalization
approaches, including Eigenvector, AHP, and Pairwise com-
parison [1, 24].

ωi =
yi∑j
i=1 yi

; i = 1 . . . . . . . . . . . . . j (4)

L∑
i=1

ωi = 1 (5)

Equation (4) is used to estimate the significance of an
attribute (wi). This has been designed by dividing the sig-
nificance of an element (yi) by the

∑j
i=1 Yi summation of

significance of all the elements. Equation (5) is to see if the
sum of the importance of all the qualities was one or if they
were normalized.

C. Basic Probability Assignment

Not resembles to Dempster-Shafer [25] evidence theory
finding degrees of belief in the attribute evaluation grades
must be converted into fundamental probability masses using
equation (6). The fundamental probability mass represents the
precise belief provided to an attribute’s n-th evaluation grade.
It also demonstrates how strong the evidence is in support of
the attribute’s n-th evaluation grade(Hn) [23].

mn,i =mi (Hn) = wiβn,i (al) ,

n = 1, . . . . . . , N ; i = 1.., L
(6)

After the i-th attribute has been examined, the residual
probability mass unassigned to any given grade can be cal-
culated using the equation below.

mH,i =mi(H) = 1−
N∑

n=1

mn,i =

1− w

N∑
n=1

βn,i (al) , i = 1.., L

(7)

Fig. 3. Recursive Assessment.

D. Kernel of ER Approach

The ER approach calculates the cumulative degree of
confidence at the top level attribute of a hierarchy using the
hierarchy’s bottom level features, also known as fundamental
attributes. An excellent information synthesizing/aggregation
process achieves this. A recursive ER algorithm is used
to aggregate fundamental attributes, which can be stated as
A(S) = {(Hn, βn), n = 1, .., N} evaluating the cumulative
degree of confidence of the top level attribute in a hierarchy.
In this recursive ER algorithm, all the basic attributes are
aggregated recursively in the following manner as shown in
Fig. 3.

M1 =



m11 m21 m31 m41 mH1

m12 m22 m32 m42 mH2

m13 m23 m33 m43 mH3

m14 m24 m34 m44 mH4

.... .... .... .... ....

.... .... .... .... ....

.... .... .... .... ....
m18 m28 m38 m48 mH8


From matrix M1, it can be seen that each sub-attribute

is associated with five basic probability assignment (bpa),
where four first four bpa (m11,m21,m31,m41 are associated
with four evaluation grades (H1, H2, H3, H4) and final bpa
i.e. is showing the remaining probability mass unassigned to
any individual grades after the assessments on sub-attribute
have been considered. The aggregation is carried out in a
recursive way. This aggregation can be achieved by using the
following equation(8) , which will yield combined bpa (such as
m1I(2), .........m4I(2)) as shown in the first row of the second
matrix [1, 23].

m1I(2) = KI(2)(m11m12 +mH1m12 +mH2m11) (8)

Similarly m2I(2),m3I(2),m4I(2) can be calculated.

Where KI(2) is a normalization factor used to resolve the
conflict and this can be calculated using the equation (9) [1,
23]..

KI(i+1) =

1− N∑
n=1

N∑
t=1 t

̸=n

mn,(i)mt,i+1

 , i = 1, . . . .L− 1. . . .

(9)
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Equation (9) represents the more generalized version of
equation (7) [1, 23].

{Hn} : mn,(i+1) =KI(i+1)[mn,T (i)mn,i+1+

mn,(i)mH,i+1 +mH,T (i)mn,i+1]
(10)

mH,I(i) = mH,I(i) + m̃H,I(i)n = 1, . . . . . . . . . , ., N (11)

{H} : m̃H,l(i+1) =KI(i+1)[m̃H,l(i)m̃H,i+1+

m̃H,T (i)m̄H,i+1 + m̄H,(i)m̃H,i+1]
(12)

{H} : m̄H,I(i+1) = KI(i+1)

[
m̄H,I(i)m̄H,i+1

]
(13)

The combined degree of belief is calculated using equation
14 based on the final combined basic probability assignment,
which in this case is “facilities”.

M2 =



m1/(2) m2/(2) m3/(2) m4/(2) mHI/(2)

m13 m23 m33 m43 mH3

m14 m24 m34 m44 mH4

m15 m25 m35 m45 mH5

.... .... .... .... ....

.... .... .... .... ....
m18 m28 m38 m48 mH8



{Hn} : βn =
mn,I(L)

1−mH,I(L)
, n = 1, . . . . . . ..N (14)

H : βH =
m̃H,I(L)

1−mH,I(L)
, Where mn,I(1) = mn,1(n = 1, ..N)

(15)

βn and βH represent the belief degrees of the aggregated
assessment, to which the general factor (such as “facilities”) is
assessed to the grade Hn and H, respectively. The combined
assessment can be denoted by S(y(a)) = {(Hn, βn(al)), n =
1......., N It has been proved that

∑N
n=1 βn + βH = 1 As

shown in Table II, the recursive ER technique runs over each
piece of evidence one by one. The belief decision matrix was
created by combining all of your beliefs using equation (16)
[2, 23].

βj =

µ ×
[
ΠL
k=1

((
ωkβjk + 1 − ωk

∑N

j=1
βjk

))
− ΠL

k=1

(
1 − ωkΣN

j=1
βjk

)]
1 − µ ×

[
ΠL
k=1

1 − ωk

]
(16)

IV. THE TOPSIS METHOD

TOPSIS is a method for rating preferences based on how
near they are to the ideal solution, not as A Belief Rule Base
(BRB) [26, 27] it is a conceptual modeling structure that
facilitates the capturing of ambiguous information TOPSIS is a
helpful and practical non - linear decision-making method for
real problems [11]. In accordance this theory, ideal alternative
is the one that is closest to the positive ideal option rather than

negative one [11]. The positive ideal choice increases benefits
while decreasing costs, whereas the other one(negative) in-
creases costs while decreasing benefits. Hence the positive
ideal option contains all conceivable ideal criteria values,
rest one contains all attainable worst criterion values [11].
Each criteria is expected to increase or decrease over time. If
each criterion has a monotonic ascending (or falling) efficient
mechanism, the positive ideal option with the best assessment
criteria and the rest one with the lowest criteria values may
be determined [28]. To find the distance between positive and
negative ideal decision Euclidean distances is being used. Best
order of possibilities is determined by comparing Euclidean
distances.

V. THE PROPOSED DECISION CONCEPT

Vagueness predominates in real-life decisions due to inse-
cure, inaccessible, and ambiguous information such as fuzzi-
ness, imprecision, incompleteness, and ignorance [28]. Rather
than being made by a single decision maker, the bulk of
decisions are made by a group of decision makers. As a
result, the focus of this research is on decision-making under
uncertainty and the use of multiple decision-makers in groups
to solve a belief multi-criteria decision-making problem. The
decision concept was created to describe decision makers’
judgments in ambiguous decision situations [29]. The deci-
sion concept was developed and is used to describe decision
makers’ judgments in unclear choice circumstances. Because
of the aforementioned setting, the AHP-evidential reasoning-
TOPSIS approach is employed to develop the choice concept
for the group multi criteria decision making problem using 13
phases [29].

Phase 1: Addressing the issue and bringing together the
required expertise and parties. Organizing them into groups
and deciding on a study subject.

Phase 2: The second part involves locating and mapping
old pedestrian bridges.

Phase 3: Establish a goal hierarchical system by estab-
lishing the core goal and then dividing up it into objectives,
criterion, and choices at the bottom level.

Phase 4: Using the AHP approach, create a comparison
matrix for every group.

Phase 5: The priority vector and highest eigenvalue of each
matrices are obtained once each group has defined its criterion
weights.

Phase 6: Using the consistency ratio to determine the
reliability of comparison matrices.

Phase 7: Create a belief choice matrix for every group and
assign weights to the decision-makers’ groupings.

Phase 8: Create a belief choice matrix that includes all of
your beliefs.

Phase 9: Normalize the group belief choice matrix once it
has been aggregated.

Phase 10: Specify the A+ and A- characters, which repre-
sent positive and negative ideal alternatives.
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Phase 11: Using the Euclidean distance, , calculate the
distance(Ei+ and Ei-) between the existent options and the
positive and negative ideal alternatives.

Phase 12: Use the following method to determine the
degree of resemblance to the ideal alternative.

Phase 13: Prioritize the options using RCi.

VI. RESULTS AND ANALYSIS

A numerical representation of the suggested decision no-
tion is included in this section in Table V. The AHP method
is used to calculate the criteria weights. The distance between
each choice and the positive-ideal and negative-ideal alterna-
tives is determined using the multi-criteria TOPSIS technique,
which scores the options. Each criterion has a minimum
and maximum value, allowing benefit and cost criteria to be
distinguished. Houses are given a priority rating as a result of
the proposed method. The ranking results are then presented
to the final decision maker, who is now better equipped to
make decisions concerning the next steps in the home selection
process. We looked at the ER strategy and how to put it into
practice in the previous section. As a result, we’ll look at the
results of applying the proposed idea to dwelling quality in
Chittagong in this part. As shown in Fig. 1, house quality
can be divided into two categories: objective and subjective
qualities, with each attribute weighted.Positive and negative
ideal alternatives are found form Table III.

As a result, the residential site with the shortest relative
closeness receives the lowest score. Table III shows the pri-
ority ranking of housing locations with RC = 0.81 and 0.05,
Devpahar is ranked first, whereas Jamal Khan is ranked last.
These studies were compared to a proposed decision concept
based on the AHP-evidential reasoning-TOPSIS methodology,
in which collected data is run through the AHP, TOPSIS, and
AHP-TOPSIS, and the results are compared to a proposed de-
cision concept based on the AHP-evidential reasoning-TOPSIS
methodology.The results are presented in the Table IV From
the given outcomes, it is obvious that the combination of the
two multi-criteria methods gain more precise ranking, but still
not quite similar as obtained by the proposed approach. Table
V shows belief determination matrix created using the alternate
assessments of all groups.

(E − Excellent,G−Good,A−Average,B −Bad)

TABLE III. THE DISTANCES BETWEEN ALTERNATIVES AND THE IDEAL
AND ANTI-IDEAL, AS WELL AS PROXIMITY COEFFICIENTS

Alternative khulsi Devpahar Jamal Khan Suganda Chandgoan

Ei+ 0.15 0.11 0.4 0.30 0.40

Ei− 0.10 0.05 0.5 0.40 0.45

Relative Closeness(RC) 0.72 0.81 0.05 0.20 0.10

Ranking 2 1 5 3 4

TABLE IV. THE PROPOSED CONCEPT IS CONTRASTED TO THE FINDINGS
OF OTHER STUDIES

Methodology Ranking

AHP Khulsi > Jamal khan> Suganda > DevPahar>Chandgoan

TOPSIS Khulsi> DevPahar>Suganda > Jamal khan >Chandgoan

AHP + TOPSIS Khulsi > Suganda >Jamal khan >DevPahar >Chandgoan

Evedential Reasoning Khulsi > Jamal khan >Suganda >Dev Pahar >Chandgoan
AHP + Evidential

Reasoning TOPSIS DevPahar>Khulsi>Suganda>Chandgoan>Jamal Khan

TABLE V. A BELIEF DETERMINATION MATRIX WAS CREATED USING
THE ALTERNATE ASSESSMENTS OF ALL GROUPS

Alt khulsi Devpahar Jamal Khan Suganda Chandgoan

Location E(0.4), G(0.2),
A(0.3), B(0.1)

E(0.8), G(0.2),
A(0.8), B(0.2)

E(0.4), G(0.4),
A(0.1), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.8),
A(0.8), B(0.0)

Attract
iveness

E(0.5), G(0.4),
A(0.0), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.4),
A(0.1), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.8),
A(0.8), B(0.0)

Safety E(0.4), G(0.4),
A(0.1), B(0.1)

E(0.8), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.4),
A(0.1), B(0.1)

E(0.8), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.8),
A(0.8), B(0.0)

Envir
onment

E(0.4), G(0.5),
A(0.0), B(0.1)

E(0.2), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.4),
A(0.1), B(0.1)

E(0.5), G(0.2),
A(0.8), B(0.0)

E(0.4), G(0.8),
A(0.8), B(0.0)

Nice neigh
borhood

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.0)

E(0.4), G(0.8),
A(0.1), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.0)

E(0.4), G(0.8),
A(0.8), B(0.0)

Prox. to
edu org

E(0.4), G(0.8),
A(0.8), B(0.0)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.2),
A(0.1), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.8), G(0.8),
A(0.8), B(0.1)

Prox. to
hospital

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.2), G(0.2),
A(0.8), B(0.1)

E(0.8), G(0.4),
A(0.1), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.0)

E(0.4), G(0.2),
A(0.8), B(0.0)

Prox. to
shops

E(0.4), G(0.1),
A(0.8), B(0.1)

E(0.8), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.4),
A(0.1), B(0.1)

E(0.4), G(0.0),
A(0.8), B(0.1)

E(0.4), G(0.8),
A(0.8), B(0.0)

Prox. to
office

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.5), G(0.2),
A(0.8), B(0.0)

E(0.8), G(0.4),
A(0.1), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.8),
A(0.8), B(0.0)

Prox. to
bus and

rail station

E(0.4), G(0.1),
A(0.8), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.4),
A(0.1), B(0.0)

E(0.1), G(0.2),
A(0.8), B(0.1)

E(0.8), G(0.8),
A(0.8), B(0.1)

Prox. to
recreation

centers

E(0.4), G(0.0),
A(0.8), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.4),
A(0.0), B(0.1)

E(0.8), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.8),
A(0.8), B(0.1)

Prox. to
main road

E(0.4), G(0.0),
A(0.8), B(0.1)

E(0.4), G(0.1),
A(0.8), B(0.1)

E(0.4), G(0.0),
A(0.1), B(0.1)

E(0.8), G(0.2),
A(0.8), B(0.1)

E(0.8), G(0.8),
A(0.8), B(0.1)

Police
precincts

E(0.4), G(0.0),
A(0.8), B(0.1)

E(0.4), G(0.2),
A(0.2), B(0.1)

E(0.4), G(0.0),
A(0.1), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.8),
A(0.8), B(0.0)

Property
insurance

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.2),
A(0.1), B(0.1)

E(0.4), G(0.4),
A(0.1), B(0.1)

E(0.1), G(0.2),
A(0.8), B(0.1)

E(0.8), G(0.8),
A(0.8), B(0.1)

Population
density

E(0.4), G(0.1),
A(0.8), B(0.1)

E(0.4), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.2),
A(0.1), B(0.1)

E(0.4), G(0.1),
A(0.8), B(0.1)

E(0.4), G(0.8),
A(0.8), B(0.0)

Cost per
sq. ft

E(0.4), G(0.1),
A(0.8), B(0.1)

E(0.8), G(0.2),
A(0.8), B(0.1)

E(0.4), G(0.4),
A(0.1), B(0.1)

E(0.4), G(0.2),
A(0.2), B(0.1)

E(0.8), G(0.8),
A(0.8), B(0.1)

VII. CONCLUSION

The AHP-evidential reasoning-TOPSIS approach was used
to handle multiple criteria house hunting challenges with
unclear, incomplete, imprecise, and/or missing information. It
is fair to argue that our proposed notion is a mathematically
accurate technique for measuring housing quality since it uses
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a belief structure to characterize a judgment as a distribution.
In several aspects, this technique varies from previous Multi
Criteria Decision Making systems. As a result, because the
attribute can be ordered or numbered at random, the AHP-
evidential reasoning-TOPSIS technique can accommodate new
attributes without having to redo the previous assessment.
As a result, the order in which the essential qualities are
collected has no bearing on the final findings. In contrast to
Saaty’s AHP technique, any number of additional homes can
be analyzed without triggering a “rank reversal problem”. The
proposed decision paradigm’s merits include the correctness
and assurance of the achieved outcomes. Using a mix of multi-
criteria approaches, more specific findings can be determined.
The concept is simple to put into practice and may be applied
to any decision-making problem.

VIII. FUTURE WORKS

In a future study an expert system [30, 31] will be
implemented into the suggested decision concept to reduce
human involvement because stakeholders and experts must be
involved throughout the process.
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Abstract—In recent decades, it has been shown that epidemi-
ological surveillance is one of the most valuable tool that public
health has, since it allows us to have an overview of the population
general health, thus allowing to anticipate outbreaks of epidemics
by helping in timely interventions. Currently there is an increase
in cases of dengue disease in several regions of Peru. Therefore,
to control this outbreak and to help population centers and
human settlements that are far from the city this work puts
forward a drone system with an object recognition algorithm.
Drones are very efficient in terms of surveillance, allowing easy
access to places that are difficult for humans. In this way, drones
can carry out the field work that is required in epidemiological
surveillance, carrying out photography or video work in real
time, and thus identifying infectious foci of diverse diseases. In
this work, an object detection algorithm that uses convolutional
neural networks and a stable detection model is designed, this
allows the detection of water reservoirs that are possible infectious
sources of dengue. In addition the efficiency of the algorithm is
evaluated through the statistical curves of precision and sensitivity
that result of the training of the neural network. To validate the
efficiency obtained, the model was applied to test images related
to dengue, achieving an efficiency of 99.2%.

Keywords—Epidemiological surveillance; drones, neural net-
works; recognition algorithms

I. INTRODUCTION

Currently there is an increase in dengue cases in several
areas of Peru, and for this does not exist a rapid surveillance
system to detect areas where there is possibly dengue. At the
moment Peru carries out traditional surveillance of going from
house to house to carry out the detections of cases of dengue,
through blood tests, filling out symptom files, etc.

The large increase in dengue cases in Peru occurs because
the epidemiological focus of dengue is not being taken into ac-
count as before the pandemic, given that during the pandemic
health personnel have focused mainly on COVID-19 leaving
aside this disease that has afflicted Peru for approximately 30
years. Therefore, the most affected are the population centers
and human settlements that have roads or accesses far from
the city and with narrow main roads. Faced with this, there
are various solutions through prevention campaigns against
dengue, but in terms of the use of algorithms for the detection
of dengue, they are very unusual and at the same time efficient.

Currently, the National Center for Epidemiology, Disease
Prevention and Control (CDC - MINSA), shows in its epidemi-
ological bulletin that there is currently a considerable increase
in dengue cases in several regions of our country. Therefore,

there is a way to support the surveillance carried out by the
prevention system, using drones, since these devices can carry
out aerial surveillance in areas of difficult access that detect
dengue infectious foci.

II. RELATED WORKS

Regarding the technology of drones currently used, in [1]
they provide in their article a complete review of current
and future drones applied in medicine. For example, in 2013,
drones were used in the aftermath of Typhoon Haiyon in
the Philippines to assess initial storm damage and prioritize
relief efforts. Another example mentions a study conducted in
southern Italy, they used drones equipped with high-resolution
photogrammetry software to accurately access and predict
cancer risk from high-level copper concentrations in agricul-
tural areas. And like other studies mentioned in the article,
it highlights the advantage of using the drone as an aerial
surveillance tool to assess biological risk areas and natural
disaster areas. In addition, in [2], they carried out a project
in which the design and construction of a drone with optimal
characteristics to carry out photogrammetric plans to later be
used in telecommunication networks, such as work in fiber
optic networks, is proposed, because these they are found
in places of difficult access such as high forests and steep
mountains, for the design of both the chassis and the electronic
part, easily accessible materials were used, which helps to
design the drone according to the calculations made to take
advantage of its resources and dimensions, since they were
evaluated with commercial devices.

Regarding the drones used in epidemiological surveillance,
in [3] the “IRIS PX4” drone was used as an identifier of vio-
lations of social distancing rules for an intelligent surveillance
system against COVID-19, which the device uses two cameras,
a frontal one for the detection of obstacles and another ventral
one for the detection of people, in addition that it has an
integrated GPS that locates the area observed by the drone.
On the other hand, in [4] drones were used to transport blood
samples, medicines, supplies in cases of disasters such as
humanitarian aid and even as a portable laboratory. To carry
out these tasks, Quadcopter drones (4 rotors, 20km range,
36km/h speed and with a maximum payload of 2kg) were
used, most of DJI brands, for example, the DJI Phantom 4
Pro drone. It is mentioned that the models of medical drones
made by the Zipline company, which are fixed-wing drones
capable of flying at a speed of 128km/h with a range of 160km
(round trip) while carrying a payload of 1.75 kg, are efficient
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in terms of transporting medicines, laboratory samples, blood
donations, etc. Also in [5], drones are used to review assigned
areas infected with malaria, which are sent by GPS to only
capture images within the assigned geographic space, in this
way they compare the progress of malaria in that area with
respect to previous years such as the of 2013 and 2014.

In reference to its application in image and video acqui-
sition, a study was carried out in [6] that aims to produce
accurate geospatial 3D data by acquiring images captured by
the drone or unmanned aerial vehicle. For this reason, an
image of an area of the Najran University campus in Saudi
Arabia was captured using a DJI Mavic Pro Platinum drone.
Similarly in [7] , they mention that the use of unmanned
aerial vehicles (UAV) provides the option of collecting detailed
spatial information in real-time at a relatively low cost and
thus avoids limitations associated with satellite data (such as
cloud pollution, low resolution, bad camera angle and shooting
time for taking pictures). Therefore, in their inspection of
breeding habitats through drone surveillance, they used a low-
cost Phantom 4 Pro DJI model drone, which integrates a
20-megapixel camera with a focal length of 35 mm and a
theoretical resolution of 1 cm , which has a battery for a flight
of 12 to 15 minutes, which allowed them to take photos of 15
to 20 houses per day.

Regarding the use of convolutional neural networks, in [8]
they propose an efficient surveillance based on radiofrequency
to detect and classify drones, for which they used the RF-
UAVNet network, said network is characterized by having
grouped convolutional layers because reduce the size of the
network and the computational cost, these were tested in
drones of the Phantom and Bebop brands. In addition, in
[9] , they propose to identify weapons through surveillance
applications based on Convolutional Neural Networks (CNNs)
and Convolutional Long-Short-Term Memory (ConvLSTM).
Simulation tests are performed on the data set using Python
3.5, Tensor Flow and Keras, which will be captured by wireless
sensors distributed in networks for military applications.

Since the system has object detection and recognition
techniques in the algorithm, in [10] they designed a deep
YOLO-v3 model to detect small objects. The project consists
of training the YOLO-v3 model previously trained with drone
images, 106 convolution layers with several feature maps
were designed to learn the small objects of the drones. The
proposed deep YOLO-v3 revealed 99.99% accuracy because
it used multi-scale predictions and backbone classifiers to
better classify them. Likewise, in [11] they propose to use the
YOLOv4 program to differentiate drones from birds through
images captured by a digital camera which will have a visible
sensor that has a resolution between 96 dpi and 300 dpi, the
images will be captured in different environments and with
different illumination. Similarly, in [12] they perform a vehicle
detection using deep learning in UAV, which is proposed to
record videos using the DJI drone, where the results show that
the use of HSV for transformation data can enrich the set of
samples. Thus, improving the detection accuracy, likewise, the
SSD model can act on multiple feature layers, and its detection
effect is better.

Finally, in relation to the current situation of dengue, in
[13] studies related to coinfections of Dengue and COVID-
19 were found. Most of the studies were case reports with

a detailed description of clinical and co-infection features.
Common symptoms were fever, dyspnea, headache, and cough.
The cases were found in Brazil, Indonesia, India, France,
Argentina, Pakistan, Thailand, among others. Because both
diseases are present in several places, the study is necessary
to verify the differences between both infections. On the other
hand, in [14], he presents two cases of patients with dengue
and coronavirus coinfection, due to severe acute respiratory
syndrome. This research found that severe dengue infection is
common in young adults, while coronavirus disease is gener-
ally asymptomatic. They also comment that, in older people,
the severity of this disease will depend on their comorbidities
or the infectious serotype, but contagion by coronavirus is
consistently more serious.

In this work, it is proposed to carry out a drone system with
an algorithm that detects and recognizes pools of water that
are possible foci of dengue. To check its efficiency, a database
that contains images of objects that store water will be used.

III. METHODOLOGY

For the development of the methodology, the efficiency
of the design of the detection algorithm for epidemiological
surveillance of dengue will be evaluated using drones, for
which the research will be developed based on the following
strategy shown in Fig. 1; a database, which will have images
of the objects to be detected, the selection of a suitable drone,
the software, which will carry out the programming, and the
model of the algorithm that will be used for the detection and
recognition of objects.

Therefore, for its procedure, as shown in Fig. 2, the drone
will perform an acquisition of images and/or videos of the area
for its evaluation, the use of a database containing images
of objects that store water, in addition to the model of the
object detection and recognition algorithm, which is one of the
applications of convolutional neural networks. All this will be
programmed in software that the computer will have, which
will process the images to identify the pools of water in the
photos or videos that the drone captured. In this way, the
possible transmitting sources of dengue will be detected.

A. Database

To carry out this procedure, there will be a database of
the objects to be detected, for example: buckets, pots, bottles,
tires, tubs and vases.

B. Dron Selection

To select a suitable drone for the field of epidemiology, you
must be able to take good resolution images and/or video in
places or areas of difficult access that are affected by some type
of disease. Therefore, the following technical specifications
will be analyzed as indicated in Fig. 3, to select a suitable
drone for this field.

Considering the main points necessary for the selection
of an optimal drone in the investigation, they are the fol-
lowing: the camera must have a maximum of 12MP, because
the smaller the image size, the shorter the processing time;
Regarding the operating range, a range of [4 – 10] km of
maximum transmission distance will be chosen. As a last point,
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Fig. 1. Diagram of the Strategy of Research.

cost and accessibility will be taken into account, since most
drones are acquired by import, therefore, the search for brands
available for our country was carried out, obtaining DJI drones
as a result.

Taking into account the importance of a drone with an
affordable cost, as well as the criteria of the main technical
specifications of the drone, DJI MINI 2 is chosen as the first
option, since it has a maximum operating range of 10km, in
comparison to the DJI MAVIC Mini drone, as a second option,
which has only 4km.

C. Software

Since the object detection algorithm needs software that
contains libraries on neural networks for its training, it is
decided to choose the free software “Google Collaborate”,
which is compatible with the Yolo algorithm, and its environ-
ment is developed using the language of Python programming.
Its environment is very friendly to users, it does not require
configuration, it gives free access to GPUs for fast code
execution.

D. Detection Algorithm

In the case of the algorithm required for object detection,
some main detection techniques were found: SORT, YOLO
and SDD.

Fig. 2. Diagram of the Design of the System.

Fig. 3. Characteristics Considered to Select the Drone.

In the case of YOLO, compared to other detection tech-
niques, it makes predictions with a single network evaluation
through the use of CNN. In addition to having continuous
updates or versions to improve its efficiency in terms of
detection in both images and videos in real time. For this
reason, the Yolo algorithm will be applied in its version 3
“Yolov3”, due to its stability and precision for object detection,
as shown in Fig. 4, the Yolov3 algorithm in the Google Colab
environment.

This algorithm requires “labels” of the images found in
the database, which will be obtained through “Makesense”, a
tool to label photos and thus organize the images into classes,
as shown in Fig. 5, an example of classifying images of the
“buckets” type.

In addition, Makesense allows you to export the labels
in a “.txt” file for the operation of the YOLO algorithm.
This will allow pre-training of the neural network for image
classification.
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Fig. 4. Algorithm YOLOv3.

Fig. 5. Images Classification using Makesense.

Fig. 6. Adding YOLOv3 Folder to the Database dengue.zip.

E. Programming

Given that at this stage the necessary elements are al-
ready available to carry out the recognition of dengue, the
programming part will be developed, which will carry out the
identification of the possible infectious foci of said disease.

As a first step, the database will be added in .zip format to
extract it in the section and in turn compile the “Add Yolov3
algorithm” cell, as shown in Fig. 6 in the Files section, the
yolov3 folder and the dengue.zip database highlighted in red.

Fig. 7. File dengue.yaml for Training and Network Validation.

Fig. 8. Training Expression for the Neural Network with 100 Epochs.

Fig. 9. Training Expression using an Image or Video.

As a second step, the “.yaml” file is created, in which the
classes and locations of the images that will be trained and
validated by the neural network are declared. As can be seen
in Fig. 7, the training variables “train” and “val”, followed by
the classes associated with the objects to be detected in the
images.

As a third step, the convolutional neural network training
command will be executed, which is made up of the size of
the image, the number of epochs, the data and the weights
provided by the yolov3 algorithm, as can be seen in Fig. 8.

Finally, Fig. 9 presents the command for the validation of
the Yolo algorithm through an image or video, for the detection
of water pools, using the weights of the trained network.

IV. RESULTS AND DISCUSSION

Regarding the technical characteristics that a drone must
have to adapt an epidemiological surveillance system, the
drone selected in the methodology is evaluated, the DJI MINI
2 drone, which offers greater stability despite being very
light (250gr), it has an acceptable wind resistance (29 – 38
km/h), however in [4] it mentions a study that used the
DJI Phantom 4 Pro drone for epidemiological surveillance of
malaria in the Peruvian Amazon, identifying breeding sites
through multispectral images captured by the drone, said drone
has an autonomy greater than 30 minutes, in the same way in
[7] they used the same drone to capture images in an endemic
city of Tapachula in Mexico. Likewise, in [6] the use of the
DJI Mavic Pro Platinum drone is mentioned to obtain images
of a test area, which has a flight time of 30 minutes, considered
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Fig. 10. Drone DJI MINI 2 and its Remote Control.

very high, it also has GPS, a 12.35 MP camera, among other
features. Taking into account the mentioned specifications,
both studies considered autonomy or flight time as the main
characteristic. In Fig. 10, the DJI MINI 2 drone is shown.

Regarding the development of the database, in [7] a
database acquired by the drone of a total of 2579 images
of various house roofs was used to identify Aedes Aegypti
breeding sites, divided into 10 categories. On the other hand,
in [15] they use Microsoft’s COCO data set, which contains
a base of 330,000 images, divided into 91 categories that can
be freely used by any user. Instead, [11] mentions the use of
a database of 3,000 images, including 1,000 of birds, 1,000
of helicopter-type drones, and 1,000 of multi-rotor drones.
Therefore, it is recommended to use a greater number of
possible images to carry out an optimal detection. Since a total
of 86 images were used in the investigation for six classes or
types of objects, which are buckets, bottles, vases, pots, tires
and tubs.

With respect to the simulation, images containing the
objects to be detected were used, for example buckets, tubs,
bottles, pots, vases, tires, etc., which were extracted from the
internet. Similarly in [7], for the detection of dengue it is
recommended to identify these objects.

From the training carried out in Fig. 11, it is visualized
that 60 images were used for the validation of the training, the
different classes used, the number of labels of each class, the
“P” value of total precision and of each class, the value “R”
for recall (Sensitivity) total and of each class and the Accuracy
value “mAP” total and of each class. Similarly, in [11] and
[12], the use of these variables is highlighted to evaluate the
accuracy and sensitivity of the proposed model. Furthermore,
in [11], they obtained a 90% accuracy “P” to identify drones
and birds in test images. On the other hand, the proposed
model has an accuracy value “P” of 98.6% to identify water
reservoirs.

Fig. 12 shows the graphs of the curves F1, P, R and PR
that indicate the combination of P and R in a single measure,
the quality of prediction, the quantity that can be identified
and the performance of the predictive model, respectively.

Of the curves, the most important is the P-R curve that
generally indicates the efficiency of the Yolov3 model applied
to the detection of dengue, whose value is 99.2%, this indicates
that the use of the algorithm for the detection of dengue is
efficient. and that the simulation helps in part to validate its

Fig. 11. Training Results using 100 Epochs.

Fig. 12. Curves F1, P, R and PR from de Neural Network.

efficiency.

In Fig. 13 it can be seen that each class is detected in
reference to the image of the database, in addition to showing
a number between 0 and 1, which means the value of precision
that it has when recognizing the object, said value will be
higher if the number of epochs increases.

The design of the detection algorithm proposed for dengue
surveillance using drones allowed the recognition of objects or
containers that store water to identify the infectious foci of the
disease through the precision and sensitivity value which are
the result of training the neural network. In addition, through
test images, which contain figures of buckets, bottles, vases,
pots, tires and tubs, it was possible to identify these objects
with a total efficiency value of 99.2%. This design is an
important contribution, since, in terms of disease surveillance
in the country, this type of technology is not available, due to
the fact that there is little research regarding drones dedicated
to epidemiological surveillance.

The information on the technical specifications of the
drones is important for their selection in cases of epidemiologi-
cal surveillance, since, according to the authors, they consider
the MP of the camera for the images, the flight time or its
autonomy, and the cost of the device. Therefore, taking into
account these considerations, it is concluded that the DJI MINI
2 drone is optimal to perform the image acquisitions required
for the development of the proposed detection algorithm.
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Fig. 13. Validation of the Neural Network with the Test Images.

V. CONCLUSIONS

The test simulation was optimal for the evaluation of the
detection algorithm, using some input images to detect the
pools of water that are possible infectious foci of the disease.
Resulting in the value of 99.2% total efficiency of the detection
algorithm.

The design of the detection algorithm uses the Yolov3
model, since it is more stable, but the following versions such
as Yolov4 and Yolov5 could be used to improve its efficiency,
precision and sensitivity. As for drones, the recommendations
for their selection vary according to the field, since most of
these devices cover the military field, agriculture, archeology,
medicine, home deliveries, etc.

Regarding the simulation of the evaluation of the algorithm,
it is recommended to use software that runs without the need
for an internet connection, for example, Octave, Visual Studio,
among others, that have libraries applied to the detection and
recognition of objects.
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Abstract—Natural disasters such as earthquakes, avalanches,
landslides, among others, leave in their path people who may
be trapped in the rubble, which are hardly found by rescue
agents, so a reliable system in the operation of an exploration
and rescue robot is essential. This paper aims to evaluate the
systems proposed for the operation of the TxRob exploration
robot. The teleoperated control systems that were developed for
the manipulation of the robot are: a multimodal system feedback
with information through different sensors, and a GUI control
system using joystick buttons. These systems were analyzed using
subjective metrics such as NASA-TLX, Scale Utility System (SUS)
and Microsoft Reaction Cards, which provide interesting data
when evaluating the performance of an interface, as well as the
workload, user satisfaction and usability; these aspects are used
to conclude which system is the most intuitive when performing
rescue operations in case of a disaster, among others. 15 operators
were evaluated to validate this system; the age range of the
operators was between 20 and 43 years old and 20% of them
had previously used VR headsets. Priority is given to the most
immersive, easy to use and the most efficient system to perform
the task of handling the robot.

Keywords—Multimodal interface; immersive teleoperation; ex-
ploration robot; gyroscope and subjective measurements

I. INTRODUCTION

In Peru there is a constant interaction between the Nazca
and South American plates that generate natural disasters
such as earthquakes, which put the population at risk of
possible trapping due to landslides. According to the “Instituto
Geofı́sico del Perú” (IGP), a total of 811 earthquakes were
reported in 2020, 834 earthquakes in 2021 and approximately
581 earthquakes so far in 2022. The average of these earth-
quakes is of magnitude greater or equal to 4.5 ML (Richter
scale), and also that the average number of earthquakes that
occur per month is greater or equal to 58 earthquakes [1];
on average there are at least 2 earthquakes per day which
is a constant risk to the Peruvian population. In the event
that an earthquake has a greater magnitude, it would result in
trapped people, uninhabitable houses or houses on the verge
of collapse, at any time generating greater difficulty for the
various rescue groups such as firefighters or members of the
police who are also exposed to these dangers. Because of these
problems, several robots are currently used for exploration and
rescue, which reduce the exposure of the rescue agents, but
do not reduce the mental load of the operators when making
decisions [2].

For a successful operation there must be trust between
the operator and the robotic partner, the cobots are designed

with the purpose that the robot can support the various tasks
of the operator, for them the human-robot interaction (HRI)
is paramount. HRI covers the various fields such as design,
understanding and evaluation of robotic systems, which involve
humans and robots interacting through communication [3], [4].
The trust with a cobot can decrease drastically if it provides
constant wrong information in risky situations, therefore a
good robotic system that increases the trust with cobots is
necessary [5].

For a robotic system in rescue operations to be classified
as good, it should not miss proprioceptive sensors, nor should
it miss good image processing, otherwise it would decrease
the usability of search and rescue (SAR) robots and the perfor-
mance of the operators by increasing the work performed using
minimal information from the sensors. SAR robots should also
have modular sensors and modular payloads increasing the
usability of the robots and robot feedback can create more
levels of competence [6]. The need for robotic interventions
in hazardous environments is high, due to the presence of dust,
fire, pressurized water or radioactivity; for that reason, robotic
platforms must be reliable and user interfaces appropriate due
to the complexity of the environment, for them the use of
different inputs such as visual user interfaces help a better
understanding of the environment for the operator [7], [8].

This paper presents an analysis of the user interface devel-
oped for the operation of the TxRob robot using subjective
metrics such as NASA-TLX, SUS and Microsoft Reaction
Cards [9]. It is believed that a developed bidirectional multi-
modal feedback system will help to decrease the operator’s
workload, resulting in less stress and better teleoperation. The
TxRob robot was presented by our team in a previous article
[10]; this robot has the advantages of being low cost, its
compact size allows it to enter into confined spaces for the
search of possible people trapped in the rubble, it also has a
sensor feedback system, in addition to a graphical interface
that generates a greater immersion in his teleoperation.

The distribution of information in this document is divided
as follows: In Section II the works related to this research
are presented, the methodology is developed in Section III,
the description of the proposed multimodal interface and the
interfaces used for comparison are described in Section IV,
the description of the experimentation used in this paper is
presented in Section V, the results and discussions obtained are
presented in Section VI, and the conclusions of this research
are found in Section VII.
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II. RELATED WORK

According to [11], the combination of different tools such
as stereo vision, haptic feedback and auditory feedback in-
creases the manipulation performance of a robotic system.
For this, the multiple information that we can provide to the
operator would generate a more immersive system for the
teleoperation of a robot. For that reason, the use of multi-
modal interfaces generates a higher performance in robotic
teleoperation. In [12] they propose a method to organize the
presentation of information and a set of visual assistance to
facilitate the visual communication of data in teleoperation
control panels, seeking to make them understandable and not
generating a greater workload to the operator to understand
the different information of the system where their interface
combined immersive visualization, three-dimensional mixed
reality and visual assistance.

With a gyroscope it is possible to know, maintain or change
the orientation in space of an object; a gyroscope provides
angular velocity readings usually in °/s on the x, y and z axes
to determine the rotational speed of the object on which it is
located; in addition, the use of the gyroscope in immersive
virtual reality systems can be seen in [13] where making
use of the gyroscope of a mobile device the manipulation of
objects in a virtual environment is achieved, in [14] where to
obtain continuous visual effects a gyroscope was incorporated,
being very helpful for the detection of the direction of vision
of a person in a virtual environment and in [15] where the
gyroscope is used to estimate the posture of an operator to
integrate the virtual environment with the real environment.

In [16], they use a haptic interface for robotic control in
which immersive interaction with the person being rescued
significantly improves task performance compared to other
control systems; and visual feedback further increases user
performance metrics. In [17], they evaluate different multi-
modal interfaces to find the system with the most intuitive and
least operator workload; using visual interfaces, GUI interfaces
and NUI interfaces. It is shown that a multimodal interface
helps considerably in an intuitive teleoperation improving
robotic efficiency. In [18] they present a new haptic mediator
interface for teleoperative mobile robotic platforms that have
a variety of manipulators and functions; employing identical
bilateral master-slave teleoperation of robotic manipulators is
achieved by representing them in virtual reality and allowing
the operator to interact with them using a multipoint haptic
device. As a result, the operator can perform a wide range
of control functions and achieve functionality similar to that
of conventional teleoperation schemes using a single haptic
interface.

In [19], they measure the effects of working with au-
tonomous robots on perceived workload and work perfor-
mance, measuring both objective and subjective tests such as
NASA-TLX, with the results of the study showing the via-
bility of applying fully autonomous mobile robots to improve
the productivity of the human-robot team while prioritizing
physical safety and reasonable increases in mental workload.

In [20], they present an HMI which they developed to be
able to control virtual forearm prostheses for extended periods
of time. By calculating the physical performance for the given
tasks, they develop an algorithm that adapts to the mental states

of a user, thus improving its usability. According to the NASA-
TLX evaluation, a better physical performance was improved.

III. METHODOLOGY

This document explains the two systems that will be
analyzed for the manipulation of the TxRob robot. The control
system for the movement of the robot is done by the joystick
control which has functions that will be detailed later. For the
vision system we present two interfaces:

• Traditional Interface: Uses a display screen that shows
in real time the graphical interface developed for the
TxRob.

• VR interface: Uses virtual reality (VR) glasses for
visualization of the developed graphical interface and
a gyroscope system for feedback, see Fig. 1.

Fig. 1. Methodology Performed.

In addition, the evaluation procedure to be applied to
the operators in the teleoperation of a simulated rescue is
explained. The objective is to find an immersive and intuitive
multimodal interface for the operator, understanding all the
information obtained by the proximity and gas sensors, the
images from the cameras and the microphone of the TxRob
robot. To determine which of the proposed interfaces is better
for the user, both interfaces are tested to 15 operators, which
are evaluated by subjective metric tests that help to obtain
the value of the workload generated by each interface in the
immersive teleoperation; the usability as well as the utility
of the system and the satisfaction of the operator when
manipulating the proposed systems.

IV. PROPOSED MULTIMODAL INTERFACES

Fig. 2, shows the distribution of the two developed in-
terfaces. The traditional interface is the HMI interface that
performs the motion control of the TxRob robot by means of a
joystick control and the vision is given by a graphical interface
displayed on a screen. On the other hand, the VR interface
performs the same motion control as the previous interface but
the vision is provided by VR glasses and a feedback system
generated by a gyroscope and a two-axis turret for the camera.

A. TxRobt Control Interface

The motion control of the TxRob was previously developed
by means of a joystick control as shown in Fig. 3(a), in this
work we have optimized the motion control by increasing the
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Fig. 2. Visuals and Control Interfaces.

control of a turret where the cameras are located. The turret
was implemented in order to obtain the video in real time
and to be able to manipulate it in two axes to cover the largest
possible space of vision for the operator in the occlusion points
without the need to move the TxRob. In this way, images of
the upper part of the TxRob robot were obtained.

Fig. 3. Button Assignments. (a) First Configuration. (b) Last Configuration.

In the section (a), the change of cameras is controlled by
pressing the triangle button; to choose the speed of movement
of the robot the square button must be pressed and then by
means of the two direction buttons (Up and Down) we regulate
the speed of the TxRob. In section (b), to choose the robot
movement control, press the L1 key (Robot Movement) and
control by means of the four direction buttons (Up, Down,
Left and Right); to choose the turret movement control, press
the R1 key (Camera Movement) and control by means of the
four direction buttons. The rest of the functions of the first
configuration were maintained.

B. Traditional Teleoperation Multimodal Interface

In most teleoperated robot vision systems, the interfaces
presented consist of cameras and a screen where the video can
be observed in real time. In the previous work [10], a control
system was realized by means of a screen, which shows the
developed interface. This interface shows the images captured
from the cameras in addition to the values sampled by the
various sensors incorporated.

In Fig. 4, the previously presented interface is improved,
in this new interface the collected images are shown on the
left side together with the developed motion detection system.
The upper right side shows the real-time measured values of
the gas sensors (CO2, O2, NOX ) and the lower part shows an
anti-shock system, which indicates the proximity of different
objects around the TxRob.

Fig. 4. Improved Teleoperation Interface.

C. Proposed Multimodal Teleoperation Interface

This developed system works by means of specular imita-
tion, that is to say that all the movement made by the operator
in the X and Y axis detected by the gyroscope of the VR lenses,
will be replicated in the camera turret. This turret consists
of two servomotors, each servomotor manages to control the
movement in each respective axis, see Fig. 5.

Fig. 5. Coordinates System.

When using VR lenses, the visual interface developed can
become overloaded for the operator due to the FPV resolution
that this system uses and at the same time the viewing space
is reduced, our priority is to have an immersive and intuitive
multimodal interface for the user. According to the literature
reviewed, the overwhelming amount of data in teleoperation
tends to confuse the user, decreasing the effectiveness of the
task. For them, a more intuitive interface was developed for
this system as shown in Fig. 6.

The interface proposed for the VR glasses is a first-person-
view (FPV) interface, this format makes the proposed interface
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Fig. 6. Display Shown to the User.

more immersive and the immersion is complete; to avoid
saturating the operator’s view we prioritized the real-time
image of the cameras and in the corners we displayed the
data from the different sensors of the robot that will help the
teleoperation.

V. EXPERIMENTATION

In order to confirm that the VR system with gyroscope
feedback can achieve a high performance, it was evaluated by
taking measurements in two stages: the first stage consists of
the gyroscope attached to the VR device, the measurements
recorded in the three axes for 20 seconds; the second stage
consists of the measurement of the gyroscope attached to
the camera, the movement of the motors are regulated with
encoders after receiving the signal from the first gyroscope. In
order to compare these two proposed multimodal systems, a
debris entrapment rescue environment was simulated. A mirror
environment was created for each multimodal interface. The
proposed circuit is in the shape of an “S” for the traditional
interface and for the proposed interface it is in the shape
of an “inverse S” so that the experience is equal in both.
This teleoperation test of the TxRob was performed on 15
operators, who ranged in age from 20 to 43 years old and 20%
indicated that they had experience in handling VR systems.
Each operator must manipulate the two multimodal systems
to find the person trapped in the rubble, for this purpose they
were given 5 minutes of tests so that they could familiarize
themselves with the interfaces to be evaluated. At the time of
the real tests, the time it takes to perform the search with each
interface is measured, the time increases due to the presence of
debris in the test scenario. At the end of the test, each operator
performs the three subjective metric tests: NASA-TLX, SUS
and Microsoft Reaction Cards; these data are used to obtain
the values and scores of both multimodal systems.

VI. RESULTS AND DISCUSSION

A. Gyroscope Measurements

Fig. 7 shows each of the gyroscope axes with the VR lenses
on the operator; where the operator moved his head for 20
seconds, making a total of 500 samples taken for each axis of
the gyroscope. These measurements correspond to the angular
velocity of motion recorded during the experimental phase.
Fig. 8 shows each of the gyro axes with the turret camera

on the TxRob .Where the motors simultaneously triggered the
movement of the camera according to the data recorded by the
gyroscope attached to the VR device.

Fig. 7. 3-Axis Plot for the First Gyroscope.

Fig. 8. 3-Axis Plot for the Second Gyroscope.

A comparison was also made between the measurements
of both gyroscope divided on each axis defined as Gx, Gy and
Gz. Data obtained from both the X-axis lens and turret camera
gyroscopes are shown in Fig. 9, while Y-axis data are shown
in Fig. 10 and Z-axis data are shown in Fig. 11. On average, a
4.13% variation is found due to the configuration of the motors
driven by the encoders.

B. Subjective Measurements

The following values were obtained from Fig. 12, where an
improvement in time per task performed with the new proposed
multimodal interface is noticeable. We consider this improve-
ment to be relevant because in human rescue operations, time
is the most important element. As long as an operation is
performed in the shortest time, the possibility of saving more
people increases considerably.

The overall workload per operator evaluated was reduced
when using the multimodal VR interface. The traditional
interface showed an average of 60.66 of overall workload
appreciated in performing the experiment as opposed to the VR
interface which showed 50.56 of overall workload presented. It
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Fig. 9. Comparative Graph between Gx of Both Gyroscopes.

Fig. 10. Comparative Graph between Gy of Both Gyroscopes.

Fig. 11. Comparative Graph between Gz of Both Gyroscopes.

was also noted that the overall workload was higher for people
with no experience in manipulating teleoperated systems and
older people. This reduced workload helps make teleoperation
more intuitive and easier for operators to manipulate. In Fig.
13 the blue bar is the first interface evaluated and the orange
bar is the VR interface.

In Fig. 14 we present the dimensions evaluated by the
NASA-TLX subjective method such as mental demand, phys-

Fig. 12. Time Taken in the Corresponding Tests.

Fig. 13. General Workload - NASA TLX.

ical demand, temporal demand, effort, performance and level
of frustration that may occur in the task. We have taken
the average of the 15 operators to evaluate each dimension
independently. According to the results obtained, the physical
demands are lower because both systems are teleoperated and
do not require physical labor. The mental demand is higher
because the systems require most of the senses of people
to manipulate both interfaces. When comparing the results
of both interfaces, a reduction is observed when using the
VR interface, in some dimensions this difference is more
noticeable, such as the effort and frustration presented by the
operators.

Fig. 14. Average Dimensions - NASA TLX.

The operators were also evaluated with the SUS metric,
which will help us to see the usability of the systems, for
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the first interface an average of 85.33 was obtained, which
indicates that the interface has a wide usability in the tasks of
the experiments carried out. In addition, the second interface
obtained an average of 95.66, a much more favorable result;
in Fig. 15 you can see the scores obtained by each operator,
it can be seen that most of them are above 80 points in the
traditional interface and above 90 points in the VR interface.

Fig. 15. SUS Results.

Microsoft’s product reaction cards are, in essence, a list of
118 words that are used to describe a product or a completed
good. The list includes positive words such as ’Useful’, ’Com-
fortable’ and ’Innovative’, along with negative words, such as
’Stressful’, ’Complex’ and ’Dull’. The test consists of asking
the robot operators to choose words from the list that they
would use to describe the robot and, for each one, asking them
why they chose that particular word. In these tests each of the
15 operators were limited to choosing 5 words that they felt
best qualified the traditional system with joysticks to control
the robot (light blue color), while on the other hand, in orange
color are the results of the proposed system, see Fig. 16; only
the cards with scores were considered, the rest of the words
were ignored.

Fig. 16. Results of Microsoft Reaction Cards: (a) Traditional System. (b) VR
System.

It can be seen in Fig. 16 that the words that were most
chosen by the users were: “Complex”, “Confusing”, “Over-
whelming”, “Helpful” and “Consistent”. Although some of the
words are positive, it is clear that most of the operators feel
that the traditional system with joysticks is not as comfortable
to use, unlike the proposed system which in its absence most
of the words selected were positive, of which the most chosen
were: “Easy to use”, “Comfortable”, “Useful”, “Cutting edge”,
“Fast”, “Friendly” and “Helpful”. This information shows that
the proposed system is the one preferred by the operators who
carried out the TxRob robot handling tests.

VII. CONCLUSION

In this paper an evaluation of the multimodal interface
developed for the operation of the TxRob robot was performed.
The teleoperated control systems that were developed for the
manipulation of the robot are: multimodal system fed back
information through the different sensors and a GUI control
system using joystick buttons. These interfaces were analyzed
using subjective metrics such as NASA-TLX, Scale Utility
System (SUS) and Microsoft Reaction Cards, which provided
us with data such as workload, experiences such as user
satisfaction and usability of each system in order to designate
the most intuitive when performing rescue operations in case
of a disaster. The results of the NASA-TLX tests showed that
the multimodal system with gyroscope feedback for camera
control is the best because it greatly reduces stress generation
when manipulating robots. In the SUS tests, the proposed
system obtained an average score of 95 points, demonstrating
that it is a better interface than the joystick control system,
which only obtained an average score of 85 points. Finally,
the Microsoft Reaction Cards tests showed that the majority
of operators chose the proposed interface as more comfortable
and easier to use, unlike the majority of words chosen to
qualify the traditional joystick system.
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Abstract—As exascale systems come online, more ways are
needed to keep them within reasonable power budgets. This
study aims to help uncover power advantages in algorithms likely
ubiquitous in high-performance workloads such as searching.
This study explored the power efficiency of binary search and
its ternary variant, comparing consumption under different
scenarios and workloads. Accurate modern on-chip integrated
voltage regulators were used to get reliable power measurements.
Results showed the binary version of the algorithm, which runs
slower but relies on a barrel-shifter circuit, to be more power
efficient in all studied scenarios offering an attractive time-power
tradeoff. The cumulative savings were significant and will likely
be valuable where the search may be a substantial fraction of
workloads, especially massive ones.
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exascale computing; barrel shifter

I. INTRODUCTION

The fastest supercomputers in the world today are capable
of solving problems at the petascale level, i.e., 1015 floating
point operations/second (flops). Complex simulations of more
realistic models are becoming less feasible on current petas-
cale supercomputers. These workloads need exascale (1018)
machines. The main obstacle to exascale was the projected
power consumption [1]–[4]. If petascale-era technology had
been scaled, it would have consumed absurd amounts of power
in the order of gigawatts. The US Defense Advanced Research
Projects Agency (DARPA) specified that the peak power
consumption should be below 20 megawatts (MW), which led
[4] to conclude that substantial advances in hardware, software,
and algorithms were needed to meet that requirement. Some
experts [5], [6] had predicted that a complete exascale system
would enter service by 2020. The first one that also meets the
DARPA provision arrived in 2022 [7]. The Frontier supercom-
puter (Oak Ridge National Lab, USA) made its official debut
on the 2022 Top500 list as the first supercomputer to exceed
1.0 exaflops [8], [9]. Engineers project reaching 1.5 exaflops
peak at 29 MW (19.33 MW/exaflop) [10].

The previous studies on power and energy reduction fo-
cused on architecture, chip technology, algorithm optimization,
and management. This study aims to explore the inherent
power advantages in algorithms, i.e., those stemming from the
method. It pays particular attention to the power (the time
rate), which once was an obstacle in the path to exascale
and likely will continue to be a significant concern. The work
relies on direct measurement and observations at the microar-
chitectural level. It encourages rethinking time optimization,
which has long been a classic interest in computing, as it may
sometimes interfere with the power concerns of systems where

saving power may be of primary interest. With those concerns
in mind, [11] examined the power efficiency of mergesort
against that of quicksort, the standard general-purpose sorting
algorithm. Their results showed that the power consumption
of the mergesort was significantly better than an optimized
quicksort when it exploited the barrel shifter, a digital binary
shift circuit, to do the partitioning phase. The barrel shifter
is a simple, power-efficient component in modern processors
utilized to perform powers (exponent) of two divisions and
multiplications in one clock cycle. The quicksort ran faster
on average, as expected. Hence switching sorting methods did
involve a time-power tradeoff.

The preceding encouraged a look into more algorithms that
rely on the shifter hardware to see if similar power trends hold
elsewhere. Accordingly, binary search should perhaps have
a power advantage against a ternary version since it divides
search lists by two, which could utilize the power-efficient
barrel shifter. This study attempts to investigate and quantify
that advantage. Binary search is a log-efficient procedure for
unordered querying an array of ordered keys based on an
implicit optimal binary tree [12, see S. 6.2], which is very
useful for multiple random queries. It is a significant part of
various general workloads [13]. Conceptually, it looks for a
key value X in a sorted list as follows:

if ( X == middle element )
X is found

else if ( X < middle element )
search 1st half of list using the same method

else
search 2nd half of list using the same method

A ternary search algorithm works as outlined next:

if ( X == middle1 element )
X is found

if ( X == middle2 element )
X is found

else if ( X < middle1 element )
search 1st third of list using the same method

else if ( X > middle2 element )
search 3rd third of list using the same method

else
search 2nd third of list using the same method

The rest of the paper is organized as follows: Section II
reviews related work in chronological order. Section III de-
scribes the experiments. In Section IV, findings are presented
and discussed. Finally, concluding remarks and suggestions for
further research are in Section V.

www.ijacsa.thesai.org 789 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

II. RELATED WORK

The research in [14]–[16] introduced a new energy man-
agement component and used it to select the best energy-
saving sorting algorithm on mobile platforms. The energy man-
agement component selects the best algorithm dynamically.
The results show good energy saving and encourage more
investigation.

The author in [17] presented a new methodology to
estimate power consumption for parallel computation in a
multicolor environment. They also prove that the total power
consumption for the computation is not equal to the sum of
each core individually. The results show that their measure-
ment accuracy was 95%. In [18], the author enhanced the
performance and energy consumption for a parallel program
running on the Intel Core i7-2600 processor by increasing the
data locality. They increased energy efficiency by more than
six times.

The author in [19] presented a methodology to predict
the energy consumption for algorithms using the algorithm
atomic operations analysis. They use it to evaluate the energy
consumption for the classical bubble sort algorithm. Their
prediction methodology accuracy was more than 95%. The
author in [20] used the scheduler control information to
estimate the needed number of cores to execute the waiting
program threads. Their results show some power savings. The
author in [21] developed a power-efficient algorithm based
on mathematical modeling for sorting on a mesh-connected
network that utilized an optical pyramid layout (on chips
equipped with optics capabilities). They showed a reduction in
energy consumption due to data movement based on energy
modeling vs. time. There was no direct assessment of power.
The author in [22] presented a new methodology to save power
in mobile platforms using Intel Core i5 processor by running
different workloads on a limited number of cores. They reduce
the power consumption by 40%.

In [23], the author presented a methodology to save power
consumption in multicore environments by reducing the thread
idle time. They applied it to the concurrent execution of ILU-
PACK (an LU decomposition software). The results showed
that they achieved good savings in power. In [24], the author
presented a new method to save energy by adopting an energy-
efficient I/O management approach in supercomputers. They
examined three radically different I/O schemes, including time
partitioning, dedicated cores, and dedicated nodes. They also
characterized how different configurations of the application
and the system can impact performance and energy con-
sumption. Reference [25] translated the CPU dissipated power
into tokens to select the best power-saving technique. The
dissipated power was predicted at cycle level and basic block
level. They enhanced the energy consumption by 11%.

The authors in [26] and [27] observed power efficiency
characteristics of the barrel shifter circuit in the context of
digital signal processing where powers of two divisions and
multiplications are dominant.

The author in [28] investigated power and energy consump-
tion of mergesort against that of quicksort running on the Intel
Xeon E5-2640 (Sandy Bridge). That study had two drawbacks.
First, it eliminated some, but not enough, side activities that
could contribute to the readings. Second, it relied on an older

part that did not support fine power control or detailed internal
instrumentation, including crucial cache activity information.
Nevertheless, their results identified a statistically significant
power advantage for basic mergesort. The author in [29], [30]
developed a methodology for evaluating power and energy
consumption on the NVIDIA Tesla K40c GPU and used it
to compare GPU-optimized bitonic mergesort and quicksort.
Their results showed that the mergesort outperformed quicksort
in power consumption. The bitonic mergesort was further
analyzed in [31] for power and energy consumption on the
NVIDIA platform. They identified the factors that caused the
mergesort to have a power advantage (in a follow-up study,
[32] showed that varying the block size on the GPU further
improved the power performance of the mergesort).

In [11], the author developed a rigorous experimental
procedure to eliminate sources that could taint measurements
based on a CPU with improved power instrumentation. They
showed natural mergesort to have a clear power advantage
against a highly optimized 3-way quicksort. A meta-analytical
comparison of the energy consumption of mergesort and quick-
sort was conducted in [33] based on an extensive literature
review that included [11]. The study concluded that there was
no significant difference in energy needs. Results in [11] had
earlier agreed on energy but found the mergesort to consume
less power based on direct measurement, stressing a concern
when two systems go through the same energy budget at
different rates. It is the basis of time-power tradeoffs. In
some applications, the time rate, i.e., power, is perhaps more
consequential.

III. EXPERIMENTAL DESIGN AND PROCEDURES

Realistic measurement of the power consumption of a
program running on a CPU is not easy. In a modern run
environment, a program runs on a CPU with many other pieces
of code that share the CPU and other resources. Programs run
on many CPU cores under OS control. Therefore environmen-
tal factors, which confound measurement that may credibly
be attributed to the experiment’s code, had to be eliminated.
Some challenges are not unlike those faced when profiling
program run time or studying the time behavior of an algo-
rithm. In addition, empirical assessment of power character-
istics presents extra challenges. Ambient and CPU-generated
heat act as thermal noise that can distort measurements. A
modern CPU actively manages power, adjusting its cooling fan
speeds, internal voltages, and frequencies to maintain health
and keep power consumption in check, which changes power
performance unpredictably. In this study, the authors strove
to eliminate as many external factors and sources of power
consumption as needed to ensure proper, consistent readings
that serve the purpose of the study. The classic generic iterative
versions of the binary and ternary search algorithms, hereafter
referred to as BS and TS, respectively, were used. Finally,
timing data was collected as an experimental control to verify
programming and expected complexity behavior.

The following describes the experimental environment, the
tools used to profile power, the executables that code the
algorithms, and the datasets and related test procedures.
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TABLE I. SPECIFICATIONS OF THE TEST BED WORKSTATION

Processor
Intel Xeon E5-2680 v3 (Haswell-EP)

12 Cores (24 Logical)
TDP Limit = 120 W

Cache Memory
L1/core: 32 KB Instruction, 32 KB Data

L2/core = 256 KB
L3 Shared = 30 MB

OS Linux Ubuntu 16.04 LTS 64-bit
Physical Memory (RAM) 8.00 GB

A. The Environment

The test bed machine was a FUJITSU HPC workstation
kept under consistent server-room conditions to control ambi-
ent thermal effects. Specifications are listed in TABLE I. The
experiments ran with the power supply fan ON. The processor
environment is an HPC-grade Intel Xeon CPU that appears in
machines such as the SGI ICE X supercluster, which ranked
40 in the 2015 Top500 list.

The following settings were applied to the CPU and the
OS to eliminate thermal noise and other factors that could
contaminate the power readings:

• Disabled hyper-threading (architectural optimization).

• Disabled power management options (architectural
optimization).

• Disabled the CPU fan to eliminate effects of cooling
(an external fan was used between runs to bring the
CPU back to a consistent initial thermal state).

• Closed unnecessary OS services and processes to run
the OS with minimum resources.

• Moved the necessary OS processes and services to
cores 2 and above to dedicate core 0 for the experi-
ments.

• Left core 1 idle to reduce thermal interference from
the other cores.

B. The Profiler

The Linux perf tool was used to profile the CPU. The pro-
filer, part of the Linux kernel, provides a wealth of information
about the CPU, including power and energy consumption. It
largely depends on the RAPL (running average power limiting)
interface, which, in turn, depends on the quality of CPU state
control and probe components embedded in the processor.
The HPC-grade 2600v3 Haswell-series, including the part
used in this work, featured [34]: 1) a shift from an indirect
model-based reporting to actual measurement based on fully
integrated voltage regulators (FIVR), and 2) the addition of per
core voltage regulators that control the frequency and power
states of cores individually. Previous generations relied on
one mainboard regulator to infer detailed information. A 2018
study found that RAPL closely matched plug power readings
in the Haswell architecture [35]. As a result, the profiler can
provide reliable, higher-resolution instrumentation on the Xeon
2680v3. The tool was configured to obtain an average of 300
runs and used the following command for each one.

perf stat -e power/energy-pkg ./algorithm

Fig. 1. Barrel Shifter Instructions SAR and SHR in Disassembled BS Code.

TABLE II. DATASETS AND RUN SCENARIOS

Dataset Size Number
Datasets

Number
Runs Total Runs

Set 1 48,000 20 300 20×300 = 6000
Set 2 64,000 20 300 20×300 = 6000
Set 3 512,000 20 300 20×300 = 6000
Set 4 8,000,000 20 300 20×300 = 6000

C. The Executable Files

The search code was generated using the GCC 64-bit com-
piler in release mode. All optimization options in the compiler
were disabled to avoid those that replace bare code with parts
optimized for specific architectural features. Optimizations do
not serve the purpose of the experiments. They may result in
readings that reflect the machine or the compiler more than
the algorithms in principle. The authors consider bare code a
fair rendition of the algorithm on machines from the same
instruction set architectural (ISA) style. Turning off power
features in an otherwise power-efficient CPU also fits that
concern. Finally, disassembled code from the BS executable
was examined to confirm that it utilized the shifter circuit
instructions to halve the sizes of search lists (Fig. 1).

TABLE IV shows the average power consumption for
various dataset sizes under the different run scenarios for
each search algorithm. The averages were calculated from 290
runs/list (after discarding the first ten of 300) for 20 different
lists. So each power value in the table represents 5800 runs.
Fig. 2 show these findings comparatively.
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(a) Similar-Iterations

(b) Single-Element

(c) All-Elements

Fig. 2. Average Power Consumption in Watts for Search Scenarios.

TABLE III. NUMBER OF ITERATIONS FOR SIMILAR-ITERATIONS AND
SINGLE-ELEMENT SEARCH SCENARIOS

Dataset Size Similar-Iterations Single-Element
BS TS BS TS

48k 9 9 14 9
64k 9 9 16 9
512k 11 11 19 11
8M 15 15 23 15

D. The Datasets

Lists of unique random integers, sorted in ascending order,
were generated in four size sets, each comprising 20 different
lists. Each dataset ran 300 times for a total number of 24,000
runs. The first ten runs/dataset were discarded to avoid effects
from the initial thermal state of the CPU. See TABLE II for a
summary of the datasets and run scenarios.

The authors chose 300 after running test trials and found
that averages tended to start converging after 230 runs. Dataset
sizes were chosen based on cache miss data from [11], where
they used the same CPU. Some experimentation with different
sizes confirmed that power readings for datasets located in the
same cache level were reasonably similar. So sizes were based
on crossing L1, L2, and L3 cache boundaries. Sizes of sets 1
and 2 represent lists in L1 and L2, respectively, and those of
sets 3 and 4 represent small and large lists in the L3 cache,
taking care not to cross over to DRAM. The DRAM was ex-
cluded for two reasons. First, to maintain comparable readings
since the on-chip SRAM-based cache levels likely share the
same physical characteristics, hence the power profile. Second,
to better discern effects from algorithmic operations that the
off-chip DRAM access may further drown. Data movement
along communication links is a known prominent contributor
to power consumption, so the decision works for the authors’
approach to emphasizing the algorithm.

IV. RESULTS AND DISCUSSION

To avoid unpredictable effects from the best and worst
cases on averages and to gain better insights, the experiments
ran in three controlled search scenarios:

1) Similar-iterations search: The scenario picks an
element near the middle of the randomly-generated
list, then calculates the iterations needed to find this
element. Each algorithm needs a different number of
iterations to find it. The smallest is selected to set both
to run iterations equal to that number. For example,
if BS needed nine iterations and TS needed eleven,
both are set to run nine iterations. It represents the
minimum run cost to find the key. It also quantifies
the power cost of searches/finds that take the same
amount of iterating, which may be a fair basis to com-
pare the algorithms. TABLE III shows the number of
iterations used for this scenario.

2) Single-element search: Again, set the two algorithms
to search for an element near the middle of the list.
Here each algorithm runs all the needed iterations to
find it. This scenario quantifies the full cost of a find
that can compare with the first scenario. The number
of iterations for this scenario is in TABLE III.
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TABLE IV. AVERAGE POWER IN WATTS (COLUMN ∆% SHOWS PERCENT INCREASE FROM BS TO TS)

Dataset Similar Iterations Single Element All Elements
Size BS TS ∆% BS TS ∆% BS TS ∆%
48k 16.08 16.21 0.81 15.23 16.18 6.24 22.65 28.77 27.02
64k 16.06 16.31 1.56 16.20 16.33 0.80 24.80 26.48 6.77

512k 16.08 16.22 0.87 16.11 16.49 2.36 24.90 25.13 0.92
8M 16.07 16.26 1.18 15.85 15.92 0.44 27.78 28.03 0.90

3) All-element search: This scenario sets each algo-
rithm to search for all the elements in the dataset
in each run. For example, if the dataset size is 100,
the algorithm searches for element 1, then 2, until
100. Some element locations are the worst for the
algorithms, while others are the best. The power
consumption of all searches is measured to avoid
the impact of the element’s location on the power
consumption and averaged to find the average power
consumption for all the positions for each algorithm.

The results show that BS was consistently more power
efficient, with slim margins in the similar-iterations and single-
element search scenarios (datapoint 64k-single-element ap-
pears anomalous). Power savings, however, were substantial
in the all-elements case. The savings seem to depend on the
cache level. They seem to diminish as the computation spills
to the next cache level and then stabilize at around 1% in L3.

Before discussing the results, readers are minded that both
algorithms are incredibly fast, with TS holding a slight runtime
edge. They go quickly through keys to reach either a found
or not found outcome. The run times are comparable since
both belong to the logarithmic efficiency class (TS in base
3, hence its edge). Therefore, it is perhaps unsurprising to
see close power readings in the similar-iterations and single-
element search scenarios. They both depict an isolated query.
Notably, BS still manages to hold a consistent edge in power
consumption. In the similar-iterations case, had BS taken as
few iterations as TS, it would have consumed less power, i.e.,
it had a lower power cost of iterating. The all-elements search
scenario paints a more realistic picture of what to expect as a
cumulative effect likely to be experienced during an extended
period. It is where those seemingly minor differences observed
in the other two scenarios come into play.

Furthermore, cache memory interferes with the run time
performance of the binary search (likewise the TLB, if DRAM
is involved) [13]. With large subarrays, binary search is prone
to generating indices to elements in distant memory. The
effects of weaker locality increase as datasets grow in size.
Power consumption should follow a similar trend. Power
overheads due to cache miss rise as more physical circuits are
engaged to satisfy the misses. Interactions with cache memory
generally may explain the decline in power savings as the
effects from misses increase. Therefore, limiting list sizes was
conducive to the aims of the experiments. The L1 cache is
expected to yield the most realistic view of power from the
algorithmic operations since it suffers the least from the power
overheads of misses.

Little differences in power consumption may not look
promising when viewed from a single application standpoint.
In a large-scale system, however, the cumulative effect should
be significant, especially for a computation likely a good frac-

tion of the general workload for extended times like searching.
The savings may be substantial, which may be more valuable
for a power-sensitive system like an exascale supercomputer.
Moreover, those savings were really due to the algorithm.
BS calls for an inherently inexpensive operation on a binary
computer, which reflects in simple power-efficient hardware,
not the other way around. If not mindful, it may be tempting
to pick the ternary version to speed up runs, especially since
the cost of implementation is negligible.

The findings seem to support the idea that some algorithms
have a power (not energy necessarily) advantage over those
that need to work harder, i.e., expend energy at a higher rate,
to achieve the same results. The inherent power efficiency of
an operation reflects in the hardware, as is the case with the
division by two on a binary device. One may expect an algo-
rithm that relies on that operation to be more power efficient.
This observation should be interesting where power savings
are more significant than some runtime gains, such as those
offered by TS. Eventually, interactions with microarchitectural
features, such as those underlying the memory, may erode
those savings in the real world. However, the savings can add
up system-wide in pervasive computations. Thus a massive
exascale system may be in a better position to benefit from the
cumulative savings. Mobile systems should also benefit from
power-focused optimizations since they relate to the critical
concern of how quickly a battery drains. A power-efficient
workload helps a smaller (lighter) battery go a long way.

V. CONCLUSIONS

This work experimentally explored the power efficiency
of two variants of binary search: the classic binary decision
(BS) and the faster-running ternary decision version (TS),
both in the same time efficiency class. The authors tuned the
experimental environment to focus on the search code while
eliminating other run environment factors. Under the exper-
imental conditions, the results showed that BS outperformed
TS in power consumption under different search scenarios. The
BS could take advantage of the more efficient shift hardware.
The findings seem to corroborate the authors’ initial suspi-
cions about BS, which stemmed from work reported in [11].
The savings in BS were likely inconsequential for individual
searches, but the cumulative effects may be significant.

The study has been an early attempt to establish the binary
decision version of binary search as a preferred alternative
for exascale applications. It quantified a power advantage and
exposed a potentially interesting tradeoff with time, especially
from a workload-wide view. Further investigation with differ-
ent scenarios and environments may be needed to argue that
the reported findings stem from the method (algorithmic) rather
than the run environment, i.e., a binary decision is inherently
efficient in terms of power consumption on any binary com-
puter. Future investigations in other processor environments

www.ijacsa.thesai.org 793 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

would be interesting, for example, later core processors or
GPUs whose importance in HPC continues to grow. Higher
resolution instrumentation and better reporting tools should
provide deeper insights. Such studies may uncover trends
independent of architecture. Eliminating other microarchitec-
tural interferences help further amplify behaviors due to the
algorithm. For example, basic binary search is quite branchy,
so it may be helpful to turn off branch prediction. Other
algorithms that rely on the binary shift hardware may be
worth exploring. Finally, this work focused on average power.
It may be interesting to observe peak power, which should
be of interest from a system-wide workload in a massive
supercomputer viewpoint.
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Abstract—Identity certificate is an endorsement of identity
attributes from an authority issuer, and plays a critical role in
many digital applications such as electronic banking. However,
the existing certificate schemes have two weaknesses: (1) a
certificate is valid only for a short period due to expiry of
the issuer’s private key, and (2) privacy leaks because all the
attributes have to be disclosed in the attribute verification process.
To overcome the weaknesses, this paper proposes a blockchain-
based certificate scheme called CertOracle. Specifically, CertOr-
acle allows a traditional certificate owner to encrypt the off-
chain certificate attributes with fully homomorphic encryption
algorithms. Then, the uploading protocol in CertOracle enables
to post the encrypted off-chain attributes into the blockchain
via a blockchain oracle in an authenticated way, i.e., the off-
chain attributes and on-chain encrypted attributes are consistent.
Finally, the attribute verification protocol in CertOracle enables
anyone to verify any set of on-chain attributes under the control
of the attribute owner. As the on-chain certificate attributes
are immutable forever, a traditional short-term certificate is
transformed into a long-term one. Besides, the owner of the on-
chain certificate attributes can arbitrarily select his/her attributes
to meet the requirements of target applications, i.e., the on-chain
certificate has the self-sovereign merit. Moreover, the proposed
scheme is implemented with fully homomorphic encryption and
secure two-party computation algorithms, and its experiments
show that it is viable in terms of computation time and commu-
nication overhead.

Keywords—Digital certificate; blockchain oracle; fully homo-
morphic encryption; secure two-party computation

I. INTRODUCTION

As an important way to identify persons or other objects,
an identity certificate is a set of electronic credentials that are
used to verify the certificate owner’s identity. It can be an
electronic ID card, an electronic graduation certificate, a health
certificate, or other identity certificate issued by a Certificate
Authority(CA) such as a government, university, hospital, etc.
Since most digital identity schemes use digital certificates to
uniquely identify people on the Internet, this will lead to the
frequent use of digital certificates in daily lives.

Most existing digital certificate schemes are based on
public-key cryptography. During the issuance of a certificate,
the CA’s private key will be used to sign on the attributes
of the certificate. However, according to the specification of
NIST, the private key of CA should be updated within three
years [1], otherwise the security of certificate scheme may
be compromised. Usually, the period of a private source-
authentication key, such as signing key, is the same as the
period of associated public key. Therefore, once the key of
CA is refreshed, the verification on previously issued digital

certificates (e.g., electronic ID card or electronic graduation
certificate) may fail, and hence cause inconvenience or security
vulnerability. Therefore, it’s necessary to extend the life cycle
of these digital certificates and verify identity attributes even
if the CA’s private key has expired.

Usually, digital identity certificates contain multiple user
attributes, including user’s private information. When users
want to use certain services supported by verifiers, they have
to present a part of attributes in their certificates. However,
if the identity certificate is presented straightforwardly, all
the attributes in the certificate will also be exposed. This
is a coarse-grained representation that does not satisfy the
principle of least leakage. Meanwhile, someone can’t verify
the certificate’s authenticity when only some attributes of the
certificate are displayed. Therefore, it is necessary to propose
a method to perform fine-grained verification of attributes in
certificate.

To solve the above problems of expiry of CA’s private
key and privacy leakage of user’s attributes, Self-Sovereign
Identity(SSI) [2] solutions are proposed to enable the owners to
control their attributes with decentralized technologies [3] such
as blockchain or distributed ledger. Presently, there are many
mature decentralized identity schemes, such as Hyperledger
Indy and Civic built on consortium blockchains and ION
built on public blockchains. However, these proposed solutions
mostly rely on on-chain issuers. It is difficult for them to tackle
the off-chain certificates, i.e., the traditional digital identity
certificates.

Since the blockchain is characterized by decentralization,
immutability and openness, the on-chain certificate lifetime
will be extended to long-term. Nonetheless, since the informa-
tion on the blockchain is public and traceable, storing digital
certificates on the blockchain in plaintext can lead to pri-
vacy leakage. Therefore, the attributes of on-chain certificates
should be encrypted. To ensure the encrypted traditional certifi-
cates are uploaded into a blockchain authentically, blockchain
oracle can be played as a middleware role in building a bridge
between off-chain and on-chain.

This paper presents CertOracle, a management scheme
for long-term and fine-grained certificates by transforming
an off-chain traditional digital certificate into an on-chain
certificate. Technically, CertOracle enables users to encrypt
their digital certificates by themselves and ensures that the en-
crypted identity certificate is uploaded into the blockchain in an
authentic way via a blockchain oracle. The on-chain encrypted
attributes can be arbitrarily selected for verification under
the control of the attribute owner. CertOracle ensures that
on-chain certificate attributes are fine-grained verifiable and
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long-term. Additionally, CertOracle is implemented with fully
homomorphic encryption and secure two-party computation
algorithms, and the experiments demonstrate that CertOracle
is practical.

The remainder of this paper is organized as follows. Section
II shows recent work. Section III introduces the preliminaries.
Section IV describes the system model, security model, and
the protocol details of CertOracle. Section V analyzes Cer-
tOracle. Section VI elaborates the CertOracle implementation
and evaluates CertOracle with abundant experiments. Finally,
Section VII draws conclusions.

II. RELATED WORK

To feed blockchain with encrypted certificates, blockchain
oracles need to verify the correctness of the encrypted cer-
tificate. According to recent research, the implementation of
blockchain oracles could be divided into three categories [4]:
TLS-based scheme, Enclave-based scheme, and Voting-based
scheme.

TLS-based schemes are conducted to construct a protocol
based on Transport Layers Security (TLS), such as TLS-
N [5], DECO [6], etc. TLS is a protocol instrumented to
guarantee message integrity and server authentication through
the exchange of certificates during TLS-handshake. TLS-N, as
a practical and decentralized blockchain oracle, enhances the
audibility and reliability of web content based on the TLS.
However, the scheme is less deployable, which requires some
improvements to TLS. Therefore, DECO proposes a three-
party protocol based on modifications of TLS client, which
minimizes the modification requirements of the TLS proto-
col and enhances compatibility. CanDID [7] uses TLS-based
oracles to fetch identity information securely from outside
systems. However, the oracles are not viable for protecting
the digital identity certificates issued by traditional identity
systems.

Enclave-based oracle is constructed with Trusted Execution
Environment (TEE), such as Intel Software Guard Exten-
sions(Intel SGX) and TrustZone. Using the technology of
Intel SGX, Town Crier [8] can encrypt and decrypt data
requests from smart contracts and external data from data
sources, securely managing sensitive information. But Town
Crier highly depends on the trusted execution environment and
may be vulnerable to side-channel attack [9].

Voting-based schemes, such as Augur, Oraclize [10],
Chainlink [11] and Augur [12], motivate oracles to vote
for data honestly through monetary rewards and penalties.
Oraclize provides proof for the data it fetches, ensuring that
the original data source is real and untampered. But its
centralized model cannot guarantee that the service will always
be available. ChainLink is a decentralized oracle solution on
Ethereum. By querying multiple sources, ChainLink can avoid
dependency of a single oracle. Augur is a prediction market
platform oracle built on Ethereum. It allows users to vote
on information from the outside world based on their tokens.
Therefore, the prediction accuracy is limited by the scale of
the platform, and the uneven distribution of tokens affects the
credibility of results. Apart from that, voting-based schemes do
not provide authenticity of the data and are not suitable when
data is not publicly available, especially digital certificates.

III. PRELIMINARIES

A. Digital Certificate

Digital certificate such as X.509 [13] is an electronic
document issued by CA. Since the user’s digital identity
certificate is issued by a trusted center, it can be used to
prove personal attributes such as age, gender, and country.
To produce a certificate, the attributes will be compressed
using a one-way hash algorithm such as 256-bit Secure Hash
Algorithms (SHA256) [14] first. Then a CA adopts a digital
signature algorithm such as ECDSA and its private key to sign
on the hash value. As a result, anyone can verify the signature
with the CA’s public key.

Taking the hash algorithm SHA256 and digital signature
algorithm RSA as examples, CA chooses randomly two large
prime numbers p and q, and computes N = pq and ϕ =
(p − 1)(q − 1) first. Secondly, it chooses a random integer
e(1 < e < ϕ), so that gcd(e, ϕ) = 1, and computes d(1 <
d < ϕ), so that ed ≡ 1 mod ϕ. Then CA owns public key
(N, e) and private key d. Thirdly, to generate hash value of
certificate content M with l bits, CA adds a bit “1” at the
end of the message, then add k “0”, and finally, fills in 64
bits representing the length of the message. k is the smallest
non-negative integer that satisfies:

l + 1 + k + 64 = 0 mod 512

The padded message is divided into several message blocks
M0,M1, · · · ,Mn in unit of 512 bits, and the Mi is en-
coded using big-endian and represented as W 0

i ,W
1
i , · · · ,W 15

i .
Then CA construct Wi tables for every block according to
W 0

i ,W
1
i , · · · ,W 15

i . Then, for t = 16 . . . 64,

W t = σ1(W
t−2) +W t−7 + σ0(W

t−15) +W t−16

After initializing A . . .H , CA runs 64 rounds of com-
pression function with Wi table for every block, denoted as
A64 . . . H64 = Com(A . . .H,Wi), where Com(·) is the hash
operation of one block. The A64 . . . H64 will be assigned
to A . . .H for compressing the next message block. After
performing Com(·) on every block sequentially, CA gets the
hash value h.

Finally, CA computes σ = hd mod N (Hereafter, we omit
the padding processing in the digital signature algorithm for
the sake of simplicity) and obtains σ as signature. To verify
the signature, any entity can compute h = σe mod N and
calculate h′ using SHA256 with certificate to be verified. If
the value of h = h′, it means that the certificate has not been
tampered with and is indeed issued by the CA.

B. Secure Multi-Party Computation

Secure multi-party computation (SMPC) protocol [15], is
a cryptographic primitive that allows several participants to
jointly calculate some functions and outputs correct results
without revealing the original input data of the participants.
It is suitable for distributed networks like blockchain because
it deals with security and trust issues in a distributed environ-
ment.

As the simplest one in SMPC, a two-party computation
(2PC) ensures that two non-trusted parties attempt to se-
curely evaluate a function. Technically, it specifies a random
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process that maps pairs of inputs to pairs of outputs, i.e.,
f : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ × {0, 1}∗, where each party
has one private input and one output. For example, Goldreich-
Micali-Wigderson (GMW) [16] protocol is a secret-shared-
based 2PC scheme and can evaluate NOT, XOR and AND.
For instance, for an XOR gate with input values x = {xi}
and y = {yi} and output value z = {zi}, two parties can
compute their shares of the output value as zi = xi ⊕ yi
locally, where ⊕ is eXclusive OR (XOR). The evaluation of
AND gate can be achieved using multiplication triples [17].
Multiplication triples are random shares {ai, bi, ci}, i ∈ {1, 2}
with (c1⊕ c2) = (a1⊕ a2)∧ (b1⊕ b2). They can be generated
using 1-out-of-4 oblivious transfer protocol in the offline set-up
phase which precedes the online phase. During online phase,
the parties can use these multiplication triples to mask the input
shares of the AND gate. Both parties exchange ui = xi ⊕ ai
and vi = yi ⊕ bi, and compute u = u1 ⊕ u2 and v = v1 ⊕ v2.
Then the output can be computed as

z1 = (u ∧ v)⊕ (b1 ∧ u)⊕ (a1 ∧ v)⊕ c1 (1)

and
z2 = (b2 ∧ u)⊕ (a2 ∧ v)⊕ c2 (2)

for each party from their private input x and y.

C. Fully Homomorphic Encryption

A Fully homomorphic encryption(FHE) scheme allows ho-
momorphic evaluation of ciphertext addition and multiplication
an arbitrary amount of times without decrypting the ciphertext
or revealing the secret key [18]. That is to say, for any
messages x and y, and a constant α,

FHE(αx+ y) = FHE(α) · FHE(x) + FHE(y) (3)

for a fully homomorphic encryption algorithm FHE(·).
TFHE(Torus-FHE) [20] is the third generation of FHE

based on the hardness of Learning with Errors(LWE) problem
and its ring variant(Ring LWE). Running over the real Torus
T = R mod 1, TFHE can fix the message space as a discrete
subset M ⊆ T. A message µ ∈ M can be encrypted by
computing

b = s · a+ µ+ e (4)

where s ∈ {0, 1}n is the secret key, a ∈ Tn is uniformly
random and e is sampled from an error distribution over T.
Then, the ciphertext is a pair c = (b, a) ∈ Tn+1. In order to
decrypt, phase φs is introduced to compute

φs(c) = b− a · s (5)

After rounding φs(c) to the nearest point in M, message
µ can be obtained.

TFHE can transform an arbitrary function into a boolean
circuit, then uses bit-wise homomorphic evaluation on cipher-
text c1, c2 as each gate’s input. For example, the AND gate
in TFHE is done by evaluating c = BootsAND(c1, c2, bk), in
which bk is a key used for bootstrapping. Other operations
are also supported with similar gate operations, such as NOT,
NAND, OR, XOR, etc. Since TFHE can evaluate arbitrary
boolean circuits, it is very suitable for functions that can be
represented by several logical operations.

IV. THE PRESENT SCHEME CERTORACLE

CertOracle aims to feed the blockchain-based system with
encrypted identify attributes so as to provide long-term self-
sovereign identity. That is to say, the on-chain encrypted
attributes can be used for fine-grained verification, ensuring
that the attribute holder can have complete autonomy over their
personal identity attributes for a long time. Thus, the scheme
shall achieve the following goals:

• Privacy: The user’s attributes in certificate are pro-
tected during the on-chaining process and on the
chain.

• Unforgeability: The user’s encrypted on-chain certifi-
cate attributes are verifiable as the traditional certifi-
cates and cannot be forged when uploading.

• Fine-grained verification: The on-chain attributes
of certificates can be verified in a fine-grained way
securely.

The parameters of CertOracle are shown in Table I.

TABLE I. NOTATIONS

Variable Definition
Attri : The i-th attribute
Vi : The i-th attribute set V
hi : The i-th bit of hash value h
X′ : The FHE encryption of a message X

X̂ : The obfuscated value of a message X
{Xi} : Vector X = {X0, X1, . . . , X|X|−1}
cert : Identity certificate
σ : Signature of a certificate

A. System Model

As shown in Fig. 1, the blockchain-based identity system
supports the management and control of users’ identities.
When a user has a digital identity certificate generated by an
off-chain CA, he/she can upload the digital identity certifi-
cate to the system through blockchain oracle of CertOracle.
To ensure users’ self-sovereign of the on-chain certificates,
CertOracle permits users to encrypt private information of
digital certificates by themselves. Technically, oracle verifies
the encrypted certificate, in order to confirm that the on-chain
certificate is produced authentically. Then any verifier can
check the selected attributes in a trusted and privacy-preserving
way.

With reference to Fig. 1, CertOracle includes four compo-
nents as follows.

• User: A user owns a certificate which can be rep-
resented as cert = (ID,M, σ), where ID is an
identifier of the user, M is the attributes of certificate
and σ is signature generated by CA. M can be seen as
an array of {Attri, Vi}, where Vi is the value of the
attribute Attri, and signature σ = sign(hash(M))
for attributes in the certificate with hash algorithm
hash(·) and signing algorithm sign(·). The user has
a pair of self-generated FHE keys (pkU , skU ), and
can cooperate with the oracle to prove his encrypted
attributes in the certificate.
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Fig. 1. The System Model of CertOracle.

• Oracle: Oracle has the trusted public keys of the
CAs so as to verify the signatures of the certificates.
In addition, by cooperating with users, oracle will
prove/disapprove the encrypted certificate submitted
from the user.

• Smart Contract: It can upload the encrypted attributes
of certificates after attributes verification. Meanwhile,
It can fetch any set of on-chain attributes and provide
them to the verifier to check user’s claims.

• Verifier: When a user likes to prove his attributes to
a verifier, a verifier can validate on-chain encrypted
attributes by interacting with the user and smart con-
tract.

B. Security Model

With reference to Fig. 1, there are 5 components or
participants. CA is assumed to be honest and trusted by
all. However, CA’s private key may be updated irregularly,
resulting in a decrease in the credibility of the old digital
certificate. Therefore, only when the CA’s private key is valid,
the digital certificate issued by the CA is credible, otherwise
the verification of the previously issued digital certificate will
be considered to be unreliable. The security assumptions of
the other components are as follows:

• Oracle is semi-honest. It honestly follows the protocol
of CertOracle and will not be corrupted by users, but is
curious about the personal attributes of the certificate.

• User is untrustworthy. A malicious user wants to
1) upload a forged digital certificate to blockchain
through oracle; 2) deceive the verifier with fake at-
tributes in order to obtain unauthorized services. In
addition, the ciphertexts sent to the user are assumed
to be well-formed. This assumption can be met with
padding such as OAEP (Optimal Asymmetric Encryp-
tion Padding).

• Smart contract, as a part of the blockchain system, is
trusted and can provide reliable services.

• Verifier is semi-honest. He follows the protocol to
verify some attributes of the users but attempts to
obtain user’s attributes that do not need to be verified

C. CertOracle Protocol

In Fig. 1, CertOracle comprises of four phases. 1) Ini-
tialization (Phase I) configures the parameters in CertOracle;
2) Proof generation (Phase II) validates the authenticity of
the encrypted certificate; 3) On-chaining (Phase III) uploads
the verified attributes in the certificate; 4) Attribute verifica-
tion (Phase IV) checks the on-chain encryption of the user
attributes. In this protocol, assume that the size of hash value
is (n1 +1). Without loss of generality, assume every attribute
is binary, and the number of attributes is (n2 + 1).

1) Phase I (Initialization): In the initialization stage, a user
firstly sends a request to establish a connection with the oracle,
and runs FHE key generation function to get public/private key
pair (pkU , skU ). The user keeps the private key skU during
the proof generation and verification process for the encrypted
attributes, and publishes the public key pkU to oracle. Then
the user encrypts some private attributes {Attri, Vi} in cert
bit by bit using pkU , and publishes other attributes of certifi-
cate, such as Version, Certificate Serial Number, Algorithm
Identifier, and Validity Period in Certificate Information in
the certificate format like X.509. In this paper, the public
attributes are omitted, unless otherwise stated. Denote the
ciphertexts V ′

0 , V
′
1 , . . . , V

′
n2

. Denote the encrypted certificate
cert′ = (ID, {Attr0, V

′
0}, . . . , {Attrn2

, V ′
n2
}, σ). The user

constructs ProofRequest as

(op, ID, {Attr0, V
′
0}, . . . , {Attrn2

, V ′
n2
}, pkU , σ)

and sends ProofRequest to the oracle. In ProofRequest,
op is the operations on each attribute {Attrj , V

′
j }, such as

Insert, Update and Delete operation on attributes.

After receiving ProofRequest, the oracle will verify the
signature σ against the encryption of attributes. To this end,
the oracle calculates the hash value of the ciphertext and runs
the signature verification function with the public key of CA.
If the verification result is positive and the certificate is not on
the blockchain, the oracle starts to run the following phases.

2) Phase II (Proof Generation): For any digital certificate
generated from the hash-then-sign algorithm, the proof process
of CertOracle can be divided into two solutions. If the user
cannot keep connected with the oracle during proof genera-
tion, non-interactive proof protocol can be used; otherwise,
interactive proof protocol is recommended

Non-interactive proof protocol: As shown in Fig. 2, if
user can not stay online during proof generation, the ora-
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Fig. 2. The Non-Interactive Proof Protocol in CertOracle.

cle utilizes properties of fully homomorphic encryption to
realize the proof process. Specifically, the oracle holds the
cert′ = (ID, {Attri, V ′

0}, . . . , {Attrn2
, V ′

n2
}, σ). It uses pkU

to encrypt each attribute {Attri, Vi} bit by bit.

To calculate the hash value of the fully homomorphic
encryption of the certificate attributes, the oracle will run
algorithm FHEsha whose input is the encryption of messages
and whose output is the fully homomorphic encryption of hash
of the messages1. That is to say, the oracle gets the encrypted
hash

h′ = {h′
0, h

′
1, . . . , h

′
n1
} = FHEsha(V ′

1 , V
′
2 , . . . , V

′
n2
) (6)

where V ′
i is an FHE encryption of the ith-bit message Vi,

and h′
i is an FHE encryption of the ith-bit of the hash value

h = hash(V0, V1, . . . , Vn2
).

Moreover, the oracle generates two random arrays A =
{a0, a1, . . . , an1

}, and B = {b0, b1, . . . , bn1
}, and encrypts A

and B to A′ = {a′0, a′1, . . . , a′n1
} and B′ = {b′0, b′1, . . . , b′n1

}
using user’s public key pkU respectively, for all i =
0, 1, . . . , n1,

a′i = FHEencrypt(ai) and b′i = FHEencrypt(bi) (7)

and obfuscates h′ as 2

ĥ′
i = a′i · h′

i + b′i. (8)

Oracle can pack3 {ĥ′
i} into ĥ′ and pad the ciphertext by4

BLOB = FHEencrypt(2k) · ĥ′ + ĥ′, (9)

in which k is the number of bits of ĥ′, and obtains a blob
equivalent to ĥ′||ĥ′.

1A hash function of plaintext can be translated into the encryption of
the hash function of FHE ciphertext with google transpiler. Please refer to
https://research.google/pubs/pub50428/

2{h′
i} can be obfuscated in batch for quick process in Eq.8. Similar for

{V ′
i } in Eq.12 and {∆′

i} in Eq.15.
3Multiple LWE ciphertexts can be packeted into a ciphertext.
4Assume that the value of ĥ is less than half of the FHE domain. Similar

for V̂ in Eq.13 and ∆̂ in Eq.16

Afterwards, the oracle sends BLOB to the user for de-
crypting. The user uses his skU to decrypt the BLOB by

blob = FHEdecrypt(BLOB) (10)

and determines that the blob conformed to the format of
ĥ||ĥ. If the format is correct, the user returns ĥ. The oracle
can recover

hi = (ĥi − bi)/ai (11)

and the hash value h = {h0, h1, . . . , hn1} for proving the
authenticity of the encryption {V ′

i } of the certificate attributes.

Fig. 3. The Interactive Proof in CertOracle.

Interactive proof protocol: as shown in Fig. 3, the oracle
will interactive with the user using secure two-party compu-
tation based on secret sharing. The oracle holds the cert′ =
(ID, {Attr0, V

′
0}, . . . , {Attrn2

, V ′
n2
}, σ). Similar to the non-

interactive solution, the oracle generates two random arrays
A = {a0, a1, . . . , an2}, B = {b0, b1, . . . , bn2}, and encrypts
them to A′ = {a′0, a′1, . . . , a′n2

}, B′ = {b′0, b′1, . . . , b′n2
} using

pkU as Eq.7. The oracle obfuscates the encrypted attribute V ′

as
V̂ ′
i = a′i · V ′

i + b′i (12)

After obfuscating, the oracle can pack {V̂ ′
i } into V̂ ′ and

send the padded ciphertext

BLOB = FHEencrypt(2k) · V̂ ′ + V̂ ′, (13)

in which k is the number of bits of V̂ ′, to the user. The user
uses skU to decrypt BLOB according to Eq.10 and determines
that the blob is equivalent to V̂ ||V̂ , that is, equivalent to
{V̂i}||{V̂i}.

To calculate the digest value of the encrypted certificate,
the oracle and user jointly run 2PCsha based on boolean
sharing. According to Subsection III-B, the user provides
{V̂i} and the oracle provides A = {a0, a1, . . . , an2} and
B = {b0, b1, . . . , bn2} to complete the 2PCsha protocol.

{h0, . . . , hn1
} = 2PCsha

( V̂0 − b0
a0

, . . . ,
V̂n2

− bn2

an2

)
(14)

In the 2PCsha scheme, the deobfuscation circuit will se-
curely produce Vi = V̂i − bi)/ai in the internal wires of the
boolean circuit, and then perform the hash circuit to output the
hash value h for attribute proof.
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Fig. 4. The Workflow of Attribute Verification.

3) Phase III (On-Chaining): After recovering the hash
value h, the oracle can check the authenticity of the certificate
signature with the signature verification algorithm. If and only
if the recovered hash h matches the signature, the oracle de-
termines that {Attr0, V ′

0}, {Attr1, V
′
1}, . . . , {Attrn2 , V

′
n2
} in

ProofRequest are authentic and then uploads the encrypted
certificate to the blockchain.

After oracle generates the proof of the encrypted certificate,
smart contract checks if the user has certificate attributes on the
blockchain. If not, it creates a DID (Distributed IDentity) for
the user. If the user already exists, the smart contract verifies
whether the user has permission to perform the specified
operation through op such as Insert, updates or deletes the
corresponding attributes in the blockchain.

4) Phase IV (Attribute Verification): As the certificate
attributes are encrypted and stored in the blockchain, anyone
can query and verify user’s attributes publicly without compro-
mising the privacy of the attribute owner. Furthermore, in order
to meet the requirement of self-sovereign identity, querying
and verifying need the assistance of the owner as shown in
Fig. 4.

Technically, when the verifier needs to check whether the
value of the attribute Attrj is Sj , j = 0, 1, . . . , n3, n3 ≤ n2,
it will encrypt Sj to S′

j using the user’s public key pkU .
After that, the verifier generates two random arrays A =
{a0, a1, . . . , an3} and B = {b0, b1, . . . , bn3}, and retrieves the
encryption V ′

j of the attribute Attrj from the blockchain. To
securely authenticate the user, the verifier computes

∆̂′
i = ∆′

i · a′i + b′i (15)

where a′i, b
′
i are ciphertext of ai, bi according to Eq.7 and

∆′
i represents ith-bit of S′

j −V ′
j . Then the verifier packs {∆̂′

i}
into ∆̂′ and sends padded blob

BLOB = FHEencrypt(2k) · ∆̂′ + ∆̂′, (16)

in which k is the number of bits of ∆̂′, to the user.

After the user decrypts BLOB with private key skU ,
confirms that the decryption result conforms to the structure
of ∆̂||∆̂, and returns the obfuscated plaintext ∆̂ to the verifier,
the verifier deobfuscates ∆̂i as

∆i = (∆̂i − bi)/ai. (17)

The verifier confirms the selected attributes of the user if
and only if all the ∆i are 0 (The decision policies may depend
on the applications).

V. ANALYSIS OF CERTORACLE

As trust in identity certificates is transferred to the
blockchain, the life cycle of these certificates can be extended
to be the same as the lifetime of the blockchain. So these
certificates become long-term certificates. This section dis-
cusses how CertOracle meets the goals to enable long-term
self-sovereign certificates.

A. Privacy

In our protocol, the attributes of the certificate are en-
crypted bit by bit using TFHE. The attributes of on-chain
certificates are protected to guarantee user’s self-sovereign
over his identity. When CertOracle is running, oracle is semi-
honest. It wants to know the plaintext of encrypted attributes in
ProofRequest. Since oracle just gets pkU , it cannot learn the
plaintext Vi from {Attri, V

′
i }. Meanwhile, oracle can’t know

the plaintext of V ′
1 , V

′
2 , . . . , V

′
n2

through hash because of the
non-reversibility of hash function.

In the non-interactive solution, the security is based on
TFHE. There are many bit-wise operations in hash function.
With the public key pkU , the oracle of CertOracle can encrypt
the attributes of certificate bit by bit so that it can calculate
the hash value of the ciphertext message by itself. In the
interactive solution, the security of the scheme is based on
the GMW protocol. During 2PCsha, V̂i, A, and B are shared
between oracle and user using boolean sharing. Thus, they
look like uniformly distributed random data and this prevents
the leakage of the data. A semi-honest adversary corrupting at
most one of the participants can just observe secret shares of
other’s inputs. Meanwhile, the oracle can’t learn the internal
states of the circuit.

Moreover, we pad the output of Eq. 8, Eq. 12 and Eq. 15,
that is, repeat the plaintext before encrypting it. By letting the
decryptor check whether the decryption result meets a specific
format, our system is resistant to potential fault injection
attacks [19] from oracles and verifier.

B. Unforgeability

Before users encrypt their certificates, malicious users may
forge attributes by modifying the critical payload {Attri, V ′

i }
into another attribute’s ciphertext {Attri, Ṽ

′
i }. However, be-

cause of the collision resistance of hash function, it is impossi-
ble to find a Ṽ ′

i replacing the true data V ′
i to get the same hash.

In the non-interactive solution, malicious users may submit
forged ProofRequest but return true h when oracle sends h′

back to decrypt after FHEsha. This may result in fake attributes
being successfully verified. However, CertOracle obfuscates
the h′ by multiplying and adding a random number. It is
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hard for malicious users to find out the relationship between
obfuscated data and real data, and then forge data to pass
verification. In the interactive solution, malicious users may
submit forged ProofRequest but provide true data in the
process 2PCsha. But they can’t achieve because of obfusca-
tion. In conclusion, CertOracle can effectively prevent forged
certificates from being uploaded.

C. Fine-Grained Verification

User can upload multiple certificates to the blockchain and
aggregate the attributes of certificates. When a user needs
to use some attributes from different certificates to meet the
requirement of a target application, he can construct a claim
about the attributes based on the on-chain certificate. The
on-chain attributes are encrypted and the verification process
requires user’s assistance which prevents all attributes from
being exposed. Meanwhile, CertOracle ensures that the user
attribute can be verified in a fine-grained manner, thereby
ensuring the principle of least leakage. In addition, when a
verifier checks the users’ attributes {Attri, V

′
i }, he obfuscates

the attributes to be verified. Since the malicious user does not
know the random array A,B, they cannot forge V̂ to pass
verification. However, verifiers may utilize deobfuscation to
learn attributes that do not need to be verified. This can be
mitigated by limiting the number of interactions between the
verifier and the same user.

VI. IMPLEMENTATION

The scheme is implemented and tested with an AMD
Ryzen 7 4800U CPU with 1.8 GHz and 4 GB RAM, run-
ning Ubuntu 20.04 LTS. The implementation adopts TFHE
library and ABY [21]. Although the scheme is suitable for
all secure hash algorithms, SHA256 is used as an example in
the implementation. In the experiments, the attribute value is
an integer, and one user may have certificates from different
CAs. As shown in Fig. 5, when a user clicks “Upload Cer-
tifiacte” button, the certificate will be uploaded to the chain
via CertOracle. When a user clicks “Create Claim” button,
an attribute verification process will be activated and the off-
chain certificates can be uploaded through Oracle and shown in
CertificateList. Thus, the user can select an on-chain certificate
and create a claim according to the service’s requirement.

A. TFHE Setting

In CertOracle, we encrypt the certificate bit by bit using
TFHE library. In the TFHE library, it needs at least one
FFT processor to run the library. We choose FFTW3, which
claims to be the fastest free FFT processor available, as the
component. Meanwhile, the library provides two types of keys:
cloud key and secret key. The cloud key is essentially a
bootstrapping key used for cloud to perform homomorphic
operations as well as encrypt constants, whereas the secret key
is for encrypting the initial message and decrypting. Although
addition and multiplication are not directly provided in TFHE
library, we can utilize logical operations to build addition and
multiplication of arbitrary bits.

In the TFHE library, the parameters are only implemented
for 80-bit and 128-bit of security. Both these parameters are
estimated using LWE estimator so that they can resist known

attacks integrated in LWE estimator, such as primal attack and
dual-lattice attack. As cryptographers recommend at least 128-
bit security in practice [22], we use the 128-bit security version
of parameter set in the implementation. However, the TFHE
library does not yet support ciphertext packing. Therefore we
ignore the realization of padding in the experiment. Instead,
the user directly decrypt the output of Eq. 8, Eq. 12 and Eq.
15 using FHEdecrypt.

B. Basic Bitwise Operators

In the SHA256, there are many additional operations in the
algorithm. The efficiency of CertOracle will be mainly limited
by three basic operators: adder, multiplier and obfuscator.

1) Bitwise Addition: Addition between two integers can be
implemented using two XOR gates, a AND gate and a MUX
gate. The adder is based on the simple logic equations

S = X ⊕ Y ⊕ V ′
in (18)

and
V ′
out = MUX(X⊕Y )(V

′
in, X · Y ) (19)

where X and Y are binary, V ′
in is a bit that is carried in

from the one less significant bit, and V ′
out is a bit that is to

be carried to the next significant digit. In MUXX⊕Y (V
′
in, X ·

Y ), the gate outputs V ′
in if X ⊕ Y == 1 and outputs X · Y

otherwise. As the addition in our protocol is 16-bit addition or
32-bit addition, a 16-bit addition costs about 1.33s.

2) Bitwise Multiplication: It can be implemented using a
combination of adder and multiplexer. The multiplexer, worked
as MUXB[i]

(0, A) with A and B are 16-bit, outputs 0 if i-
th bit of B is equal to 1 and outputs A otherwise. With the
multiplexer worked on 16-bit, it will run 16 times and then
perform addition every time. In short, the 16-bit multiplier
includes 16 multiplexers and 16 · 16 adders and takes about
11.457s on average which is expensive in time consumption.

3) Bitwise Obfuscation: With the bitwise adder and mul-
tiplier, we can evaluate the process of obfuscation. In both
proof solutions, we need to obfuscate the data to be decrypted
by users to prevent users from cheating. According to the
number of obfuscated data, the oracle generates A,B. After
the oracle selects the bytes to obfuscate, the data multiply
and add different random numbers to get the same amount
of obfuscated data. When deobfuscating, the oracle performs
one subtraction and division to recover the original data. In the
experiments, the obfuscation protocol takes about 127.939s to
randomly obfuscate 10 bytes.

C. Non-Interactive Proof Protocol

The non-interactive solution relies on TFHE library using
parameters with security level of 128-bit. Since the additions
modulo 232 in SHA256 need many gates, it is time-consuming
for the oracle to perform a complete SHA256. To improve the
efficiency of the protocol, a user may perform some steps of
SHA256, including message padding, dividing, and W table
construction. The user creates the W table for each block, and
then sends the W tables to the oracle. The oracle only needs
to perform the compression function.
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Fig. 5. The User-Interface of CertOracle.

The protocol is evaluated from two aspects. On the user
side, we evaluate the function of key generation, procedure
of partial SHA256(Message padding, Message dividing, and
W table construction), encryption of 32 bits, and decryption
of 16 bits. First, cloud key and secret key are generated in
KeyGen. Secondly, PartialSHA256(64bytes) is to perform
partial SHA256 calculation on 64bytes message and generate
two blocks message. Thirdly, the time of certificate encryption
is the time of multiple Enc(32bits) and the Dec(16bits) is a
part of FHEdecrypt. On the oracle side, the result of running
FHEsha with 64bytes and 128bytes messages are investigated.
For instance, FHEsha256(64Bytes) is a homomorphic com-
pression function for 64 bytes messages.

In the Table II for the evaluation results, the computation
time of FHEsha in Table III doesn’t include the time of
obfuscation. Meanwhile, since the time spent in FHEsha is
relatively large, the time on the user side is almost negligible.
In all, the total time of the solution is the sum of FHEsha time
plus obfuscation time.

TABLE II. EVALUATION OF NON-INTERACTIVE PROOF

Procedure Time Size
KeyGen 682.1ms 108.4MB / 108.4MB

PartialSHA256(64bytes) 0.041ms 2048bits
Enc(32bits) 0.42ms 0.077MB
Dec(16bits) 0.06ms 16bits

FHEsha(64bytes) 1834s 4.953MB
FHEsha(128bytes) 3668s 4.953MB

D. Interactive Proof Protocol

ABY is a framework for efficient mixed-protocol secure
two-party computation in the interactive solution. It combines
secure computation schemes based on arithmetic sharing,
boolean sharing, and Yao sharing. The boolean sharings are
used to evaluate functions represented as boolean circuits using
the GMW protocol. Though ABY allows developers to man-
ually specify which part of a function should be computed in

which sharing to achieve the best overall efficiency, we use the
boolean sharing part of ABY to test the present protocol. This
framework, using the semi-honest adversary model, works like
a virtual machine that abstracts secure computation protocols.
Thus, the implementation of CertOracle constructs 2PCsha
using GMW protocol [16] in the ABY.

Using an XOR-based secret sharing scheme to share a
variable, the boolean sharing can perform the evaluation on
NOT, XOR, AND, and others. While XOR gate and NOT
gate can be evaluated locally, AND gate is evaluated using
a precomputed boolean multiplication triple which reduces
the impact of the latency during the online time. Next, we
introduce the evaluation of the interactive solution in a local
area network(LAN) environment.

In the ABY framework, the OT (Oblivious Transfer) ex-
tension protocol uses few base-OTs to quickly compute a large
number of OTs so as to generate multiplication triples. As the
base-OTs are performed once when the connection between
the client and the server is established, their computation time
is omitted in the total time. As a result, the average run-time
is 377.595s and the communication overhead is 49,964 bytes.

The main part of 2PCsha comprises setup phase and
online phase. The setup phase includes the pre-computation
of some nonces generation for one-time pad operation and
the multiplication triples for the AND gates. The run-time
and communication overhead depend on the AND depth of
the circuit, that is the number of messages. The online phase
takes place after the setup phase is done and the inputs to
the circuit are supplied by both parties. During online phase,
two independent 2-bit messages have to be transmitted per
layer of AND gates. This interaction in online phase causes a
performance bottleneck, especially in high latency networks.
Meanwhile, the ABY framework implements load balancing
for the setup phase. As a consequence, the computation and
communication cost are equally distributed among the two
parties.
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TABLE III. RUN-TIME AND COMMUNICATION OVERHEAD OF INTERACTIVE PROOF

Message Size
Time[ms] Communication[bytes]

Setup phase Online phase Total Setup phase Online phase Total

64 262.579 3,507.48 3,770.07 6,607,027 113,993 6,721,020

128 380.033 4,991.22 5,371.27 10,774,766 185,713 10,960,479

196 435.822 6,505.23 6,941.07 14,948,640 257,417 15,206,057

In the circuit of 2PCsha, the oracle and user will jointly
perform subtraction and division to deobfuscate data provided
by the user. Then both get the intermediate wires and run the
SHA256 circuit. On average, the run-time and communication
overhead in 2PCsha for different message sizes are shown in
Table III. And each part is also divided into the setup phase and
the online phase to display separately. Clearly, the interactive
solution has better performance than non-interactive solution.

VII. CONCLUSION

This paper presents CertOracle, a management scheme that
provides long-term and self-sovereign certificate to solve the
problem of traditional certificate expiration and privacy leak-
age. Specifically, CertOracle allows users to encrypt the private
data of the digital certificate by themselves, ensuring that the
encrypted certificate is uploaded to blockchain authentically
via oracle. Therefore, the blockchain-based identity system can
achieve privacy, unforgeability and fine-grained verification.
Meanwhile, the uploading method of the certificate can be
selected according to the latency of the network between the
oracle and the user. The implementation and experiments of
CertOracle show that both non-interactive proof and interactive
proof protocols can satisfy the requirements of the long-term
and self-sovereign certificates.
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Abstract—Electricity theft-induced power loss is a pressing
issue in both traditional and smart grid environments. In smart
grids, smart meters can be used to track power consumption
behaviour and detect any suspicious activity. However, smart
meter readings can be compromised by deploying intrusion tactics
or launching cyber attacks. In this regard, machine learning
models can be used to assess the daily consumption patterns
of customers and detect potential electricity theft incidents.
Whilst existing research efforts have extensively focused on batch
learning algorithms, this paper investigates the use of online
machine learning algorithms for electricity theft detection in
smart grid environments, based on a recently proposed dataset.
Several algorithms including Naive Bayes, K-nearest Neighbours,
K-nearest Neighbours with self-adjusting memory, Hoeffding
Tree, Extremely Fast Decision Tree, Adaptive Random Forest
and Leveraging Bagging are considered. These algorithms are
evaluated using an online machine learning platform considering
both binary and multi-class theft detection scenarios. Evaluation
metrics include prediction accuracy, precision, recall, F-1 score
and kappa statistic. Evaluation results demonstrate the ability
of the Leveraging Bagging algorithm with an Adaptive Random
Forest base classifier to surpass all other algorithms in terms
of all the considered metrics, for both binary and multi-class
theft detection. Hence, it can be considered as a viable option for
electricity theft detection in smart grid environments.

Keywords—Smart grid; power loss; electricity theft; online
machine learning

I. INTRODUCTION

Utilizing energy resources effectively and efficiently is a
crucial part of every nation’s social and economic growth due
to the high cost of energy acquisition and the scarcity of energy
resources [1]. Future energy monitoring may now be used to its
fullest potential thanks to the smart grid. The smart grid system
can be characterized as a whole electrical network made up
of the power system infrastructure, computers to control and
monitor energy usage, and a sophisticated monitoring system
that keeps track of the behavior and usage patterns of all
system users [2]. Today, one of the most obvious problems
affecting both traditional power grids and smart grids is electric
power loss. Countries experience different levels of electric-
ity losses. For instance, 6%, 10%, 16%, and 18% of each
country’s total energy production was lost in the USA, Russia,
Brazil, and India, correspondingly [1]. In the transmission and
distribution of electricity, there are two different categories
of losses: technical and nontechnical. Energy losses in the
machinery required for power transmission and distribution are
referred to as technical losses. Power theft, fraud on the part of

utility employees, and irregular billing practices all contribute
to non-technical losses (NTL) [3]. The NTL is estimated to
cost utilities around the world US$96 billion annually [4].
Power providers, engineers, and academics are working to
reduce NTL in a number of creative and effective ways due
to the significant economic loss [5]. One of the most effective
strategies to prevent energy theft is the use of smart meter-
based Energy Internet (EI) [6]. Such a technique may be used
to remotely track consumption data from customers, record
any suspicious activity, and quickly send the data to the utility.
Despite their many benefits, smart meters are impractical for
countries experiencing severe economic difficulties due to the
significant costs associated with their deployment and mainte-
nance. Before these tools are extensively deployed, it is also
necessary to adequately manage the expanding cyber dangers.
It is difficult to secure the information flow of the EI because of
the unique characteristics of advanced metering infrastructure
(AMI). By deploying intrusion tactics, the unauthorized users
can alter data from smart meters. Because of this, power thefts
on the EI are distinct from those that occurred on the traditional
grid and were primarily the result of physically avoiding or
extinguishing the mechanical [3]. The energy usage patterns
of consumers may be automatically tracked by machine learn-
ing (ML) algorithms. When examining the data from smart
meters, it may help to identify power thieves with greater
accuracy. In other words, Machine learning technologies, such
as decision trees, random forests, support vector machines,
neural networks, and others, can be used to create classification
models in order to assess the daily electricity usage habits of
customers [7], [8]. Typically, machine learning algorithms can
be applied in either offline or online scheme. In the offline (i.e.
batch) learning, a dataset of electricity consumption patterns
is assumed to be available offline. Thereafter, a classification
model is trained and evaluated to classify users as either
malicious or benign based on their consumption patterns [9],
[10]. The developed model can then be deployed in a real
environment to make online predictions. On the other hand,
the online (a.k.a incremental) learning scheme relies on the
fact that smart meters reading arrive as a continuous stream of
data. Hence, a classification model needs to be incrementally
constructed by examining one instance at a time. Apparently,
the batch learning scheme assumes that the whole dataset is
stored in memory while building a machine learning model.
However, it is well recognized that the batch learning approach
has a number of drawbacks. First, the training phase could take
a very long time and use up a significant portion of computer
resources. Second, the amount of the training dataset has an
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impact on the trained model’s performance. Third, after the
model is trained, it cannot acquire new experience from new
input instances since in a offline (i.e., batch) learning scheme,
the training data are assumed to be static and unchanging over
time. To put it another way, it is necessary to build a new
model whenever the statistical characteristics of the model’s
input change (i.e., a concept drift is encountered). Online clas-
sification algorithms are advantageous over off-line (i.e. batch)
classification algorithms for a number of reasons, especially
given that the smart meter readings in smart grids provide
a constant stream of data. First off, algorithms for online
classification are built to handle infinite amounts of data and
gradually pick up new information. While creating projections
as necessary, they are continuously updated. Second, real-time
applications that conventional (i.e. batch) learning algorithms
cannot handle can be addressed by online data stream classifi-
cation systems. Online classification is thus viewed as a viable
technique for classifying electricity consumption patterns in
smart grid systems because user behavior may change over
time in an unanticipated way. Numerous techniques have been
put forth for the classification of data streams [11]–[13].
To the best of the authors’ knowledge, no study has ever
been done on how well these algorithms perform in detecting
electricity theft in smart grids, despite the fact that some of
them have been studied in various fields [14]–[21]. In addition,
previous research efforts have tackled electricity theft detection
using batch learning algorithms [9], [22]–[25]. Hence, the
contribution of this paper is threefold. First, implementing
online machine learning models for electricity theft detection,
based on a recent specialized dataset. Second, performing an
extensive set of experiments under both binary and multi-class
theft detection scenarios. Third, identifying the most viable
online machine learning model for theft detection in smart
grids, considering a representative set of performance metrics.

The rest of this paper is organized as follows. Section
II provides background information on the considered algo-
rithms. Section III explains the research tools and evaluation
methodology. Evaluation results are shown in Section IV.
Finally, Section V concludes and summarizes this paper.

II. BACKGROUND

Models from static datasets have traditionally been created
using ML techniques. The need for models that can handle
enormous data streams is, nevertheless, expanding. This means
that additional data samples might appear at any time, and it
is unsuitable to store them in a static dataset.

On the one hand, learning from continuous and evolving
data streams necessitates the development of the ML model
and continual stream upgrades. Additionally, it is crucial to
combat concept drift, in which the statistical characteristics of
the evolving data change with time [26], [27]. The resultant
ML model must also be immediately updated for smart grid
environments, needing algorithms with appropriate levels of
accuracy subject to constrained memory and processing ca-
pacity.

A. Bayes Learning Algorithms

The Naive Bayes (NB) algorithm is used in this category.
The NB method uses Bayesian prediction on the presumption

that each input feature included within an input instance
is independent. An NB model predicts every incoming data
sample’s class with a high degree of certainty. The NB algo-
rithm is distinguished by its simplicity and minimal processing
demands [12].

B. Lazy Learning Algorithms

The k-Nearest Neighbors classifier (kNN) and the self-
adjusting memory combined with the kNN classifier (SAM-
kNN) [28], [29] are two well-known lazy learning algorithms
that are taken into consideration in this work. In online learning
environments, the kNN algorithm relies on maintaining track
of a window with a fixed number of recently encountered
input data samples. The kNN algorithm looks within the
recently stored window and, using a predetermined distance
metric, determines the closest neighbors whenever a new input
data sample is observed. The current input sample’s class
label is then allocated appropriately. The SAM-kNN, on the
other hand, is an improvement over the standard KNN. A
self-adjusting memory (SAM) model creates an ensemble of
classification models for either current or prior concepts in
SAM-KNN. Depending on the needs of the present concept,
several models can be used. A short-term (STM) and long-term
(LTM) memory are built specifically by the SAM model. The
STM is built to represent the current concept, whereas the LTM
is used to represent earlier concepts. A cleaning procedure is
utilized to regulate the STM’s size and keep the LTM and the
STM consistent.

C. Tree-based Learning Algorithms

Online machine learning applications frequently employ
tree-based methods. The Hoeffding Tree (HT) [30] and the
Extremely Fast Decision Tree (EFDT) from [31] are the two
main tree-based algorithms employed in this work. The HT
method is a decision tree induction method that, under the
premise that the distribution that yields the entering data
samples is constant and does not evolve over time, may learn
gradually and whenever from immense online data streams.It
is based on the observation that choosing the best splitting
attribute may frequently be done with only a limited quantity of
input samples. This statement is supported theoretically by the
Hoeffding bound, which counts the number of input instances
needed to estimate a particular set of statistics with a given
precision. The HT technique is potentially more enticing than
other incremental (i.e., online) tree-based algorithms because it
provides high performance guarantees. It can be demonstrated
that the outcome of an HT model is asymptotically identical
to that of a batch-based learner employing infinitely many
input data samples by depending on the Hoeffding bound.
Additionally, the EFDT classification algorithm incrementally
constructs a tree. Once it is certain that a split is useful, it
looks for picking and deploying that split. Later, it reviews
that split choice and replaces it if it becomes clear that a more
advantageous split is there. If the distribution that generates
the input instances is stable, the EFDT can quickly pick up
on static distributions and finally learn the asymptotic offline
tree.

D. Ensemble Learning Algorithms

Two ensemble learning methodologies are assessed in this
article including Leveraging Bagging LB [32] and Adaptive
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Random Forest ARF [33]. Leveraging bagging is an enhanced
online bagging algorithm. In this regard, online bagging mim-
ics conventional offline Bagging to cope with incremental
learning. For offline bagging scheme, N samples are taken
from an N sized training dataset with replacement creating
N separate datasets for M classifiers to be trained on. Since
there is no training dataset but only a stream of samples
in online learning environments, drawing input samples with
replacement is not an easy task. The online bagging simulates
the batch based training process by training each base estimator
on each incoming instance over k times, where k is drawn
from the binomial distribution. Given that the input stream
may be considered endless and that the binomial distribution
approaches a Poisson λ = 1 distribution with infinite samples,
the work in [34] has found that the procedure used by the on-
line bagging algorithms is a good ”drawing with replacement”.
The LB algorithm makes an effort to enhance classification
outcomes when assuming an infinite input data stream by
modifying Poisson distribution’s parameters produced from
the binomial distribution. The LB technique causes the λ
value of the Poisson distribution to change from 1 to 6. The
new value of λ would broaden the input space’s diversity
by giving the input data samples a variety of weights. In
order to achieve even greater improvement, the LB approach
uses output detecting codes. Each bit in the n-bit long binary
code used to encode the detection codes for each class label
corresponds to a particular one of the n classifiers. Every
classifier is trained on its corresponding bit while a new input
instance is being looked at. This helps the LB algorithm reduce
linked errors to a certain extent.

The standard batch based random forest technique has been
modified for the online learning scope by the ARF algorithm
A weighted voting method is used in ARF to decide how to
categorize each incoming data instance after many decision
trees have been built. The classification choice is prioritized
and the voting procedure is weighted more heavily in favor of
the decision tree that performs the best in terms of Kappa or
the accuracy statistic.

III. RESEARCH TOOLS AND METHODOLOGY

A. Dataset

This work is based on the Theft Detection Dataset
(TDD2022) proposed in [3]. The dataset was gathered using
the Open Energy Data Initiative (OEDI) platform which is a
consolidated repository for high-value energy research datasets
collected from the Programs, Offices, and National Labora-
tories of the United States Department of Energy [35]. The
information in TDD2022 stems from various domains such
as private industrial parties, laboratories, institutions, etc. The
dataset is composed energy consumption data for 16 different
consumer types. It encloses several energy consumption mea-
surements for distinct customer types during a one-year period.
Those measurements are recorded on hourly basis during the
day. This data was then used to implement a theft generator
for six different types of electricity theft. Each instance in the
dataset contains 11 meter readings, consumer type, and a class
label as either normal consumption or one of the six theft types.
Tables I, II, III and IV illustrate the dataset general statistics,
feature types, customer types and instances distribution on
classes, respectively.

TABLE I. GENERAL STATISTICS

Item values
Number of instances 560640

Number of categorical features 1
Number of numerical features 10

Customer types 16
Instances per customer type 35040

Number of classes 7

TABLE II. CUSTOMER TYPES

Type Integer code
Full service restaurant 1

Hospital 2
Large hotel 3
Large office 4

Medium office 5
Medrise apartment 6

Primary school 7
Outpatient 8
Warehouse 9

Secondary school 10
Small hotel 11
Small office 12

Stand-alone retail 13
Strip mall 14

Supermarket 15
Quic service restaurant 16

TABLE III. FEATURE TYPES

Name Type
Electricity-Facility (KW/Hr) Numeric

Fans-Electricity (KW/Hr) Numeric
Cooling-Electricity (KW/Hr) Numeric
Heating-Electricity (KW/Hr) Numeric

Interior lights-Electricity (KW/Hr) Numeric
Interior equipment-Electricity (KW/Hr) Numeric

Gas-Facility (KW/Hr) Numeric
Heating-Gas (KW/Hr) Numeric

Interior equipment-Gas (KW/Hr) Numeric
Water systems-Gas (KW/Hr) Numeric

Consumer Type (KW/Hr) Categorical

TABLE IV. INSTANCES DISTRIBUTION

Class name Total number of instances
Normal 331824
Theft-1 51083
Theft-2 22958
Theft-3 44349
Theft-4 41460
Theft-5 33553
Theft-6 35413
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The first theft type consists of a pronounced reduction
of electricity consumption during the day. Such reduction is
attained by multiplying the consumption by a uniformly dis-
tributed random number in the interval[0.1,0.8]. For the second
theft type, electricity consumption is randomly dropped to
zero throughout an arbitrary period. In addition, the third theft
type resembles the first type except the fact that each hourly
consumption is multiplied by a random number. Moreover, a
random portion of the mean consumption is generated for the
fourth theft type. Furthermore, the fifth type of theft reports
the mean consumption. Finally, the sixth theft type reverses
the order of the consumption values.

B. Evaluation Methodology

This section outlines the key procedures used to assess
the effectiveness of the online machine learning (i.e., classi-
fication) algorithms on the TDD2022 dataset. The evaluation
process using the scikit-multiflow evaluation platform [36] is
shown in Fig. 1. Every online classification algorithm goes
through this review process. As seen, the dataset is initially
loaded as an input stream and then sent to the classification
algorithm after that algorithm’s initialization for online testing,
incremental learning, and evaluation.

The prequential or the interleaved test then train method
is used in this study to assess the classification algorithms. As
each incoming input sample (i.e. instance) serves two purposes
and is analyzed sequentially in order of arrival before becom-
ing instantly inaccessible, the prequential assessment approach
was created specifically for online learning environments. In
prequential evaluation, each observed input instance is first
employed to test the classification model (i.e. to generate a
prediction), and then the same input instance is used to train
that classification model. Each tested model’s performance is
continuously updated after each encountered instance and its
capacity to handle unobserved cases is continuously monitored
in real-time. As a result, a classification model that has been
instantiated is constantly tested and the metrics that go with it
are updated for input instances that it has not yet encountered.
A number of commonly used performance metrics including
accuracy, precision, recall, F-1 score and the kappa statistic
derived from online learning models are used to quantify the
performance of the classification algorithms. These measures
are defined as follows:

• Classification accuracy: is the proportion of correctly
classified input instances.

Accuracy =
TN + TP

TP + FP + FN + TN
× 100% (1)

where, respectively, TP, TN, FP, and FN stand for
true positive, true negative, false positive, and false
negative. TP is the total number of cases that were suc-
cessfully identified as positive (i.e., theft). The number
of successfully identified negative (i.e., normal) events
is referred to as TN. FP is the total number of positive
samples that are mistakenly labeled as negative ones.
The total number of negative occurrences that are
mistakenly labeled as positive occurrences is known
as FN.

• Precision: determines the proportion of predictions
for the positive class that are in fact members of the

Start

Generate a stream
from the dataset

Initialize the
classification model

Initialize the
 performance

Evaluator

Add the classification
model and the stream to

the performance
evaluator

stream end?

Test the model using
the current input

instance

Update performance
metrics

Update the
classification model, if

required

End

No

Yes

Fig. 1. Evaluation Flowchart.

positive class.

Precision =
TP

TP + FP
(2)

• Recall: calculates the proportion of correctly predicted
classes that are positive out of all occurrences that are
positive in the observed stream.

Recall =
TP

TP + FN
(3)

• F-score: is the precision and recall harmonic mean.

F − score =
2× Precision×Recall

Precision+Recall
(4)

• Kappa statistic (κ): is a reliable classification accu-
racy metric that takes the likelihood of agreement by
chance into account. It indicates the superiority over
the majority class classifier, which assume that all
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incoming cases will fall within the majority class [37].
In particular for data streams with unbalanced class
distribution, it is crucial in assessing classification
accuracy.

κ =
p0 − pc
1− pc

(5)

where p0 denotes the classifier’s predictive accuracy
and pc denotes the likelihood that a random classifier
will produce an accurate prediction [38]. The classifi-
cation procedure is always correct if kappa = 1.

IV. RESULTS AND ANALYSIS

This section shows the predictive performance of the con-
sidered online machine learning algorithm on a data stream
generated from the TDD2022 dataset. The considered algo-
rithms were tested under both binary and multi-class classi-
fication settings. In binary classification, each instance in the
TDD2022 dataset is labelled as either normal or theft instance
regardless of the theft type. For the multi-class classifica-
tion, the consumption instances retain their original labelling
(i.e.,normal, Theft-1, Theft-2, Theft-3, Theft-4, Theft-5 or
Theft-6). Fig. 2(a), 2(b), 2(c), 2(d) and 2(e) depict the running
mean prediction accuracy, precision, recall, F-1 score and
kappa statistics of the considered learning algorithms under
binary classification settings. They considered algorithms were
pre-trained on the first 5000 samples and then prequentially
evaluated and trained on the remaining part of the consumption
stream. As shown, the KNN, SAM-KNN, ARF and LB-ARF
algorithms have steadily maintained highr mean values of
accuracy, precision, F-1 score and kappa statistic, as compared
to the NB, HT and EFDT algorithms. In addition, the NB,
HT and EFDT algorithms demonstrate fluctuating performance
during the first 100,000 instances. On the other hand, the NB,
ARF and LB-ARF have maintained higher mean recall values,
when compared to the other algorithms. However, the NB
algorithm exhibits fluctuating behaviour during the 200,000
instances. Furthermore, the relatively high kappa values of the
ARF and LB-ARF algorithms indicate reasonable reliability
of their predictive performance. In other words, they are able
to incrementally learn the statistical characteristics of the
incoming normal and theft instances adapt reliably to unseen
instances. Overall, the LB-ARF algorithms outperforms the
other algorithm under all the considered performance metrics.
Fig. 3(a), 3(b), 3(c), 3(d) and 3(e) depict the running mean
prediction accuracy, precision, recall, F-1 score and kappa
statistics of the considered learning algorithms under multi-
class classification settings. On the one hand, Fig. 3(a) depicts
that the KNN, SAM-KNN, ARF and LB-ARF have achieved
relatively acceptable accuracy levels (≥ 80%), as compared
to the other algorithms, taking into account the complexity of
multi-class classification as compared to the binary one. On
the other hand, Fig. 3(b), 3(c) and 3(d) demonstrate the ability
of the LB-ARF algorithm to maintain acceptable precision,
recall and F-1 score, when compared to the other algorithms.
Similar to the case of binary classification, the relatively
high kappa value of the LB-ARF demonstrate its superior
performance reliability over other algorithms. Fig. 4(a), 4(b),
4(c), 4(d) and 4(e) compare the predictive performance of
the considered algorithms on binary and multi-class theft
detection settings. In general, the predictive performance of all

algorithms in binary classification is higher as compared to that
of multi-class classification. Unlike other algorithms, the LB-
ARF algorithm has maintained comparable performance levels
under all metrics for both binary and multi-class classification.
It is worth noting that the tree-based algorithms exhibit higher
performance drop when moving from binary to multi-class
classification, as compared to the other categories.

In summary, the LB-ARF (i.e., Leveraging Bagging al-
gorithm with an Adaptive Random Forest base classifier)
demonstrates consistent competence to perform theft detection
under both binary and multi-class classification scenarios.
This algorithm keeps a collection of n ARF base classifiers,
where n in the used evaluation platform is set by default
to 10 [36]. In order to classify an incoming instance, each
classifier will make a prediction (i.e., a vote), and the ultimate
classification result is produced by combining the individual
forecasts. The Condorcet’s jury theorem has a theoretical
demonstration, assuming two criteria are satisfied, that the
error rate of a particular ensemble tends to zero in the limit
[39]–[41]. First, Individual base classifiers must outperform
random guessing. This requirement is attained as the ARF
algorithm achieves relatively high predictive performance that
is better than random guessing as shown in Fig. 2, 3 and 4.
Typically, the accuracy of a random classifier (i.e., random
guess) is equal to 1/k where k is the total number of classes.
In this work, the total number of classes is equal to 2 in case of
binary classification and 7 in case of multi-class classification.

Second, each classification model must be diverse; that
is, it must not generate correlated errors. For the LB-ARF
method, online bagging is used by the LB algorithm to train its
associated base classification models. In this context, an online
re-sampling is carried out as each incoming classification case
is noticed by showing that instance to every model k sim
Poisson (λ) times and updating every model in accordance.
The value of k is treated as the incoming instance’s weight.
In order to increase online re-sampling, the λ value of the
Poisson distribution is typically set to 6 in the LB algorithm.
The LB ensemble algorithm is making the incoming instances
weights more random with such a value of λ. As a result,
it increases the diversity of the input space by giving each
incoming instance a new range of weights. The LB technique
further improves bagging performance by applying output
codes to add randomization to the ensemble’s output. As
seen in Section II-D, Each prospective class label is given
an n-bit binary string, where n is the total number of base
classifiers in the ensemble. Each base classifier learns a single
bit from the binary string. The LB algorithm utilized random
output codes instead of deterministic ones, in contrast to
typical ensemble approaches. To put it another way, employing
output codes enables each classifier in the LB ensemble to
predict a separate function, whereas the base classifiers in the
traditional approaches predict the same function [32]. This
would reduce the impact of correlations among base classifiers
and, as a result, improve the ensemble’s diversity [42], [43].
The ensemble thus partially satisfies the second criteria of the
Condorcet’s jury theorem by adding randomization to both
the input and the output of the ensemble’s base classifiers.
Additionally, the LB method employs the ADWIN method to
handle concept drift, employing ADWIN instance per classifier
in the ensemble [28]. The poorest classifier is reset whenever
a concept drift is found. As a result, the LB algorithm con-

www.ijacsa.thesai.org 809 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

0 100,000 200,000 300,000 400,000 500,000

Instance no.

0

10

20

30

40

50

60

70

80

90

100
A

c
c

u
ra

c
y

 (
%

)

NB

KNN

SAM-KNN

HT

EFDT

ARF

LB-ARF

(a) Accuracy

0 100,000 200,000 300,000 400,000 500,000

Instance no.

0

10

20

30

40

50

60

70

80

90

100

P
re

c
is

io
n

 (
%

)

NB

KNN

SAM-KNN

HT

EFDT

ARF

LB-ARF

(b) Precision

0 100,000 200,000 300,000 400,000 500,000

Instance no.

0

10

20

30

40

50

60

70

80

90

100

R
e

c
a

ll
 (

%
)

NB

KNN

SAM-KNN

HT

EFDT

ARF

LB-ARF

(c) Recall

0 100,000 200,000 300,000 400,000 500,000

Instance no.

0

10

20

30

40

50

60

70

80

90

100

F
-1

 s
c

o
re

 (
%

)

NB

KNN

SAM-KNN

HT

EFDT

ARF

LB-ARF

(d) F-1 score

0 100,000 200,000 300,000 400,000 500,000

Instance no.

0

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.0

K
a

p
p

a

NB

KNN

SAM-KNN

HT

EFDT

ARF

LB-ARF

(e) Kappa

Fig. 2. Performance Results - Binary Classification

tinuously assesses the effectiveness of its learning procedure
and follows the current distribution of class labels within
the incoming classification examples. The classification errors
caused by any given classifier would typically be offset by
the LB-ARF’s diversity among its basic classifiers. This can
be observed in Fig. 2, 3 and 4 wherein an LB ensemble of
ARF classifiers always achieve higher predictive performance

than a single ARF instance. Overall, the LB-ARF algorithm
has demonstrated its ability to sustain an audible performance
under all taken into account performance metrics. This makes
it a viable option for online theft detection (i.e. classification)
in real-world smart grids.
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Fig. 3. Performance Results - Multi-Class Classification

V. CONCLUSION

Power loss brought on by electricity theft is a critical issue
in both traditional and smart grid settings. Smart meters can be
used in smart grids to monitor power usage patterns and spot
any questionable activities. However, using hacking techniques

or cyber attacks can undermine smart meter readings. In this
sense, machine learning algorithms can be employed to eval-
uate client daily consumption patterns and identify probable
instances of electricity theft. This work studied the appli-
cation of online machine learning algorithms for electricity
theft detection in smart grid systems, based on a recently
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Fig. 4. Performance Comparison - Binary vs. Multi-Class

proposed theft detection dataset. Evaluation results showed
that leveraging bagging with an adaptive random forest base
estimator surpassed its online machine learning counterparts
in both binary and multi-class theft detection. Hence, it can
be viewed as a promising online learning model for electricity
theft detection in smart grids.
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Abstract—Plants are very important for life on Earth. There
is a wide variety of plant species and their number increases
each year. The plants identification using conventional keys
is complex, takes time and it is frustrating for non-experts
because of the use of specific botanical terms/techniques. This
creates a difficult obstacle to overcome for novices interested in
acquiring knowledge about species, which is very important to
develop any environmental study, like climate change anticipation
models for example. Today, there is an increasing interest in
automating the species identification process. The availability and
omnipresence of relevant technologies, such as digital cameras,
mobile devices, pattern recognition and artificial intelligence
techniques in general, have allowed the idea of automated species
identification to become a reality. In this paper, we present
a review of automated plant identification over all significant
available studies in literature. The main result of this synthesis is
that the performance of advanced deep learning models, despite
the presence of several challenges, is becoming close to the most
advanced human expertise.

Keywords—Plants identification; species; artificial intelligence;
machine learning; deep learning

I. INTRODUCTION

Species diversity of vascular plants is relatively important
on the scale of global biodiversity. There are no less than
390000 distinct species known around the world. This number
is very approximate, insofar as there is at least an equivalent
number of taxa cited in the literature but in fact only falling
under simple synonymies. This clearly shows the difficulty
that exists in the determination and taxonomy of plants.
Species identification is the essential step to properly identify
biodiversity and better act in terms of conservation.

Among techniques used in biosystematics to diagnose
discriminant characters, that allow us to differentiate taxa and
draw practical keys of determination, absolutely herbariums
remain an indispensable tool for the botanist daily work.
Indeed, research in botanical taxonomy cannot be considered
without the presence alongside us of a rich herbarium with
collections of references and specimen’s types that provide
basic information very important for systematic research.

In general, botanists use various methods that involve
memory and observation. They may have implicit knowledge
of morphology and variability of species, as a result of
experience and learning. Other elements may also be involved
in the identification process and especially in the wild field,
for example, botanists must take into account abiotic factors,

edaphic characters, climate and seasonal change that influence
the morphology, appearance and distribution of species. These
elements also provide useful information for identification.
In addition to morphology, taxonomists can use a range of
characters or taxonomic arguments including anatomy, paly-
nology, chromosomes, biochemistry and molecular systematics
to estimate the actual evolution of the species, to define it and
to place it in its correct taxonomic rank.

In practice, each species has its own evolutionary his-
tory marked by genetic, ecological or morphological changes.
There are several differences between species in morphology,
ecology, reproductive system, interfertility, pollination, disease
resistance, genes and many other traits. Systematics comes
to find the product of this evolutionary history. To do this,
taxonomists base themselves, in addition to morphology, on a
set of characters or taxonomic arguments, in particular: odor,
chromosomes, anatomy, molecular and biochemistry, to esti-
mate the real evolution of species, grouping them into entities
called taxa, to also give them scientific names according to
the international code of botanical nomenclature and classify
them, according to precise determination keys, in their correct
taxonomic ranks starting with Kingdom then Phylum, Class,
Order, Family, Gender and finally Species (Fig. 1).

In addition, there is the constraint in term of the special-
ized training required by the discipline and in particular the
language of botany and its works (Flores, checklists, synopsis,
monograph, etc.). That is why despite its importance, plant
taxonomy remains a barely known and available notion to
the majority of biologists. Indeed, defining taxa is a very
complex task requiring a serious biosystem study based on
the confrontation of several techniques.

This demanding situation by scientific, material and human
needs push botanists to think about the idea where plants can
be an object perfectly adapted to an automatic recognition sys-
tem, able to make decisions about the belonging of a presented
plant to any of the learned species [1][2]. In fact, accelerating
the identification process and making possible for everyone
is highly suggested, especially if we consider the continuous
loss of plant biodiversity day after day. More than sixteen
years ago, authors of [3] have argued that the developments
of artificial intelligence and digital image processing would
make automatic species identification from digital images real
in the near future. Today, artificial intelligence, omnipresent
mobile technologies and the emergence of smart phones make
it possible to propel technological applications and make the
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idea of automatic species identification close to reality.

In this paper, we will categorize and present the different
proposed approaches for automated plant identification, then
we will discuss and answer questions like: how far can auto-
mated systems be from human expertise? Can they completely
take the place of botanists and provide accurate results even for
difficult groups that require more than just image observation?
What is the best methodology currently and how can it be
optimized? Are there still other alternatives?

Kingdom (Regnum)

Phylum (Divisio)

Class (Classis)

Order (Ordo)

Family
(Familia)

Genre
(Genus)

Species
(species)

Fig. 1. The Seven Main Taxonomic Ranks Recognized by the International
Code of Botanical Nomenclature (ICBN). Names in Italic are Latin Names.

It should be noted here that for our search strategy of papers
that deal with the automated plant identification issue using AI,
we have searched the Web of Science database to find relevant
articles and books up to April 2022. The systematic search of
the published literature was conducted using several keywords
related generally to AI and plant identification.

The rest of the paper is organized as follows. In Section
II, we will review automated plant identification categories /
approaches. Our discussion is provided in Section III. Finally,
we conclude the paper in Section IV.

II. LITERATURE REVIEW

The term of Artificial Intelligence (AI) was proposed and
used for the first time by the late American programming
expert John McCarthy in 1956, and it meant the ability to
perform intelligent tasks by machines, especially tasks that
mimic human intelligence.

Now that artificial intelligence techniques have developed
and its uses have expanded, the definition of artificial intel-
ligence can be developed as making computer system able
of performing tasks that normally require simulating human
intelligence, such as visual perception, pattern recognition,
speech recognition, decision-making and translation between
languages.

The use of artificial intelligence techniques has expanded
in the last decade very significantly, and this is due to many
reasons, the most important of which are: the power of modern
computers (i.e., evolution of hardware) and their very large
capabilities, which made the possibility of implementing very
complex algorithms, that were not previously able to solve.

We cannot ignore as well the spread of sensors connected to
the web service that transfer huge quantity of data in a fast
way. These sensors are also a huge source of data that are very
necessary to improve the functioning of the AI techniques.

We can divide the artificial intelligence according to the
amount of intelligence that the machine has reached into three
categories:

• Artificial Narrow Intelligence: It means that com-
puters perform one specific task with high efficiency
and high repetition capacity that exceeds the ability of
humans to accomplish, but at the same time it has not
yet reached the level of human intelligence. Indeed,
all that we see now of applications and devices are of
this type.

• Artificial General Intelligence: It means that ma-
chines reach a level of intelligence that simulates
human intelligence. It is possible that we will see its
first “complete” applications during the few coming
years, and absolutely the reason for not reaching this
level yet is that we still do not know the details of
many aspects of the human brain.

• Artificial Super Intelligence: It means that machine
intelligence surpasses the human intelligence. It is
absolutely not clear when humanity can reach that,
but we can hear already scientists today warn of and
fear that machines will control humans with this level
of intelligence.

In this paper, we are talking exactly about the “Artificial
General Intelligence” techniques. We can distinguish here two
main categories: 1) Machine Learning (ML) techniques and
Deep Learning (DL) techniques. To be simple, we can say
that the main difference between Machine Learning and Deep
Learning is that ML models get progressively better, and they
always need human intervention to give them an outline of
how they learn from the data, while deep learning models learn
itself, without relying on human intervention. For example, if
a ML algorithm is taught to open a gate when it hears the
word “open”, the algorithm will respond only when it hears
that word. If the model receives data such as “I am unable
to enter” then Machine Learning techniques will not respond,
however Deep Learning algorithms can infer that the meaning
is the same, and then respond and open the door.

Technically speaking, in the context of automated plant
identification (Fig. 2), generally all proposed AI techniques
or systems use plant images as an input and the output,
after several processing operations (i.e., feature extraction +
classification), will be of course the identification result of the
entered plant (i.e., the species or any other taxonomic rank).
For all systems, we can consider two stages, the training stage
where the system will learn about all available plants, then
the identification stage where the system will be able to give
answers about entered plants. In the next two subsections, We
will give more details about the difference between Machine
Learning and Deep Learning techniques and we will present all
significant approaches proposed in literature for each category.
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Input Feature extraction Classification Output

Input Feature extraction + Classification Output

Machine Learning

Deep Learning

Fig. 2. The Main Modules of Machine Learning and Deep Learning Techniques.

A. Machine Learning Techniques

Speaking about automated plant identification using ML
techniques (Fig. 3), we can say that during the training stage,
all Machine Learning techniques apply, on the input images
of all learned plant species, several classical feature extraction
techniques, like PCA [4], to create plant templates (most of
the time are “numerical vectors”) that will be stored in the
system database. Then, during identification stage, users can
submit any test plant image to the system, this last will apply
the same feature extraction technique of the training stage then
will match the query template with all stored templates in the
system database, matching can take place using some classical
classifier like SVM [5]. It should be noted that the majority
of proposed ML techniques in literature add a pre-processing
step on input images before applying the feature techniques
to enhance data quality (i.e., to remove noisy information and
keep the most useful data for learning and identification). In the
next paragraphs of this sub-section, we will present the most
significant works of this category according to an ascending
chronological order.

In the context of the first edition of the PlantCLEF chal-
lenge, authors of [6] have used a dataset containing almost
5436 images belonging to 71 species of the French Mediter-
ranean region. The dataset images are subdivided into three
categories: scans, pseudo-scans and digital photos. Authors of
this study focused on the identification of tree species from leaf
images, with the aim of associating the correct tree species
to each test image. The best results were obtained on scans
and pseudo-scans, with accuracy equals to 53.8% and 68.5%
respectively, while identification using digital images has not
exceeded 52%.

As a continuation of the 2011 PlantCLEF challenge, the
number of plant species in [7] has been increased from 71
to 126 and so the number of data has reached 11572 images
subdivided always into three categories: scans, pseudo-scans

and photos. The scores are globally lower than those obtained
during the 2011 campaign, of which the best for scans, pseudo-
scans and photos are successively: 58%, 51% and 45%. During
the same year, a technique that use the fuzzy local binary
pattern and fuzzy color histogram as extracted features and a
probabilistic neural network (PNN) for classification task has
been proposed in [8]. A dataset of 2448 leaf images, obtained
from medicinal plants in Indonesian forests, has been used
for the experimentation. Authors have achieved a classification
accuracy of 74.5%.

During the third edition of the PlantCLEF challenge, [9]
moved towards the use of organ images for the identification
of tree and grass species and not only their leaves. The
number of used species in this challenge edition is about 250
with a total of 26077 photos belonging to two categories:
SheetAsBackground (i.e., photos of leaves taken in front of
a uniform background) and NaturalBackground (i.e., natural
photographs in the wild). The results obtained are slightly
higher than those obtained during the 2012 challenge, and as
expected the results for NaturalBackground are significantly
lower than for SheetAsBackground due absolutely to the noisy
backgrounds. In the same year, the authors of [10] have
proposed an approach that uses the fractal dimensional features
of leaf shape and vein patterns for the feature extraction step. A
KNN classifier [11] is used for comparison. Authors achieved
an identification accuracy of 87.1%. Using the same Flavia
dataset, but this time with only 930 images belonging to 31
species, [12] have obtained an accuracy of 97.6%, using a
neuro-fuzzy classifier (NFC) with a 44 element texture vector
and a 3-element shape vector. [13] achieved almost a similar
accuracy of [12] using only the shape features frequencies of
1865 leaves taken from the Flavia dataset. The features are
extracted using the Fourier transform followed by a traditional
dimensionality reduction technique like Principal Component
Analysis (i.e., PCA) technique for example. Then the selected
features are submitted to test several classification models:
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Fig. 3. The Main Steps of Machine Learning Techniques.

Pattern Net (feedforward neural network), Random forest,
Rotation forest, Bayes Network, Model trees, Naive Bayes and
C4.5 decision tree. The highest accuracy was achieved using
the Pattern Net model with the vectors in the PCA space. Al-
ways during 2015, [14] developed an algorithm based on 817
leaf images of 14 tree species. This algorithm uses an artificial
neural network (ANN) with backpropagation. An input vector
of morphological features and Fourier descriptors (FDs), was
fed into the ANN, resulting in a classification accuracy of 96%
for their own dataset. To verify its effectiveness, they tested
their algorithm on the Flavia and ICL datasets and achieved
an accuracy of 36% for the both databases. For the fourth
edition of the PlantCLEF challenge [15], the task of species
identification has focused on observation and not on images,
which means that the same person takes several photos of
detailed views of different organs during the same day using
the same camera under the same lighting conditions of the
same plant. The constructed dataset for this challenge contains
113205 images of 1000 species. Experiments have showed
that systems that combine different views of the same plant
observation have proved a higher accuracy compared to those
that use single images, up to 66.7%.

The authors of [16] have created two datasets with the same
species: a clean one and a noisy one. They used the histogram
of curvature on scale (HCoS) and local binary pattern variance
(LBVP) algorithms to extract contour and texture features.
Authors have claimed that the accuracy levels of the two
datasets are very close, and they conclude that images taken
directly without preprocessing can produce satisfactory results.
[17] authors were the first team that uses images of old
herbarium specimens of 26 tree species to classify them into
categories. Using the support vector machine (SVM) after
preprocessing, normalization and character extraction, they
obtained an accuracy of 73.23% using a test set (I) that
contains 24 species, and an accuracy of 84.88% using a test
set (II) containing 17 species.

In [18], authors have used a set of leaf images of 24
different medicinal plant species collected from Mauritius.
They extracted several features of each leaf such as: length,
width, perimeter, color, number of vertices and shell area.
A number of classifiers such as: KNN, naive bayes, SVM,
neural networks and random forest were tested, of which
the random forest classifier achieved the highest accuracy of
90.1%. [19] have focused on three Ficus species with similar
leaf shapes. They used two classification models: an artificial
neural network (ANN) and a support vector machine (SVM).
Based on the morphological characteristics of the leaves, both
models achieved the same accuracy of 83.3%.

The authors of [20] have lunched their experiments on 1125
leaf images of 15 Swedish species. Pre-processing was done
using Gaussian filtering mechanism, then color and texture fea-
tures were extracted and finally the classification was executed
using a multi-class support vector machine. They obtained
an accuracy of 93.26%. Finally, the team of [21] have used
the ICL dataset to test a method that performs classification
by automatically extracting shape features. The classification
is then performed using a back propagation neural network.
This experiment has achieved an accuracy of 96% for the test
images and 99% for the training image.

Table I provides a comparison of all studies based on
Machine Learning techniques. We will discuss the results of
this comparison in Section III.

B. Deep Learning Techniques

We can say that the concept of Deep Learning is a
discipline of Machine Learning which in turn is a discipline
of Artificial Intelligence. The Deep Learning is the field
concerned with the study of Artificial Neural Networks (i.e.,
ANN) that simulate neural networks in the human brain. As
we know, the basic processing unit in the human brain is
the neuron, and the artificial neuron in the DL techniques
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TABLE I. SUMMARY OF STUDIES BASED ON MACHINE LEARNING TECHNIQUES

Features Dataset Accuracy (%)
Goeau et al. (2011) [6] Shape 5436 images (71 species) 52

53.3
68.5

Goeau et al. (2012) [7] Shape 11572 images (126 species) 45
51
58

Herdiyeni and Wahyuni (2012) [8] Texture, color 2448 images (51 species) 74,5
Goeau et al. (2013) [9] Shape, color, texture 26077 images (250 species) 60.7

39.3
Du et al. (2013) [10] Shape, curvature, veins 2422 images (30 species) 87,1
Chaki et al. (2015) [12] Shape, texture 930 images (31 species) 97,6
Siravenha and Carvalho (2015) [13] Shape 1865 images (32 species) 97,5
Aakif and Khan (2015) [14] Shape 817 images (14 species) 96
Go¨eau et al. (2015) [15] Shape, texture, color 113205 images (1000 species) 66.7
C.-Rojas and M.-Montero (2016) [16] Curvature, texture 2345 images (184 species) 87.2
Unger and Merhof (2016) [17] Shape, veins 260 images (26 species) 73.23

84.88
Begue et al. (2017) [18] Shape, color, shell area 720 images (24 species) 90.1
Kho et al. (2017) [19] Shape 54 images (3 species) 83.3
Kaur and Kaur (2019) [20] Texture, color 1125 images (15 species) 93.26
Amlekar and Gaikwad (2019) [21] Shape No details are available! 96

corresponds to it. An assembly of artificial neurons is known as
an Artificial Neural Network. The discipline of Deep Learning
emerged as an extension and development of Machine Learn-
ing when traditional ML algorithms were unable to perform
some complex tasks (e.g., learning from large datasets such as
different sound waves and high resolution images dimensions).

Generally, as shown in Fig. 4, DL techniques consist of
a multi-layer structure where the layer on the left end is
the input layer, the layer on the right is the output layer,
and in the middle are several hidden layers responsible for
processing. Each layer consists of some neurons, weights and
activation functions. Indeed, unlike the traditional Machine
Learning algorithms that require a lot of human intervention
to adjust and improve, the deep learning algorithms requires a
lower level of human intervention in optimizing the algorithm’s
results, because they learns and improve from their mistakes
on their own thanks to their special architectures. However,
these last make DL techniques require a lot of time and high
computing power to learn from huge data set to build a viable
model.

Speaking about automated plant identification using DL
techniques (Fig. 4), we can say that during the training stage,
unlike ML methods, the set of images of all species will be
used as inputs in a recursive way to train the system. In
fact, the weights will be adjusted until an optimal model is
built for identification. Then, during identification stage, users
can submit any test plant image to the trained model that
will extracts features and perform the matching to give an
identification result.

Depending on the network architecture, we can define
several categories of DL methods, like: Multi-Layer Perceptron
(i.e., MLP), Recurrent Neural Networks (i.e., RNN) and Con-
volutional Neural Networks (i.e., CNN). For example, MLP
networks are fully connected layers where each neuron in a
layer often communicates with all the neurons in the layers
that precede it. For RNN networks, they are suitable for ap-

plications that must take into account the relationship between
data and the temporal context, such as speech recognition for
example. RNN networks solve this problem by remembering
what has been learned from previous inputs, so that the past
state can be learned and used with the current input. For CNN
networks, they mostly deal with two-dimensional matrices,
which are most time likely images. We can say that in the
context of automated plant identification, CNN are is the most
used category of DL techniques.

In the context of the fifth edition of the PlantCLEF chal-
lenge [22], it was the first time where participants introduced
the use of the deep leraning techniques, plant identification task
was based on the use of a dataset that contains 113205 images
representing plant organs and whole plants as well, covering
1000 woody and herbaceous species. 94 groups of participants
have tried to use CNNs and only eight of them have submitted
successfully their models. The highest classification accuracy
was 72.4%. Always during 2016, in order to provide informa-
tion on weeds for the good management of agricultural fields,
[23] have trained and tested a convolutional neural network
using a database that contains 10,413 images of 22 weed
species. These images were taken from six datasets that present
variations in terms of lighting, resolution and soil type. The
developed CNN has provided an accuracy of 86.2%. In other
work, [24] proposed to use the CNN for plant identification
based on the morphological characters of the leaf veins of three
legume species. After segmentation of the veins and extraction
of the central spot to eliminate all possible influences of leaf
shape, two scenarios (S1 and S2) were studied. In the first one
only one image per sample was provided to train the CNN
model, while in the second one three resized images (100%,
80% and 60%) were used as input to the CNN. They obtained
almost similar average accuracy: 92.6% for S1 and 96.9% for
S2.

The PlantCLEF challenge of 2017 [25], was organized on
a dataset that contains 10000 plant species and 1.1 million
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Fig. 4. The Main Steps of Deep Learning Techniques.

image in total. This was the first evaluation at this scale in
the world where the test data to be analyzed was a large
sample of raw query images. This dataset is divided into
two sub-datasets: 1) the first one is huge and built using
noisy web crawlers collected via the web; 2) the second one
is smaller than the first sub-dataset and built using reliable
training package verified by experts. The results obtained
are almost similar, with systems using the reliable training
set achieving almost 84% and systems processing a noisy
training set exceeding 80%. While the systems that use both
datasets achieved astonishing results of up to 92%. During
the same year, [26] developed a plant identification system
based on a Convolutional Neural Network called LeafNet. To
evaluate it, they used three datasets: LeafSnap [27], Flavia [28]
and Foliage [29]. On the LeafSnap dataset they obtained an
accuracy of 86.3% for the top-1 and 97.8% for the top-5. Using
the Flavia dataset, they obtained an accuracy of 97.9% for
the top-1 and 99.99% for the top-5. Finally, for the Foliage
dataset they obtained an accuracy of 95.8% for the top-1 and
99.6% for the top-5. Based on leaf features, [30] have used
a Convolutional Neural Network to identify the most relevant
features for a correct classification. They used two datasets:
D1 and D2 with the same species, except that in the first
one the images represent leaf shape as a classification feature,
while in the second one venation and divergence between
different venation orders are considered as selected features.
They have obtained an accuracy of 98.1% for D1 and 99.5%
for D2. In other work, [31] have proposed a 26-layer ResNet
model for plant identification in a natural scene. They have
use the BJFU100 dataset where images are taken using mobile
phone cameras. It contains 10000 images of 100 plant species.
The proposed model has achieved an accuracy of 91.78%.
Always during 2017, [32] were the first team that has tested
the classification of plant species using a large number of
herbarium leaves and a Convolutional Neural Network. They
have used five datasets: two of them (i.e., Herbarium255 and
Herbarium1K) contain images of herbarium sheet images of
leaves token from iDigBio; two others (i.e., CRLeaves and
PlantCLEF 2015) contain images of leaves taken by a digital

camera; and the last one is the ImageNet database [33] which
is used to train the CNN model. They have conducted a
series of experiments to evaluate the effectiveness of herbarium
leaves alone for plant species identification and to see if the
combination with plant photos in the wild field is relevant
in terms of accuracy. The best results are obtained when
combination is considered. For example, the top1 accuracy of
the H1K herbarium sheets is 72.6% and the accuracy of the
H1K sheets combined with ImageNet is 79.6%.

Same team [34] has tested several Deep Learning mod-
els to identify plant species using herbarium leaves. The
identification task in this work take place not only at the
species level, but also at other taxonomic levels such as genus
and family. They used the Herbaria1K dataset and ImageNet
(for pre-training of the Deep Learning model). The tested
architectures are the Flat Classification Model (FCM), the
Multi-Task Classification Model (MCM) and the Hierarchical
Classification Model (TaxonNet). They obtained in general
almost similar results using the different architectures. For
FCM, they obtained 63.02% for the species; 70.51% for the
genus and 75.55% for the family. For MCM the results are
64.32%, 75.95% and 88.17% for species, genus and family
respectively. TaxonNet showed an accuracy of 62.39% for
species, 76.23% for genus and 86.92% for family. The family
classification was still the best of the three which is evident
since the number of classes will be less in this scenario of
test. In the same year, [35] have used a deep Convolutional
Neural Network consisting of 19 layers in combination with
linear SVM for plant classification using the database of the
PlantCLEF 2015 edition that contains images of different plant
organs. They obtained better results, up to 90.20%, compared
with other models that use the same database.

In addition to plant identification using images, Convolu-
tional Neural Network models have also been developed to
identify and diagnose plant pathologies. In this context, [36]
has developed a CNN model to detect plant diseases using
images of diseased and healthy leaves. The author has used
an open database of 87848 images of 25 species containing
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in a set of 58 combination classes (Plants, Diseases). He
obtained an accuracy of 99.53%. [37] have tested several pre-
trained Convolutional Neural Network architectures using the
PlantVillage dataset [38] for plant disease identification. The
tested architectures are: AlexNet [39], DenseNet-169 [40],
Inception v3 [41], ResNet-34 [42], SqueezeNet-1.1 [43] and
VGG13 [44]. The results obtained are globally high with an
accuracy of up to 99.76%.

In the same context, [45] have developed a plant pathology
identification model based on a Deep Convolutional Neural
Network composed of 9 layers. Authors have used an open
database contains 39 combination classes (Healthy Plant /
Diseased Plant). The proposed model was trained using 55636
images and tested using 1950 images. Data augmentation
methods [46] such as image flipping, rotation to scale, etc.,
were used. An accuracy of 96.46% was obtained. The result
obtained shows that the use of augmentation methods can
improve the performance of CNN models. To identify large-
scale plants in a natural environment, [47] have tested a five-
layer deep Residual Neural Network using a database that
contains 185 classes of leaf images taken from the Columbia
University, the University of Maryland and the Smithsonian
Institution. They achieved an accuracy of 93.09%. In the
2019 edition of the PlantCLEF challenge, [48] have extended
the challenge to flora in data-poor countries such as the
Amazon rainforest. The results obtained illustrate the difficulty
of species identification using a single image. The top accuracy
of human experts ranges from 15.4% to 67.5%. However, the
best automated system achieves an accuracy of 32% which can
be explained by the fact that there is generally much diversity
in tropical regions and by other reasons that we will discuss in
the Section III. Always during 2019, [49] have carried out a
series of experiments that compare five Convolutional Neural
Network models, one of which was developed individually and
the remaining four are transfer learning models. Four publicly
available plant datasets were used for experimentations: Flavia,
Swedish Leaf [50], UCI Leaf [51] and PlantVillage. The
obtained results show that the transfer learning approaches
perform better than the developed model for all datasets. For
example, using the UCI Leaf dataset, the end-to-end model
accuracy is 76.15%, while it reached up to 90.56% in a transfer
learning model.

To answer this question: “among the images of plant leaves
and flowers, what kind of perspectives contain more character-
istic information and allow a high accuracy of identification?”,
the study of [52] was conducted. They developed an image
capture system to create observations of flowering plants.
Each observation contains images of whole plants, front and
side views of flowers, top and back views of leaves. The
collected data set includes 101 species that are morphologically
similar. They have used a Convolutional Neural Network to
perform experiments. They obtained top-1 accuracies ranging
from 77% (whole plant) to 97% (when merging all features).
Flowers achieved the highest accuracy of 88%. The fusion
between flowers and leaves gives an accuracy of 96%. In
other work during 2019, [53] have studied automated plant
classification at the genus and family level. They have tested
a CNN model using a dataset that contains 1000 images of
representative species of the Western European flora belonging
to 516 genera and 124 families. The classification accuracy of
the trained species increased from 82.2% at the species level

to 85.9% and 88.4% at the genus and family level. While the
accuracy decreases considerably to 38.3% and 38.7% at genus
and family level for untrained species.

We can say that the 2020 edition of PlantCLEF challenge
[54] is entirely different from all previous editions. It is based
on a large collection of over 60000 herbarium sheets of 1000
species from the Guiana Shield region of South America.
A valuable asset of this collection is that many herbarium
sheets are accompanied by a few photos of the same specimen
in the field. For the test set, they used field images from
different sources, including Pl@ntNet and Encyclopedia of
Life. The metrics used for the evaluation of the task are
classification accuracy and Mean Reciprocal Ranking (MRR)
which is calculated according to the following equation:

MRR =
1

|Q|

|Q|∑
i=1

1

Ranki
(1)

where |Q| is the total number of specie occurrences in the
test set.

Authors of [54] claimed that the highest accuracy is MRR=
0.18 for ITCR PlantNet Run 10, followed by MRR= 0.17 for
ITCR PlantNet Run 9. Always during 2020, [55] have orga-
nized a sub-competition hosted on the Kaggle platform to en-
courage the development of an automated species identification
algorithm using herbarium leaves. 22 teams have participated
with 254 models for species identification of Melastomataceae.
They have used a large collection of photographed herbarium
specimens for experiments (46469 specimens representing
683 species). Four models out of 254 obtained the highest
accuracies exceeding 88% of correct identification.

For the 2021 edition of PlantCLEF challenge [56], we
can say that the training dataset is based on the same visual
data used during the previous challenge of 2020. Indeed, the
2021 task was particularly challenging, focusing on species
rarely photographed in the field in the northern tropical
Amazon. PlantCLEF 2021 introduces also new data related
to five “traits” covering exhaustively all the 1000 species of
the challenge. Traits are very valuable information that can
potentially help to improve prediction models. Indeed, it can
be assumed that species which share the same traits also share
to some extent common visual appearances. The five most
exhaustive traits (“plant growth form”, “habitat”, “plant life
form”, “trophic guild” and “woodiness”) were verified and
completed by experts of the Guyanese flora, so that each of the
1000 species have a value for each trait. The main evaluation
measure for the challenge was the MRR.

Finally, to build an reliable system, the authors of [57]
have proposed an efficient method of behavioral similarity
developed through three models based on deep learning. To
train their models, they have used the MalayaKew dataset that
includes 44 classes of plant species and the FLavia dataset
that contains 32 plant species. The results obtained for all
the proposed models using the two datasets are respectively
99.67% and 99.81%.

Table II provides a comparison of all studies based on
Deep Learning techniques. We will discuss the results of this
comparison in Section III.
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TABLE II. SUMMARY OF STUDIES BASED ON DEEP LEARNING TECHNIQUES

Dataset Accuracy (%)
Dyrmann et al. (2016) [23] 10413 images (22 species) 86,2
Goeau et al. (2016) [22] 113205 images (1000 species) 72,4
Grinblat et al. (2016) [24] 15 images (3 species) 92.6

96.9
Barré et al. (2017) [26] LeafSnap (7719 images of 185 species) 86.3

Flavia (60 images of 32 species) 97.9
Foliage (120 images of 60 species) 95.8

Goeau et al. (2017) [25] 1.1 million images of 10000 species 92
Lee et al. (2017) [30] MalayaKew (2816 images of 44 classes) 98.1

99.5
Sun et al. (2017) [31] 10000 (100 species) 91.78
C.-Rojas et al. (2017) [32] Herbier255 (11071 images of 255 species) 79.6

Herbier1K (253733 images of 1204 species)
63.2

64.32

62.39

}
for specie

C.-Rojas et al. (2018) [34] Herbier1K, ImageNet (1 Million arbitrary hand-annotated images)
70.51

75.95

76.23

}
for genus

75.55

88.17

86.92

}
for family

Zhu et al. (2018) [35] 113205 (1000 species) 90.2
Ferentinos (2018) [36] 87848 (25 species) 99.53
Brahimi et al. (2018) [37] PlantVillage (54323 images of 14 species) 99.76
G. and J. (2019) [45] 55636 images of 13 species 96.46
Bodhwani et al. (2019) [47] 27000 images of 185 leaf classes 93.09
Goeau et al. (2019) [48] 434251 images of 10000 species 32
Kaya et al. (2019) [49] Flavia, PlantVillage 90.56

UCI Leaf (443 images of 40 species)
Swedish Leaf (1125 images of 15 species)

Rzanny et al. (2019) [52] 9090 images of 100 observations (no data about species) 97.1
Seeland et al. (2019) [53] 500000 images of 1000 species 82.2 for specie

85.9 for genus
88.4 for family

Joly et al. (2020) [54] 60000 images (1000 herbarium species) MRR = 0.18
Ambrose et al. (2020) [55] 46469 images of 683 species ≥ 88

Goeau et al. (2021) [56] 60000 images of 1000 species MRR = 0.18
MRR = 0.158

KBeikmohammadi et al. (2022) [57] MalayaKew (2816 images of 44 classes) 99.67
Flavia (60 images of 32 species) 99.81

III. DISCUSSION AND FUTURE DIRECTION

It should be noted that while several results are discussed
separately here, they are interrelated in many ways. Therefore,
this discussion tends to overlap in some parts.

Before discussing any of the results of Section II, we can
immediately draw these six observations: 1) Most of results
do not give a clear and sure view on the indicators that
can improve the accuracy of plant identification. 2) There is
no better approach for automated plant identification (with
a priority of DL techniques compared to ML approaches);
and the current available identification systems are not yet
mature enough for a large-scale deployment. 3) There are no
common protocols of test, no common performance indicators
or metrics and no common databases used and shared between
all proposed approaches, which make any comparison of
results not fair or even wrong. 4) No information are given
about the taxonomy of each family / genus / specie which is
very important to specify the degree of resemblance between

classes (i.e., intra- and inter- subject variations) that gives as
well an idea of the complexity of any identification task. 5)
Recent automated plant identification systems might be in the
way to surpass the ability of the human expert botanists. 6)
Most of proposed systems are developed by computer science
experts and only very few of botanists.

For our first observation, we believe that the clearest results
that we can get are:

• Image type and identification accuracy: We can say
that the systems analyzed during the first edition of
PlantCLET challenge [6] have provided good classifi-
cation scores, especially using scans and pseudo-scans
categories, while using digital photos performance has
been degraded. Thus, the evidence conclusion here
is that the images type influences the identification
accuracy. The same observation can be drawn from
the results of the 2012 edition [7], even that the
difficulty of the challenge has increased and that the
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technological progress made by the participants has
not compensated for the increased difficulty.

• Feature extraction and identification accuracy: We
can say that for Machine Learning techniques, the im-
provement and the fusion of several methods of feature
extraction / selection can improve identification accu-
racy. For example, the improvement of classification
accuracy in [8] was due to the effective fusion between
the FLBP and the FCH methods. The same result
can be confirmed in [9] where most of approaches
focused on the extraction of shape, texture and color.
In the same context, [18] added more characters to be
extracted such as length, width, perimeter, number of
vertices, and hull area to get better results.

• Image view and identification accuracy: Always
for Machine Learning techniques, we believe that
observing different plant organs, using different views
of the same plant specie, which is a current practice
of botanists, can improve the identification accuracy.
This is slightly confirmed in [15] where systems that
combine different views of the same plant observation
showed higher accuracy compared to systems that use
single images.

• Image pre-processing and identification accuracy:
We believe that adding a pre-processing of images
before feature extraction can improve performance.
This can be confirmed in the experiments of [16]
and [17] who obtained good scores even if the used
herbarium images were old, thanks to the added pre-
processing step.

• CNNs and identification accuracy: Without any
doubt, performance of automated plant identification
systems has started to increase concretely since the
2016 PlantCLEF challenge [22]. Knowing that the
database used during this edition is the same one
used in the previous edition, the proposed systems
gave higher scores in 2016. These systems were
based on Convolutional Neural Networks. This def-
initely confirms the supremacy of Deep Learning
approaches over the Machine Learning methods pre-
viously adopted for plant identification. In addition,
all CNNs systems can use a huge database with a
very high number of images. These last can be noisy,
collected via the web, taken by digital cameras or cell
phones and do not undergo any pre-processing step.

• Taxonomic levels and identification accuracy: The
idea of moving to the classification at higher taxo-
nomic levels has also given good performance whether
in the experiment of [34] or that of [53]. The main idea
to note here is that the higher the taxonomic level, the
more relevant the classification accuracy becomes.

• Species diversity and identification accuracy: The
remarkable decrease in the results of the 2019 chal-
lenge [48] dedicated to regions lacking data. This can
be explained by the fact that there is generally much
more diversity in tropical regions compared to temper-
ate regions, already studied in the previous challenges,
for the same reference areas. In addition, tropical
plants in high forests are much less accessible to

humans who have much more difficulty in improving
their knowledge of these ecosystems. The decline in
results is continuing despite attempts to improve data
in 2020 [54] and 2021 [56] challenges, the tasks were
particularly difficult, focusing on rarely photographed
species in the field from data deficient regions (while
CNNs require huge number f images per class for the
training step).

For our second observation, as we have said before, perfor-
mance of automated plant identification systems has started to
be increased with the first uses of Deep Learning techniques
in the 2016 PlantCLEF challenge [22], which means already
that DL techniques have proven a superiority compared to
ML techniques. However, we believe that all current available
identification systems are not yet mature enough for a large-
scale deployment.

For the third observation, we believe that, before giving
any judgment about the best approach or the good practices
to follow to improve accuracy of automated plant systems, the
community of research of this field must establish a common
evaluation protocol to make researches able to compare their
results. In this context, we think that even the basic metrics
of evaluation, like the ROC curve and the Error Equal Rate
(ERR), are not used by all proposed technique of literature. In
addition, we believe as well that a common database must be
built to make the the use of the common evaluation protocol
fair and correct as well. The best example in this context
to be followed is the Fingerprint Verification Competition
(FVC) [58]. This is an international competition that has been
organized by academic laboratories to evaluate fingerprint veri-
fication algorithms developed by both academics and industry.
Several databases (i.e., FVC2000, FVC2002, FVC2004 and
FVC2006), which are acquired with various types of sensors
while increasing difficulty, were provided to the participants to
allow them to test and compare their techniques according to
a predefined test protocol2. The proposed protocol / databases
are used until now by all researchers in fingerprinting field. We
believe that the same strategy must be adopted for automated
plant identification.

For our fourth observation, we can say that the majority
of works in literature do not give any information about the
taxonomy of each family / genus / specie in the used dataset,
such information is very important for any identification sys-
tem to define the degree of resemblance between classes and
therefore define the difficulty of the database. All that confirm
again the need to build common databases of test while taking
in consideration the complexity of identification that is related
to the chosen plant for every database.

For the fifth observation, we think that the current auto-
mated plant identification systems might be in the way to
surpass the ability of the human expert botanists. This can
confirmed especially in the results of the 2019 PlantCLEF
challenge [48] and in Fig. 5 taken from the same challenge. We
can notice also that the results of automated systems improves
well in the Top 5 scenario compared to human experts, which
means that if we are looking for a tools to minimize the list of
candidate plants during a classic systematic identification (top

1https://www.imageclef.org/PlantCLEF2019
2https://biolab.csr.unibo.it/fvcongoing/UI/Form/Home.aspx
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(a) Top 1 accuracy (b) Top 5 accuracy

Fig. 5. Results of Automated Plant Identification Systems vs the Human Experts (Taken from 1).

10 or top 20 list for example), absolutely automated systems
can be this very useful / fast tool.

For our last observation, we have noticed that the majority
of proposed systems are developed by computer science ex-
perts and only very few of botanists which is absolutely not a
good practice to build successfully a robust automated system.
This prove why all works of literature have a huge lake of
taxonomic information about tested plant species. We believe
that All teams of work on this challenge must contain computer
scientist and botanist to optimize the design and results of
automated plant identification systems.

IV. CONCLUSION AND PERSPECTIVE

In this paper, we present a review of automated plant
species identification issue over all significant available studies
in literature. The main result of this synthesis is that the
performance of advanced deep learning models is becoming
close to the most advanced human expertise. However, we have
to mention that several fundamental challenges are remaining
to be solved to achieve the design of an efficient system. This is
exactly the objective of our future works. First, we have a plan
to propose an efficient evolution protocol to be used with any
plant identification system. Second, we will publish several
databases (with different level of difficulty) for tests while
giving all needed taxonomic information, including a national
database of Moroccan toxic plants species. Third, we will test
our first identification system (as a personalized architecture
of Convolutional Neural Network) using the Moroccan toxic
plants database since the complexity of this last will be
low because the degree of similarity is weak due to the
high diversity of families / genus of Moroccan toxic plants.
Finally, we will perform and optimize our system using harder
databases with high degree of similarity.
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[50] O. Söderkvist, “Computer vision classification of leaves from swedish
trees,” 2001.
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based classification of plant genus and family for trained and untrained
plant species,” BMC Bioinformatics, vol. 20, no. 1, jan 2019.
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Abstract—Fostering children’s problem-solving and computa-
tional programming competencies is crucial at the current time.
Like in other in-developing nations, children grew up with tech-
nology in Chile. Developing programming and problem-solving
competencies in children seems a reachable task using high-level
block-based programming languages. However, programming
and electronics competencies often emerge at higher educational
levels. This article presents that using Arduino can enhance the
development of programming and problem-solving competencies
in children and encourages them to think in new ways. This
article uses TinkerCAD, an online emulator of Arduino, to
teach fundamental electronic circuits and computer program-
ming components. Using TinkerCAD effectively addresses various
computing and electrical difficulties, such as turning on and
off a group of lights and reading sensors to respond to the
acquired values. This article seeks to develop problem-solving and
computer programming competencies in primary school students,
given the significance of both competencies, the open nature of
Arduino, and the applicability of TinkerCAD, which permits
using a block-based programming language. Children that took
part in the trial saw an increase in their academic performance
on average, which is a critical concomitant finding. The essential
drawbacks of this project were the children’s lack of knowledge
of electronics and programming principles and the need to use
a computer with an internet connection.

Keywords—Arduino; competencies; programming; problem-
solving; children

I. INTRODUCTION

The ability to use other skills to achieve objectives and
solve complex and specified problems are traits of problem-
solving competency [1]. It refers to the skills students need
to acquire to discover efficient, sophisticated, and worthwhile
solutions to issues in the interest of long-term learning. Infor-
mally, a computing method with clear boundaries, known as an
algorithm, accepts an input value or set of values and produces
an output value or set of values. An algorithm is a series of
precise, constrained, and obvious procedures for attaining a
particular goal or objective [2]. Because programs created in
programming languages reflect algorithms, algorithms are the
foundation of programming [3]. So, programming is the pro-
cess of giving a computer a set of instructions it needs to follow
to do a certain job. As Knuth [4] proposes, programming can
be a fun endeavor like writing poetry or music. Similarly, Vidal

* Corresponding author

et al. [5] stress the need to acquire logical and computational
abilities for problem analysis and solution delivery in both
computer-based and real-world settings. Getting young people
to think logically and algorithmically is one of the goals of the
education systems in several European and South American
countries [6].

High-level abstraction, main-focus skills, and algorithmic
reasoning are necessary for developing programming skills
in textual programming languages [6]. Contrarily, students
who use textual programming languages usually spend more
time understanding and adhering to syntactic conventions than
comprehending, learning, mastering algorithmic abilities, and
resolving issues. One strategy is to use the block-structured
programming language Scratch [7], which is kid-friendly, to
develop algorithmic skills. Come up with electrical computer
solutions. Due to the programming requirements and the
necessity to be wary about compromised physical components
in the final execution of the electrical circuit, a reducible
risk by employing simulators, it seems to be a challenging
operation. As an open-source electronics platform built on
simple hardware and software, Arduino intends to increase
accessibility for interactive computing-electronic applications
[8]. Aside from the warning about working with physical elec-
tronics, the essential parts of Arduino’s programming approach
for kids are the syntax, and semantic instructions of the C/C++
programming language [9].

TinkerCAD circuits [10], [11] seem to be intended to
address issues with Arduino-based computing-electronic sys-
tems in terms of design and programming: When combined
with Arduino-compatible electrical components, TinkerCAD, a
block-structured programming language, may be used to build
computer solutions.

The simplicity with which computing-electronic devices
can be built and programmed using TinkerCAD platforms
seems to be a feasible goal. Similar to that, the primary
objective of this article is to respond to the following research
question: Can people use Arduino to educate youngsters to
enhance their problem-solving and programming skills? This
article provides proof by outlining the positive results of a
TinkerCAD and Arduino workshop for children of a primary
school in Valparaiso, Chile. This paper presents TinkerCAD
and highlights the results obtained to persuade students and
instructors to use TinkerCAD in developing algorithmic and
problem-solving abilities.
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In today’s connected and computerized environment, pro-
gramming and creating computing-electronic systems are chal-
lenging tasks [12], [13]. As Vidal et al. [10] highlight, devel-
oping children’s programming and electronic abilities should
be a stimulating challenge for their interest and motivation
in computer and electronic systems. You may construct algo-
rithmic and computing-electronic conditions, for example, to
turn on a light using resistance or without it while properly
understanding physical and scientific principles.

This article may be summed up as follows: In Section II,
the TinkerCAD platform, Arduino, and an example of its
block-structured programming language are introduced. The
participants and setting of the workshop “Programming and
Electronics for Everyone” conducted in Valparaiso, Chile, are
explained in Section III. One of the experiments made by
students is shown in Section IV. The academic performance
enhancements of the workshop participants are highlighted in
Section V. Section VI describes related work. Section VII
presents conclusions of this worrk. Section VIII presents the
main findings and suggests research directions.

II. TINKERCAD CIRCUITS AND ARDUINO

To create computing-electronic solutions using Arduino,
TinkerCAD is a free, user-friendly web platform [14] for
3D design, electronics, and scripting [15], [10]. To enable
students to combine computers and electronics in low-cost,
open-hardware settings easily, Arduino was established in
Italy in 2005 [16]. As Peace [17] argued, a vast selection of
inexpensive hardware and software compatible with Arduino
is available on the market. Liquid Crystal Displays (LCDs),
sensors, and integrated web development platforms like Tinker-
CAD are available. TinkerCAD-based solutions are facilitated
and supported by TinkerCAD. TinkerCAD considers a design
area for the solution’s hardware parts, a classification of the
many more hardware parts, and a coding area for the software.
Fig. 1a shows a straightforward example of how to turn on a
led by connecting it to a 9-volt battery, which is analogous
to the electrical “Hello World” program [6]. Fig. 1b, on the
other hand, illustrates an unsuccessful operation for the same
purpose without using a resistor.

Fig. 2a shows a hardware design created in TinkerCAD to
turn on a red LED. It is similar to Fig. 1, except the Arduino
is in charge of the positive and ground signals. This method
may be modified to cyclically turn on the light for t1 seconds
and then turn it off for t2 seconds by adding code. Creating
Arduino solutions requires extensive programming abilities
because of the new syntax and semantics of the related C/C++
programming language. Like Scratch, TinkerCAD supports
programming solutions utilizing block-structured languages
[18]. Fig. 2a and 2b presents the color-coded division of
blocks: output (blue), input (purple), notation (gray), control
(yellow), mathematics (green), and variables (rose). That figure
additionally shows the block-structured code for turning on
and off the LED for times t1 and t2 along with the variables
declaration section.

Fig. 2b shows a semaphore simulator that is an extension
of Fig. 2a. This figure also presents the associated block-
structure code for the semaphore functioning. Fig. 2b does not
use variables to define the light-time of each LED: the green

(a) Turning on a LED Successfully (b) Turning on a LED Unsuccessfully

Fig. 1. Flipping a Led Both Successfully and Unsuccessfully with an
Arduino.

LED will be turned on for 5 seconds (pin 2), the yellow LED
for 3 seconds (pin 3), and the LED red for 5 seconds (pin 4),
respectively.

Another amazing feature of TinkerCAD is the ability to
produce Arduino C/C++ code from a block-structured code
solution. TinkerCAD is a great online tool for researching
Arduino-based computing and electronics solutions.

III. WORKSHOP ON PROGRAMMING AND ELECTRONICS
FOR EVERYONE

A project called “Future Education” links universities,
basic colleges, and schools in Chile’s Valparaiso region to
provide seminars in various subject areas at participating
higher education institutions [19]. “Future Education” develops
activities that include students in experiments and debates
with academics and researchers from various subjects using
a rigorous and active approach. To help nine primary school
students from four different schools and cities in the Valparaiso
region develop their programming and computing-electronic
skills, “Programming and Electronics for Everyone” was in-
cluded in the 2020 edition of “Future Education”. Specifically,
there were two schools with three students (schools A and
B), one school with two students (school C), and one school
with one student (school D). The 5-session program, titled
“Programming and Electronics for Everyone”, had a start date
of October and a finish date of mid-November 2020. The first
two days of the training covered the fundamentals of Arduino
and TinkerCAD programming environment. After that, stu-
dents went over basic sensor tools and response ideas as the
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(a) Turn On and Off a Red LED in TinkerCAD.

(b) Simulate a Semaphore in TinkerCAD.

Fig. 2. Turn On and Off a Red LED and Simulate a Semaphore in TinkerCAD.

course progressed with intermediate Arduino and Tinkercad (3
sessions). The course ended with a final presentation to share
the results with the community. Students who took part in the
session had no knowledge of programming and much fewer
electronics and associated physical principles. Their prior
academic record at those institutions was above average (6.0 on
a scale of 1.0 to 7.0). Consequently, the workshop’s objectives
appear a touch too ambitious. Participants were nonetheless
encouraged to participate physically and primarily for the live
results while utilizing the Arduino simulation in TinkerCAD.
The first two workshop sessions taught students about the
Arduino inputs and outputs (structure). Authors experimented
using a real battery and Arduino to turn on and off a light
(Fig. 1 and 2a), and implementing a semaphore (Fig. 2b).
The Arduino loop cycle, in which this code is continually
executed, was grasped by the students. Students studied more
about conditional structures, variables, and sensors in the next
three sessions.

This project proved that by using Arduino, people could
effectively educate and develop students’ programming and
problem-solving skills. This page displays the primary school
test scores from various Chilean primary schools, a nation
that is still growing. These findings may inspire other insti-
tutions and countries to do comparative research to enhance
and develop these skills in elementary school children. The
researchers of this project want to conduct a more extended
experiment with younger primary school pupils to help them
develop their programming and problem-solving skills.

IV. SUCCULENT STUDENT EXPERIMENTS

Students were considerably more enthusiastic about study-
ing electronics using Arduino after learning about using Tin-
kerCAD to build circuits and its block-structured programming
environment. A TinkerCAD method to turn on a red led when
pushing a button and turn it off in another situation is shown
in Fig. 3.
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The circuit is shown in part a of this solution, and part b
shows the block-structured code. Students go through the key
concepts of the Arduino loop cycle once again to determine
whether or not the button is pushed to turn on and off the red
LED accordingly. Students were, therefore, able to distinguish
between input and output signals. In the fourth lesson, students
received examples of how variables are used in human life
(for example, to record a friend’s phone number) and on
the Arduino (e.g., to know what the previous button pressed
was for a circuit with a set of buttons). Students also knew
about a few distinctions between digital and analog signals
using sensors. In this lesson, the authors created a TinkerCAD
solution with the primary objective of turning on the red
light when the temperature exceeds a particular value (Fig. 4

illustrates the circuit and the block-structured code). The
block-structured code defines the maximum temperature using
the MaxTemp variable (35 Celsius). In another instance, the
red led is switched on and off when the read temperature, using
a mathematical calculation, exceeds that maximum value. This
TinkerCAD exercise was completed by seven students, while
the remaining two were assisted. Thus, all pupils could under-
stand how their first sensor system worked. As a motivation
for using an ultrasonic sensor to calculate the distance of
an object concerning the sensor position and turn on a led
concerning the current distance of that object, the authors went
over the main steps of the previous TinkerCAD temperature
systems in the final session of the workshop. There are three
variables for the detected value (distance), the lowest distance

(a) TinkerCAD Circuit Solution for Turning on the Led when a Button is Pressed.

(b) TinkerCAD Code Solution for Turning on the Led when a Button is Pressed.

Fig. 3. TinkerCAD Solution for Turning on the Led when a Button is Pressed.
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(a) TinkerCAD Circuit for Reading a Temperature Sensor and Activating a Light.

(b) TinkerCAD Block-Structured Code for Reading a Temperature Sensor and Activating a Light when the Temperature Rises over a Certain Threshold, Called MaxTemp.

Fig. 4. Using TinkerCAD for Reading a Temperature Sensor and Activating a Light when the Temperature Rises over a Certain Threshold, Called MaxTemp.

allowed (minDistance), and the maximum distance allowed
(maxDistance) in the block-structured code. The authors are
grateful for the circuit’s red, yellow, and green-led instances
that can be turned on individually. If the distance is less than
the minimum distance, the red led turns on; if it is between the
minimum and maximum distance, the yellow led turns on; and
if it is more than the maximum distance, the green led turns
on. Some of the experimental findings that students obtained
during the last three workshop sessions are summarized in
Fig. 3 and 4.

V. ACADEMIC PROGRESS

According to their primary school records, students who
participated in the workshop demonstrated improved academic
performance from their prior academic performance, particu-
larly in the math and science classes. The authors understand

that these pupils might significantly benefit from courses where
developing algorithmic thinking and problem-solving skills is
relevant. The following lines provide further information about
such upgrades.

A. Improved Math Test Results

The primary academic gains made by pupils in the math
class are shown in Table I. Authors may acknowledge that
pupils improved their scores by 9.21% on average. All of the
pupils also scored close to their post-test records. Because
algorithmic and problem-solving skills are closely related to
logical and mathematical reasoning, these results are expected
to rise.
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TABLE I. MATH COURSE ACADEMIC RESULT - CHILEAN SCORE
RECORDS FROM 1.0 TO 7.0

Academic Performance# Students | School Previous record Post record Improvement
3 | School A 5.8 6.3 8.62%
3 | School B 5.6 6.1 8.92%
2 | School C 5.7 6.2 8.77%
1 | School D 5.5 6.1 10.53

TABLE II. SCIENCE COURSE ACADEMIC RESULT: CHILEAN SCORE
RECORDS FROM 1.0 TO 7.0

Academic Performance# Students | School Previous record Post record Improvement
3 | School A 6.0 6.4 6.66%
3 | School B 6.1 6.4 4.92%
2 | School C 5.8 6.2 6.90%
1 | School D 5.9 6.3 6.78

B. An improvement in science test results

The primary academic gains made by pupils in the science
class are shown in Table II. Authors may acknowledge that
pupils improved their scores by, on average, 6.32%. Regarding
the arithmetic course, every student received a post-record
score close to the maximum. Authors could say that algo-
rithmic and problem-solving skills help students improve in
science, even though this improvement is not as significant as
in math.

VI. RELATED WORK

Research about developing programming and problem-
solving competencies in university students and children exists.
Lineros et al. [20] present positive experiences developing
electronic and computing architecture competencies using Ar-
duino. Vidal et al. [21] highlight experiments in the same
academic experience at the Viña del Mar University. The
work of Vidal et al. [10] shows positive experiences with
school children in Viña del Mar, Chile, using Scratch and
Arduino to develop programming and electronic competencies.
Tupac et al. [22] describe positive experiences and results
using Arduino in a first programming course with university
students in Huancayo, Perú. Tupac et al. [23] highlight results
and academic performance regarding previous experiences in
Huancayo, Perú, even more during the pandemic time applying
online education.

Regarding programming competencies in university stu-
dents, Ortega et al. [24] and Vidal et al. [25] remark on
the usefulness of Python for developing multiprogramming
and web development competencies, respectively, not neces-
sarily for computer science students. Likewise, Vidal et al.
[26] describe the positive results and experience developing
multiprogramming and programming competencies applying
Python in two majors with the different primary focus, com-
puter engineering, and business administration. Even though
those works are not related to Arduino, they also demonstrate
confidence in applying high-level programming languages to
develop programming and problem-solving competencies.

VII. CONCLUSIONS

This project proved that by using Arduino, people could
effectively educate and develop students’ programming and

problem-solving skills. This page displays the primary school
test scores from various Chilean primary schools, a nation that
is still growing. These findings may inspire other institutions
and governments to do comparative research to enhance and
develop these skills in elementary school children. The people
doing this research want to do a more extended experiment
with younger kids in primary school to help them learn how
to code and solve problems.

TinkerCAD’s online functionality goes hand in hand with
the global education trend. For example, the universities of the
authors of this work are currently offering programs applying
partially or fully to that system. Hence, TinkerCAD can be
part of those programs for developing programming, circuit
design, and problem-solving competencies.

VIII. FUTURE WORK

This research invites us to investigate the usefulness of
Arduino and TinkerCAD for first-year primary school and
first-year university students to develop programming, circuit
design, and problem-solving competencies. That is a current
project in the universities of the authors. They expect to publish
the obtained results.

The authors will also investigate Arduino and Tinker-
CAD’s impact on developing programming, circuit design,
and problem-solving competencies in kindergarten children.
The block-based programming language seems attractive, and
appreciating results after coding seems useful for learning
purposes. Nowadays, children are born in a computer and
information world that invite them to use and learn about
technology.

The block-based language of TinkerCAD for developing
programming, electronics, and problem-solving competencies
also motivates researchers to apply tools in videogame de-
velopment, such as Unity [27] and Unreal Engine [28].
Videogames attract children, teens, and adults; their develop-
ment can motivate them to develop programming and problem-
solving competencies.

The main issue of this work was the requirement for in-
ternet connection and computer availability, although it seems
an irrelevant problem nowadays.
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Abstract—Liquefied petroleum gas (LPG) is used in a wide
range of applications such as home and industrial appliances,
vehicles, and refrigerators. However, leakage of gas can have a
dangerous and toxic effect on humans and other living organisms.
In this paper, an IoT based system is employed for this purpose
to monitor gas leakage, detect flames, and alert users. The MQ-5
gas sensor was used to understand the concentration level of a
closed volume of gas, while the infrared flame sensor was used
to detect the spread of fire in this study. The proposed system
has the capacity to detect fire and gas leaks as well as take
additional action to lower gas concentration by air ventilation
with exhausted fan and put out fires with fire extinguisher. The
suggested approach will contribute to increasing safety, lowering
the mortality toll, and minimizing harm to the environment.
Overall system is implemented with IOT cloud-based remote
controls to prevent gas leakage by using android application
in response to individual feedback or feed-forward commands.
The controller used here is Arduino Uno Rev3 SMD. This study
provides design approaches to both software and hardware.

Keywords—Gas leakage; infrared flame detection; IoT; android;
arduino UNO

I. INTRODUCTION

When natural gas or another gaseous product escapes from
a pipeline or cylinders into an area where it is not supposed
to is referred to as gas leakage. These gasses are usually
colorless and some are odorless, so there is no way to know
if there has been a gas leakage in the environment. It may
result in life threatening explosions if these leakage can not
be detected [1]. Gas leaks have been a common occurrence
in recent years, owing to a combination of poor equipment
maintenance and a lack of public knowledge [2]. Therefore,
a gas leakage detection system is needed to be introduced to
detect gas leakages from domestic or industrial gas pipes or
cylinders. It is essential to prevent loss of lives and properties.
With the help of Wireless Sensor Networks (WSN), Radio
Frequency Identification (RFID), and cloud computing, IoT
device communication has become more practical than it once
was[3].IoT is a system of web-enabled devices that use sensors
to gather data from their environment, process it, and transmit it
over the network [4]. Everything is becoming more connected
to the internet, which is causing the Internet of Things to grow
exponentially [5].

Nowadays a great number of people around the world are
using smartphones. So it will be greatly convenient if we can

use smartphones as a surveillance device in order to detect gas
leakage.Therefore, we have developed a gas leakage detection
system accompanied by an android application. However, this
system does not only detect the gas leakage but also it can
take actions against the explosions that might happen due to
leakage.

Currently, the gas leak detection system is a widely used
mechanism. These function nicely and substantially reduce
damage. If they adopt additional safety measures in addition to
looking for gas leaks, they may be more effective. Existing gas
leak detection systems can find leaks, sound audible alarms,
and text or contact users to alert them to a leak. However, there
is no safety precaution, which means that if there is no user,
any accident could occur. Our recommended system, however,
has safeguards. For instance, the user can promptly take action
by utilizing their Android mobile phone in the event of a gas
leak, such as cutting off the gas and power supply to lessen
the likelihood of an accident. Using our developed app on their
phone, they can remotely operate the entire system.

Our system’s main goal is to create a gas leakage detection
system and take the required actions to avoid disasters caused
by gas leakage.The entire system is powered by Arduino.
When a gas leak, smoke, or flame is detected, the proper
procedures can be performed to notify the users. The entire
system can be controlled from remote location by designing an
Android app using cloud database. In addition, an automatic
fire extinguishing mechanism has been incorporated to provide
more reliability to the system’s user.

This paper presents the latest IoT and app based intelligent
system and provides a substantial new research direction. Some
significant contributions of this paper are outlined as follows:

• Smart Management: A smart system is developed
using edge cutting technology to monitor and control
the gas leakage and fire break out.

• Remote Controlling: A mobile application is devel-
oped to control the system remotely.

• Smart Decision Making: A decision tree algorithm is
developed based on the data to help the user making
intelligent decision.

• System Integration: This system’s components and
integration are both cost-effective and dependable.
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The rest of the paper is segmented as follows. Section II
discusses about related works. Section III provides a detailed
description of the hardware that we have used to build our
proposed system. Section IV provides a detailed description of
our proposed system. Section V presented the whole scenarios
of implementation of our proposed system and Section VI,
provides a detailed view whether our system works properly or
not. Section VII shows performance evaluation of our system
with the existing system and Section VIII gives a detailed view
of how security is provided in our IoT system. Section IX
concludes the paper.

II. RELATED WORKS

Srivastava et al. [6] presented a home automation system
for consumer safety in . The suggested system automatically
cuts off the gas supply whenever a gas leak is identified.
Customers can also keep track of their gas consumption and
bring refills before the gas runs out by using the system. They
did not employ LPG cylinders in practice due to budgetary and
timing constraints. They used a water container and lighters
to demonstrate gas leaking in the test case experiment. In [7],
Keshamoni et al. built an IOT based system for monitoring gas
levels, booking new cylinders, and detecting gas leaks to avoid
mishaps. The device reduces gas accidents by informing users of
leaks and pre-alerting them to schedule a replacement cylinder.
They just alert the users that there is a leakage happening
in the system but no remote controlling or monitoring is not
implemented there. In [8], Varma et al. presented an IoT
based system for detecting harmful gasses. The system notifies
customers through personal call, SMS, and email when a gas
leak is detected by the gas sensor. The system uses relays to
turn off the main power supply when the gas concentration is
likely to reach the Lower Explosion Limit (LEL). However if
relays fail to perform, there is no alternate way to cut down
the main power supply which may lead to a great accident.
In [9], Siddika et al. build a microcontroller-based system for
monitoring LPG gas leaks and warning users using an Arduino
and a MQ-135 sensor. The device activates and sounds an
alarm by buzzing the buzzer when the gas sensor detects a gas
leak. It also sends a message labeled “GAS LEAKAGE" to
a predefined mobile number through the GSM module. They
didn’t provide any sort of automatic safety system in place.

In [10], Tamizharasan et al. proposed an IoT-based
automated system for monitoring gas density in LPG cylinders.
The gas sensor delivers information to the micro controller,
which activates the buzzer when a gas leak is detected. They
employed a load sensor to measure the weight of the LPG
cylinder in this arrangement. When this weight drops to a
dangerously low level, the system alerts the user and instantly
orders a replacement cylinder by contacting the registered
gas booking number. They just monitor the gas density level
but they do not detect the leakage occurred in the cylinder.
In [11], Tharad et al. proposed a method for detecting LPG
leakage using an Arduino-based microcontroller. MQ2 gas
sensors, an Arduino microprocessor, a GSM module, an LCD
display, a temperature and humidity module, as well as a buzzer
were all employed in the system. The gas concentration in the
surrounding area will be displayed on the LCD display, and
a buzzer will sound when leakage is found. With the aid of
a stepper motor, the power source is turned off. But, if the
stepper motor fails to perform its action there is no such other

option in it which can protect from destruction. Dmitry et al.
[12] developed an architecture using Wavelength Modulation
Spectroscopy instrument to identify the presence of gas and
estimate the gas concentration. The output is sent via Bluetooth
protocol to the developed application running on a LG G2
D802. The application was developed to access the HITRAN
database in real-time. But there isn’t any automatic action put
in it that can be crucial if a user doesn’t receive the notification
or take the action. Rahul et al. [13] implemented a system to
detect the liquefied petroleum gas (LPG). The system used the
high sensitivity sensors to detect the gas leakage as early as
possible. They did not include in their system such as cut off
power supply, alert system, flame detection, etc.

Anindya et al. [14] presented a new approach for detection
of domestic cooking gas leakage. During the experiment the
humidity and temperature maintained in a fixed value. Different
concentration of LPG has been tested under coated and uncoated
conditions. Then the concentration was analyzed for different
situations. However, this system doesn’t do anything in response
to the presence of gas in the surroundings. Noor et al. [15]
proposed a gas leakage detection system using two Internet of
Things (IOT) platforms. In this system, MQ-2 gas sensor is
used to detect the gas leakage. Then the sensor sends the signal
to microcontroller and after that microcontroller sends it to an
external device such as cell phone. Blynk IoT application is
used to alert the concerned person using alarm and Thingspeak
IoT cloud is used to record and visualize the data. To monitor
LPG leakage, Malviya et al. [16] presented an LPG gas leakage
detection and indication system. This setup uses a gas sensor
to detect LPG gas leaks and simultaneously sounds an alarm.
After the gas leakage equals or exceeds the predetermined
threshold, it also uses a Wi-Fi module to send a message to
mobile phones. But they didn’t provide any suggestion how to
control the leakage using mobile phone or any other device.

In order to facilitate user engagement with the suggested
system, QI Sarhan et al. [17] employed an Arduino Uno
microcontroller in conjunction with a number of suitable
sensors, actuators, and GSM as a wireless communication
channel. Users may be alerted to events like fire, gas leaks, and
home invasions via SMS messages, emails with attachments, etc.
In this research, MR Habib et al. [18] suggested an automatic
fire alarm system with an extinguishing device that is based on
Arduino for fire protection. Smoke detector and temperature
sensor support the flame sensor in the proposed system, which
is explained together with a thermal model of a dwelling. They
didn’t use the cloud server and automated decision making
approach in their system.

III. SYSTEM HARDWARE

1) Arduino UNO (Fig. 1):

Fig. 1. Arduino UNO.
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Features:
• Operating voltage : 5V
• Input voltage range : 6v to 20V
• Input/Output pins : 14
• Analog i/p pins : 6
• DC Current for each input/output pin : 40 mA
• DC Current for 3.3V Pin : 50 mA

2) Gas sensor(MQ-5) (Fig. 2):

Fig. 2. Gas Sensor (MQ-5).

Features:
• Good sensitivity to harmful gasses in a wide

range.
• Long life and low cost.
• Possesses high sensitivity to ammonia, ben-

zene, sulfide gases.
• Simple drive circuit.

3) Sim module (Sim 800L) (Fig. 3):

Fig. 3. Sim Module.

Features:
• Works between the voltage range 3.4V to 4.4V

and it works in low power mode.
• Operates in 2 mode: Sleep Mode, Ideal Mode.
• Consumption of power is less than 2 mA in

Sleep Mode and less than 7 mA in Ideal Mode.
• Supports micro SIM card.
• Searches its corresponding network.
• Helps to send and receive call and SMS.
• Indicates different states by using LED such as:

first blinking(no network coverage or search-
ing), slow blinking (logged in), not blinking
(power problem).

4) Infrared Flame Detection Sensor (Fig. 4):
Features:

• The sensor can detect fires with wavelengths
ranging from 760 to 1100 nm.

• It can detect a lighter flame from 80cm,
the larger the flame the farther the sensing
distance.

5) ESP Module (ESP 8266) (Fig. 5):
Features:

Fig. 4. Infrared Flame Detection Sensor.

Fig. 5. ESP Module.

• Integrated with TCP/IP protocol stack.
• Build in temperature sensor.
• Power consumption - 70 mA.
• Voltage range - 3V to 3.6 V.
• We need to program our device and commu-

nicate with the ESP8266 chip by converting
USB signals to serial.

IV. PROPOSED METHODOLOGY

Arduino UNO micro controller is the main component of
our proposed system. It works as the brain of our system. As
it is a low cost device, and easily programmable, we use it as
the integrator of our system. It is connected with every other
component shown in Fig. 7.

A. System Architecture

The product consists of an outer wooden casing in the shape
of a box to carry the Arduino controller, LCD Display, GSM
Module, MQ-5 gas sensor, ESP Wi-Fi module, a Buzzer, servo
motor and exhaust fan. The gas sensor is placed right above
the mouth of the cylinder and the pipeline. Fig. 6 shows the
overall architecture of our system.

A servo motor is placed in such a way that whenever there
is a signal, it will close the pipe to stop the flow of gas and with
help of ESP Wi-Fi module it can stop electricity supply also.
Arduino acts as the brain of control. GSM module, ESP Wi-Fi
module, LCD display all are connected to Arduino controllers.
An LCD display is connected which always shows how much
gas is present in the air. There is a Buzzer and two exhaust
fans in our system which will be helpful in case of emergency.
The GSM module is connected to the Arduino UNO to send
alert messages.

B. Operational Principle

• Collecting Data from Sensor: The sensors we have
used in our system are MQ-5 gas sensor and fire sensor.
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Fig. 6. System Architecture.

Fig. 7. Block Diagram of the Proposed System.

MQ-5 gas sensor is used to detect whether gas leakage
occurs or not. It can also detect toxic gasses like
ammonia gas, sulfide, benzene series steam and also
trace the smoke and other gasses. The primary material
of the MQ-5 gas sensor is SnO2. It possesses very low
conductivity in clean air. When the gas leakage occurs,
the gas concentration in that place gets higher. So
when it comes into contact with SnO2 its conductivity
changes. Its conductivity rises along with the level of
the gas in the air. This is how the MQ-5 gas sensor
works and produces a corresponding output voltage
from which we can understand the level of gas in the
air.
The fire breakout is detected using an infrared flame
sensor. Flame detectors that use infrared (IR) or wide-
band infrared (greater than 1.1 m) sense and analyze the
infrared spectral band to locate predetermined patterns
emitted by hot gases.
All of these sensors are connected with the Arduino

UNO board and data from the sensors has been
displayed on the LCD monitor. If the gas leakage
occurs in the system, an alarm or buzzer rings to alert
everyone within the house. And an alert message is
sent to the user’s phone using GSM module shown in
Fig. 8.

• Sending Data to Cloud Server:
All of the data that is collected from the sensor has
been sent to the cloud server using the Wi-Fi module
that is associated with the Arduino UNO server. For
cloud service, we have used the Firebase database. The
Firebase saves the data as parent child combination
pair. The cloud server is basically used for remote
controlling of our system.

• Data Extraction and Mobile Application Develop-
ment:
All of these data that is stored in the cloud has been
collected and sent to the mobile application that we
have been built using the MIT app inventor. By using
this application, the user can control the system from
anywhere. The sensor data is visible to the user through
the application interface.

• Remote Controlling:
A decision tree algorithm is applied in the data that
is collected from the cloud server and a suggestion
is visible in the interface of the mobile application.
Then the user can easily take the decision of turning
the gas regulator off or turning on the exhaust fan
or cutting off the electric supply or turn on the fire
extinguisher depending on the situation. When the
user gives command in the mobile application, it
immediately sends the signal to the cloud database
and from that the signal is executed in the Arduino
UNO board. This is how remote controlling is done
in our system using mobile application.
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Fig. 8. Operational Flow of Detecting Gas Leakage.

V. IMPLEMENTATION

A. System Implementation

The below Fig. 9 represents our whole system imple-
mentation. Before implementing the overall system, we have
tested every single component. In place of exhaust fans and
fire extinguisher, we have used LED bulbs to minimize our
implementation cost and simplification. To monetize the power
supply, we have used a single LED bulb. Arduino UNO is
connected with every single component of the system and acts
as a brain of our system.

B. Android Mobile App Implementation

Here we have developed an android app which helps to
control our leakage system from a remote distance. The user
may turn the gas and electricity off and exhaust fan on in case
of found leakage through apps. Fig. 10 the interface of our
android app. We have implemented the decision tree algorithm
1 in the mobile application to provide suggestion about taking
action to control the gas leakage.

Fig. 9. System Implementation.
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Fig. 10. Mobile Application Interface.

VI. TEST AND RESULTS

This system has been examined by taking a small amount
of LPG gas near to the sensor. The MQ-5 gas sensor detects
the LPG gas and then it sends a signal to the micro controller.
The sensor detects gas leakage once the system is launched, if
there is no gas leakage, it displays “Gas Level Normal" on the
display which is shown in Fig. 11.

When gas is leaked and it crosses its limit which we
set (300ppm) a signal from the micro controller goes to the
display and shows “Leakage Found" which is shown in Fig.
12. Simultaneously the buzzer rings.

Then the sensor data goes to the cloud and gives a
notification or alert message “Leakage Found on your kitchen"
to the owner’s phone to let him know about the incident shown
in Fig. 13.

After getting from leakage found message, we can stop the
gas and power supply by the help of our android app.When
the owner stays at home and wants to be sure of his safety,
he can turn off the gas supply with his mobile through this

Algorithm 1: Decision Tree for Gas Leakage Con-
trolling

1. Enter the gas level
2. Enter the flame status
3. if gaslevel >= 300 && gaslevel <= 3000 then

if flamestatus == true then
suggestion = 1st Exhaust Fan on & Buzzer on
& Fire Extinguisher on

else
suggestion=1st Exhaust Fan on & Buzzer on

4. else if gaslevel > 3000 && gaslevel <= 7000
then

if flamestatus == true then
suggestion = 2nd Exhaust Fan on & Gas
Regulator Off & Fire Extinguisher on

else
suggestion=2nd Exhaust Fan on & Gas
Regulator Off

5. else if gaslevel > 7000 && gaslevel <= 10000
then

if flamestatus == true then
suggestion = Power Supply off & Fire
Extinguisher on

else
suggestion=Power Supply off

6. else
suggestion = Gas Level Normal

Fig. 11. Show Gas Level Normal.

Fig. 12. Leakage Found Message Display.

application. And if he stays outside the home, then he can turn
off both the gas supply and power supply with the help of this
application. If the flame detector sensor detects the flame then
it will immediately sends message to the user and the user then
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TABLE I. DIFFERENCE WITH OTHER EXISTING SYSTEMS

Features [6] [7] [8] [9] [10] [12] [13] [14] [15] Proposed
System

Detection of gas leakage Y N Y N Y Y Y Y Y Y
Detection of fire Y N N Y N Y N N N Y
Detection of harmful gases N N Y N N N N N N Y
Alert by Alarm Y N Y Y N N N N Y Y
Alert by SMS N Y Y N N N N N N Y
Alert by Personal Call N N Y N N N N N N N
Controlling exhaust fan N N N N N N Y N N Y
Controlling power supply N N N N N N N N N Y
Controlling gas regulator N N N N N N N N N Y
Controlling fire extinguisher N N N N N N N N N Y
Message shown in LCD display N N N Y Y N N N N Y

Fig. 13. Alert Message about Leakage of Gas.

using the mobile app can turn on the fire extinguisher.

VII. EVALUATION

We have evaluated our system with other existing systems in
respect to the feature that they have introduced in their system.
The Table I shows the difference between our proposed system
and existing system.

Here, Y represents ‘Yes’ and N represents ‘No’.

Comparing the proposed system to the other systems it
can be clearly seen that from Table I, the proposed system
incorporated more features in comparing with the other system.
It can not only detect the gas leakage but also take necessary

precautions or actions to avoid severe accidental cases happen
due to gas leakage which is absent in the existing systems.

VIII. SECURITY

The majority of internet technologies and networking proto-
cols have been created exclusively for unrestrained items, which
has presented significant security concerns when integrating
IoT objects into the standard Internet [19]. We must ensure
security in order for the various sensors attached to our system
and the data saved in the cloud database to function properly.
The security measures put in place in our system to keep it
secure are listed below.

• Providing Authentication and Password: For our
smartphone application that we designed to allow
remote operation of our IoT system, we have enabled
authentication and strong passwords. It aids in protect-
ing our system from brute-force attacks.

• Monetizing and Updating System: We have a
frequent update option installed in our system and
regularly monitor to detect the vulnerabilities of our
system.

• Ensuring Security of Data: Our data is stored in
the Firebase database. To protect the data, we have
used their built-in authorization mechanism. In order
to safeguard the data from manipulation or tampering
from other sources, we have additionally deployed
rule-based permission of the Firebase database for data
retrieval. This makes our data secure when retrieving.

IX. CONCLUSION

In this research, we proposed a gas leakage detection
approach for home safety reasons to reduce the accidental
cases occur owing to gas leakage and a flame detection system
is provided to manage the fire outbreak. To remotely operate
the entire system, we also developed an android application.
Additionally, it accomplishes some important properties that
the current approaches do not. A more potent gas sensor, such
as MEMS, can be used to increase system effectiveness. If
a Philips micro controller is utilized, the micro controller’s
efficiency and memory can be improved. To generate intelligent
decisions, advanced machine learning algorithms might be
introduced.
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Abstract—The Raspberry Pi has evolved in recent years into
a popular, low-cost, tiny computer for a wide range of IoT ap-
plications. Raspberry Pi is not only successful for data collection
but also for data processing, including data storage and analysis.
Thus, this study investigates the capability of Raspberry Pi as an
edge processing device for capturing lightning strike signals in
predicting flash flood locations. An electric and magnetic sensor
(EMS) is connected to a Raspberry Pi in the experiment setup.
The Raspberry Pi is then used to process digitised lightning
signals. From the experiment, Raspberry Pi’s performance is
measured using the performance metrics: central processing unit
(CPU) usage and temperature. The results revealed that the
Raspberry Pi could handle the real-time collection and processing
of lightning signals from the EMSs without affecting the hardware
capability.

Keywords—Raspberry Pi; IoT; edge; performance

I. INTRODUCTION

The Internet of Things (IoT) is changing how we live,
work, travel and do business. It is also the cornerstone of a
modern industrial revolution known as Industry 4.0 and the key
to the digital transformation of businesses, communities, and
society. An IoT ecosystem comprises web-enabled intelligent
devices that use embedded systems, such as processors, sen-
sors, and communication hardware. These intelligent devices
collect, transmit and act on data they acquire from their
environments. The devices then share the sensor data they
acquire by connecting to an IoT gateway or other edge device,
where the data is either transferred to the cloud for analysis or
locally analysed. According to Priceconomics.com, the number
of connected devices is projected to rise from 8.7 billion in
2012 to 50 billion in 2020 [1]. Huawei predicts that 100 billion
connected devices will be used in every business and living
area by 2025 [2]. Consequently, the data generated by the
IoT is projected to reach 4.4 zettabytes by 2020 from just
0.1 zettabytes in 2013 [1].

The value of IoT goes further than data collection and real-
time monitoring. Companies can gradually see the need to
upload vast amounts of data to the cloud and support flexible
resource management and visualised operations. They will also

strive to process their data using machine learning and predic-
tive analytics in order to introduce better technologies that will
bring them success. Previously, placing all computational tasks
on the cloud has proved to be an efficient way to process data
since the power of cloud computing outperforms the capacity
of the IoT. However, over the past few years, the significant
increase of data generated by smart devices has put a strain
on bandwidth utilisation [3].

Furthermore, digital traffic jams are almost anticipated,
with the world estimated to generate up to 4.4 zettabytes of
data by 2020. There is also the ”last mile” bottleneck problem.
Essentially, the last mile defines the final networking segment,
which connects an organisation’s local network to the Internet.
Since all network traffic destined for a particular organisation
is channelled through that connection, it can be a bottleneck
in networking throughput [4].

Due to the miniaturisation of processing and storage tech-
nology, current IoT devices have become more potent in col-
lecting, storing, and processing data. This scenario has opened
opportunities for organisations to optimise their networks and
relocate more processing functions closer to where data is
collected at the edge of the network. Gartner defines edge
computing as a “part of a distributed computing topology
where information processing is located close to the edge,
where things and people produce or consume that information”
[5]. In essence, edge computing brings computation and data
storage closer to the smart devices rather than depending on
a central location that might be thousands of kilometres away.
Edge computing allows the data from the IoT devices to
be analysed before being sent to the data centre. The main
objective of edge computing is to prevent data, especially real-
time data, from suffering latency issues that can affect the
performance of an application [6].

Recent years have seen the development of Raspberry Pi as
a popular, low-cost, tiny computer for several IoT applications.
Raspberry Pi, referred to as a Single Board Computer (SBC),
can run a complete operating system and has sufficient periph-
erals like memory, central processing unit (CPU), and power to
initiate execution without additional hardware. In the present
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TABLE I. TABLE OF ABBREVIATIONS

Abbreviation Meaning
CAPPI Constant Altitude Plan Position Indicator
CG Cloud-to-Ground
CPU Central Processing Unit
EMS Electric and Magnetic Sensor
GPS Global Positioning System
IoT Internet of Things
LF Low Frequency
LPDDR Low-Power Double Data Rate
NBE Narrow Bipolar Event
PaaS Platform as a Service
RAM Random Access Memory
RPi Raspberry Pi
SDRAM Synchronous Dynamic Random-Access Memory
SBC Single Board Computer
VLF Very Low Frequency

society, Raspberry Pi is not only an essential data-gathering
device, but it can also analyse and store data in a server-like
fashion.

In this study, Raspberry Pi devices are used as one of
the components in the proposed architecture to illustrate its
viability as an edge computing device and to evaluate its
performance in terms of CPU system-wide utilisation and
temperature. In this study, we believe Raspberry Pi devices
may function as data processing edge devices, given their
current CPU, memory, and storage capacity. If Raspberry Pi
devices merely function as data collectors without additional
processing and transfer all data to the cloud, then a significant
amount of computer power is squandered. Consequently, in
this study, our aim is not only to cut data transfer time
by using Raspberry Pi’s local processing capacity but also
efficiently uses the otherwise underused distributed computing
power. This study’s contribution is to reveal the viability and
potential of edge computing by doing hands-on experiments
and analysing the performance in terms of CPU usage and
temperature.

The rest of the paper is organised as follows. An overview
of the Raspberry Pi as an edge device and similar studies on
Raspberry Pi’s performance as an edge device is discussed
in Section II. Section III presents this study’s background
works. The experiment setup for the performance evaluation
is presented in Section IV. Section V reports and discusses the
results of the experimental evaluation. We conclude the paper
in Section VI.

II. RELATED WORKS

On March 14, 2018, the Raspberry Pi Foundation intro-
duced the Raspberry Pi 3 Model B+ as an upgrade to its
predecessor [7]. It is also known as a Single Board Computer
(SBC) with a Linux-based operating system, and a micro SD
card is often required for boot file system storage. General
Purpose Input-Output (GPIO) connectors are meant to control
a vast array of electrical components in addition to being a
small, low-cost computer programmatically[7]. In addition to
its usage in education, it has become a popular edge processing
device for other IoT applications.

The research articles in [8], [9], [10], [11] are exam-
ples of the existing literature on edge computing research
utilising Raspberry Pi. The authors of [8] have created a
lightweight edge computing-based distributed system that uses

Raspberry Pi to directly handle the raw picture data from each
camera. Consequently, the identified emotions may be easily
communicated to the end user. In this study, the optimised
and bespoke algorithms in the edge devices increase data
processing speed, reduce network bandwidth requirements, and
enhance application performance. The authors of [9] propose
an automated service and resource discovery technique to
effectively deploy nano services on local IoT nodes. Using a
scenario involving remote healthcare monitoring, the authors
offer a Raspberry Pi platform prototype implementation of the
suggested method.

Several works in [12], [13], [14], [15], [16], [17] are
related to performance evaluation on Raspberry Pi as edge
devices. A study in [12] comparing data processing in various
network setups and data stream speeds has been done in
semantic data enrichment. It implemented a tiered IoT-Edge-
Cloud system employing automotive sensor data at the IoT
layer, Raspberry Pi at the edge layer, and Node-Red server at
the cloud level in real architecture. The outcome demonstrates
that data processing at the edge layer has enhanced efficiency,
memory utilisation, and round-trip time.

Deep learning-based voice recognition applications have
been studied in [13] to compare the performance and efficiency
of Raspberry Pi with Nvidia Jetson Nano edge devices. Even if
the Nvidia Jetson Nano is superior to Raspberry Pi, the word
error rate for real-time inference on the Raspberry Pi CPU
slightly degrades. The word error rate on the edge layer is
generally more significant than the server inference, although
it is not too far behind.

The objective of [14] is to conduct a comparative and
experimental investigation of the performance of five distinct
Raspberry Pi models (RPi Zero W, RPi Zero 2 W, RPi 3B,
RPi 3B+, and RPi 4B) under a variety of situations and
configurations. In conclusion, RPi 4B is significantly surpassed
by competitors. In the meanwhile, the performance of the RPi
Zero 2 W, RPi 3B, and RPi 3B+ is comparable, and the RPi
Zero W is suggested for applications with minimal CPU and
RAM capacity.

In [16], the authors demonstrate how to implement a cloud
Platform as a Service (PaaS) architecture on a Raspberry Pi
cluster. The main goal of the implementation is to make the
cluster a suitable platform for more complex data gathering
and analysis applications placed at the edge of a cloud. The
findings show that while this is technically feasible, there are
still some performance issues due to a relatively weak CPU, a
limited network bandwidth, and problems with the file system.

Unlike the previous studies, this study aims to present
the robustness and feasibility of Raspberry Pi as an edge-
processing device for real-time data.

III. BACKGROUND

A. Proposed Architecture

In this paper, we are motivated to develop a real-time
flash flood forecasting system utilising Raspberry Pi as an
IoT edge processing device. The proposed system uses a new
technique to forecast the flash flood-affected locations using
the following parameters:
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Fig. 1. The Proposed System Architecture.

1) Negative narrow bipolar event (–NBE) electric and
magnetic fields signal.

2) Positive cloud-to-ground flash (+CG) electric and
magnetic fields signal.

3) Cloud top height data [18]
4) Constant Altitude Plan Position Indicator (CAPPI)

data [18]
5) Wind speed
6) Wind direction

Briefly, the –NBE and +CG lightning signals are collected
and located by several lightning sensors in real-time [19].
Our research group at Universiti Teknikal Malaysia Melaka
(UTeM) built these homemade sensors from scratch. These
sensors have been working since 2015, tested, and calibrated
[20][21]. The signal coverage for a single sensor is within
a 300 km radius. Together with the rest of the parameters,
real-time tracking can be done for any storms in Malaysia
that can lead to flash floods. Specifically, cloud top height
and CAPPI data are used to monitor rainfall and lightning
flash rate intensity. The wind speed and direction are used to
predict where a particular storm is heading and at what rate.
By monitoring the occurrences of +CG and –NBEs produced
by a storm in real-time, together with cloud top height and
CAPPI rainfall rate, the proposed system will be able to
forecast the rainfall intensity and rate for the next 1-3 hours
period. Facilitated by wind speed and direction, the system can
forecast the location where the downpour would impact most
significant. Additional details for real-time forecasting of flash
floods using the above technique are given in [19], [20], [21].

Fig. 1 illustrates the architecture of the proposed Flash
Flood Early Warning System. Fig. 1 provides a general view
of the proposed system that includes the three components.
The three components are detection, forecast architecture and
dissemination. The first component falls under the detection
category, which contains the lightning sensors. The lightning
sensor is called Electric and Magnetic Field Sensor (EMS).
The main purpose of this sensor is to detect and locate
lightning signals, particularly +CG and –NBE, within a 300
km radius. The signal is a combination waveform of electric
and magnetic fields that are used to identify different types of
lightning signals [19][21]. As shown in Fig. 2, there are five
major components (or subsystems) in EMS system:

Fig. 2. Five Major Components or Subsystems of Electric and Magnetic
Fields Sensor (EMS).

1) Antenna part with capacitive antenna to detect Elec-
tric field and two loop antennas to detect orthogonal
components of magnetic field [20].

2) Filter circuits designed for detection of electric and
magnetic fields at low frequency/very low frequency
(LF/VLF) bands (or below than 1 MHz) [20].

3) Digitizer to digitize the captured analog lightning
signals. Currently we are using the PicoScope and
it is reliable.

4) A single board computer is used convert the digitize
lightning signals to the coordinates of the lighting
strikes and stream the EMS data in real time back
to Forecasting Infrastructure via 4G network (or any
available network infrastructure). Currently, the con-
version and real time data streaming are implemented
using Raspberry Pi platform.

5) Power supply from solar power, batteries, and power
bank.

The focus of this paper is to evaluate the performance of the
detection component, specifically the single board computer,
in analysing and converting the digitised lighting signals to
coordinates of the lightning strikes.

IV. EXPERIMENT ENVIRONMENT

As previously mentioned, this study aimed to evaluate
the performance of the single board computer in the EMS
system of the detection component (refer to Fig. 2). Fig.
3 presents the flowchart for the EMS system processes. As
shown in Fig. 3, the antennas in the EMS will capture the
lightning signals whenever the lightning event occurs [20][21].
The analogue signals are then digitised using the PicoScope.
Next, the digitised lightning signals using a custom-written
Python program that synchronises the signals with the Global
Positioning System (GPS) clock and produces the coordinates
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Fig. 3. The Flowchart for the EMS System.

of the lightning strikes [20][21]. Subsequently, the resulting
coordinates are sent to the cloud database via IoT Gateway
using any available wireless transmission (refer to Fig. 1).

A. Experiment Setup

In our experiment, as shown in Fig. 4, the components
were integrated around the Raspberry Pi 3 as the main com-
puter. The integration is done by connecting the EMS to the
Raspberry Pi with the specification listed below in Table II.
Fig. 3 shows that the digitised lightning signal is being fed into
the Raspberry Pi to be processed by the custom-written Python
program (refer to Algorithm 1) and produce the lightning strike
locations. The resulting lightning strike locations are sent to
the cloud database via an IoT gateway.

In the experiment, the process of converting the lightning
signals into the lightning strike locations is repeated for 50
iterations in one cycle. The cycle is then repeated five times
for statistical validity. However, in the actual scenario, the

Algorithm 1 Signal Processing Program for the Digitised
Lightning Signals

for each sequence until 100 do
SET current time
print sequence attempt
INIT empty arrays: az, az2, d, ftype, pola, timeLDloc, ranges,
typeflash, polar
result← CPUTemperature
if ranges array is empty then

print NO FLASHES WITHIN SELECTED RANGE
else

INIT empty arrays: flash, flashS
for each element of typeflash array do

if element of typeflash array is empty then
if element of polar array is empty then

flash array← 1
flashS array←′ CG+′

else
flash array← 2
flashS array←′ CG−′

end if
else

if element of polar array is empty then
flash array← 3
flashS array←′ IC+′

else
flash array← 4
flashS array←′ IC−′

end if
end if

end for
CALL math.radians(2.3139) RETURNING latitude radians
INTO lat1
CALL math.radians(102.3185) RETURNING longitude radi-
ans INTO lon1
INIT empty arrays: lat2, lon2, rangedeg
for each element of ranges array do

CALL math.radians(¡element of rangedeg
array¿/40075.01*360)
return value radians INTO rangedeg array

end for
for each element of ranges array do

dlon2 ← math.asin(math.sin(lat1) ×
math.cos(

element of rangedeg array
6378.1

) +

math.cos(lat1)×math.sin(element of rangedeg array)×
math.cos(element of az2 array))
a ← math.sin(element of az2 array) ×
math.sin(

element of rangedeg array
6378.1

)×math.cos(lat1)

b ← math.cos(
element of rangedeg array

6378.1
) −

math.sin(lat1)×math.sin(dlon2)
dlat2← lon1 +math.atan2(a, b)
CALL math.degrees(dlat2) RETURNING value degrees
INTO lat2 array
CALL math.degrees(dlon2) RETURNING value degrees
INTO lon2 array

end for
end if

end for

process in Fig. 3 only happens during a lightning storm. The
main goal of this experiment is to observe the Raspberry Pi’s
performance if the lightning signal processing in Fig. 3 is
executed repeatedly by measuring the Raspberry Pi’s CPU
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Fig. 4. The Experiment Setup.

TABLE II. HARDWARE SPECIFICATION FOR RASPBERRY PI

Hardware Specification Raspberry Pi 3B+
CPU ARMv8 Cortex-A5, 1.4GHz
CPU Cores 4
Memory 1GB LPDDR2 SDRAM
Integrated Wi-Fi 2.4GHz and 5GHz IEEE 802.11.b/g/n/ac wireless

LAN

usage and temperature.

In each iteration, the CPU usage and the Raspberry Pi’s
temperature are measured using Python cross-platform library
for retrieving information on running processes and system
utilisation called psutil[22] library. In the experiment, the
”cpu percent()” function from the psutil library is used to
measure the Raspberry Pi’s system-wide CPU utilisation [22].
Another function called ”CPUTemperature()” is used to mon-
itor the Raspberry Pi’s current temperature. This function is
called from an application programming interface library for
Raspberry Pi devices’ general-purpose input/output (GPIO)
devices [23]. In essence, the CPUTemperature function returns
the Raspberry Pi’s current temperature in degrees Celcius.

V. RESULTS AND DISCUSSION

This section presents the performance evaluation results on
the Raspberry Pi for digitised lightning signal processing. As
mentioned in the previous section, the processing is repeated in
50 iterations in each cycle. Box plots in Fig. 5 show the statistic
of the CPU usage and temperature measured in the experiment.
For each data set, the first and third quartiles are represented by
a box, with the median indicated in the box’s centre. Whiskers,
the lines extending from the box’s edges, display the minimum
and highest CPU utilisation and temperature.

Figs. 5a and 5b show the boxplots for the Raspberry Pi’s
system-wide CPU utilisation percentage and the Celcius’s CPU
temperature, respectively. In Fig. 5a, the interquartile range for
Raspberry Pi’s CPU usage is consistently between 23% and
25%, with a median of approximately 24.6% for each cycle.
Each of the box plots for the CPU usage in Fig. 5a skews
toward the value of 25%, which indicates that the processing
of the lightning signals uses only 25% of the Raspberry Pi’s
CPU.

Fig. 5b shows the Raspberry Pi’s CPU temperature distri-
bution. The box plots in Fig. 5b demonstrate an increase in

(a) CPU Usage

(b) Temperature

Fig. 5. The Raspberry Pi CPU Usage and Temperature Distributions.

the CPU temperature from 47 degrees Celcius to a maximum
of 51 degrees Celcius. The median for cycles 1 and 2 is
approximately 48 degrees Celcius with an increment to 50
degrees Celcius for cycles 3, 4 and 5. According to the
Raspberry Pi official documentation [24], the Raspberry Pi is
constructed with commercial-grade chips that are qualified for
varied temperature ranges to keep prices down; the manufac-
turers indicate the USB and Ethernet controller of the Pi 3+
(Microchip LAN7515) as being qualified from 0°C to 70°C.
The operating temperature range for the SoC (System on Chip
- the integrated circuit that performs the Pi’s processing, a
Broadcom BCM2837B0) is -40 to 85 degrees Celsius [24],
[25], [26]. Based on the official specification [24], the current
workload in the experiment that is subjected to the Raspberry
Pi is not enough to spike the temperature to a level that can
damage the hardware.

Figs. 6 and 7 shows the distribution for system-wide CPU
utilisation and temperature for each cycle in the experiment.
Figs. 6 show that the system-wide CPU utilisation is consis-
tently at a maximum of 25% in each cycle, whereas Figs. 7
show an increment in the CPU temperature from Cycle 1 until
Cycle 5. The distributions of CPU utilisation and temperature
for 50 iterations in each cycle shown in Figs. 6 and 7 are
consistent with the boxplot statistical distribution shown in

www.ijacsa.thesai.org 845 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

(a) First Cycle (b) Second Cycle

(c) Third Cycle (d) Fourth Cycle

(e) Fifth Cycle

Fig. 6. The Raspberry Pi System-Wide CPU Utilisation for Five Cycles.

Figs. 5.

As mentioned in the previous section, the experiment
conducted in this study involved the processing of converting
lightning signals to lightning strike locations are run for fifty
iterations throughout a single cycle where the cycle is repeated
five times. Based on the workload introduced to Raspberry Pi
in this experiment and the results obtained (Refer to Figs. 5

- 7), it can be ascertained that the Raspberry Pi can function
as an IoT edge processing device. Figs. 5 - 6 demonstrate that
Raspberry Pi maintains only 25% system-wide CPU utilisation
with a maximum temperature of 51 degrees Celcius. As stated
in the preceding section, the Raspberry Pi will not be subjected
to a persistent heavy workload in a practical scenario since
the collection and conversion processes are done during a
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(a) First Cycle (b) Second Cycle

(c) Third Cycle (d) Fourth Cycle

(e) Fifth Cycle

Fig. 7. The Raspberry Pi CPU Temperature for Five Cycles.

thunderstorm only.

VI. CONCLUSION

This research analysed the CPU utilisation and temperature
of Raspberry Pi as an edge device that processes lightning
strike signals to anticipate the location of flash floods. The
experiment aimed to transmit continuous digital signals for

processing to Raspberry Pi. The data indicate that the CPU
is only utilised to a maximum of 25%, with a maximum
temperature of 51 degrees Celsius. In a real-world scenario,
data collection and processing are only performed during a
thunderstorm. Therefore, these findings demonstrate Raspberry
Pi’s capability to handle a persistently substantial workload.
As less processing is needed in a real scenario because the
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processing occurs only when a thunderstorm strikes, the results
prove the Raspberry Pi’s capability to process real-time signals.

Currently, this study only focuses on the performance
evaluation of Raspberry Pi as an edge processing device in
the proposed architecture. The proposed architecture will be
implemented and evaluated in a real scenario for future work.
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Abstract—Blockchain has become a great trend and very
popular in the present era. There are two types of Blockchain
technology, centralized and decentralized. In this research, the
main concern is about the decentralized payment gateway, which
is a trustworthy architecture and does not depend on third
parties. For recording the transaction, decentralized payment
systems use distributed ledger. Previously, Bitcoin and Ethereum
payment systems were used to verify the consistency of the
ledger of blockchain and also the transaction data along with
the sender-receiver address and transaction value, but as all the
payment system is public, so the transaction mode is also public.
However, here the main concern is privacy and security. Because
anyone can easily access the network, the attacker can also attack
the network and the identity and transaction records and the
address of the user identity, which is a privacy challenge. This
research incorporates the Hyperledger Fabric, which is private,
to overcome this challenge. Moreover, no one can access it from
outside of the network. The transaction cost is low and the timing
is fast during transactions. Considering the above scenario, this
research proposes a decentralized payment system architecture
using Hyperledger Fabric.

Keywords—Blockchain; decentralized; hyperledger fabric; bit-
coin; payment system

I. INTRODUCTION

In the present world, transactions have become one of
the communication mediums. So it is imperative to ensure
that the transaction should be safe and secure. Because of
the many uses of distributed ledger technology, some com-
panies have built their version of Blockchain systems to meet
their requirements, resulting in the in-house creation of many
blockchain solutions using multiple systems and architectures.
Such projects use various technologies and consensus meth-
ods tailored to specific applications and use cases. Because
of the vast number of initiatives, development has become
increasingly fragmented, with no or little compatibility across
various blockchain protocols [1]. In the earlier, third-party
interference was the only medium for transactions. However,
it was proven to be very insecure. The increasing number of

online platforms has raised the necessity of payment systems.
Payment gateways enabled online platforms to integrate multi-
ple payment methods at once, often leading to more sales and
engagement to the online platform. In short, many payment
gateways are available, including international and local ones.
Currently, they are built on a centralized system and use
several strategies to minimize the cost of each transaction.
They often tend to save up the money received from customers
and hold the money for several days to earn revenue from
the saved money. This method causes the merchants not to
be able to receive money immediately but reduces the cost
of the transferred money. Hyperledger Fabric, a distributed
ledger platform, solves the problem of reducing third-party
dependencies and removes double spending issues. It is a
successful innovation that ensures money is spent only once.
Decentralized systems are a platform where they can interact
with other parties without involving the third party or any
intermediaries. Hyperledger Fabric is a decentralized permis-
sioned blockchain infrastructure and the fastest open source
permissioned blockchain [24]. It is challenging to hack because
it uses mathematical computation. Chaincode is the primary
smart contact in the Hyperledger Fabric. Chaincode is executed
by the peer nodes of a Fabric network, accessing the ledger
data and endorsing transactions. Mainly the architecture of
Hyperledger Fabric provides flexibility and a high degree
of resilience in implementation and design. The flexibility
of design achieves privacy, scalability, and other essential
attributes. Blockchain service is the central part of the Fabric.
Hyperledger Fabric chain code allows any programming lan-
guage but commonly used Go language, JavaScript and Java,
but appropriate modules should be installed [2]. This paper
aims to construct a decentralized payment gateway that allows
unlimited payments of any amount, is more secure, low cost
in transactions, gives the best performance, and the main thing
that Hyperledger Fabric ensures is the system’s security. The
problems of a centralized payment gateway can be understood
from the above discussion and how decentralized payment
gateways can solve them. In the Asian subcontinent, there is no
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service to address the issues of a centralized payment gateway.
To address this issue, this work presents a gateway to improve
the payment service.

A. Research Goal

1) Research Objective: This research aims to construct a
decentralized payment system that will solve the loopholes that
come with the centralized payment system.

2) Significance of Research: Currently, centralized pay-
ment systems are using several strategies to lessen the cost
of transactions and earn revenue from pending transactions.
A decentralized payment system can eliminate this issue and
make the process more secure and efficient. This research is
taking place to improve the payment service by introducing a
decentralized payment system.

3) Research Question: The main purpose of conducting
this research can be expressed as below:

1) What are the problems of centralized payment sys-
tems?

2) Will decentralized payment systems eliminate or
lessen the existing problems?

3) How will people be benefited from a decentralized
payment system?

4) What will be the challenges of introducing a decen-
tralized payment system?

II. RELATED WORKS

Decentralized cryptocurrencies like as Bitcoin [3], Hyper-
ledger Fabric [4], Zcash [5] and Ethereum [6] have been a
trending issue, and blockchain technology, received increasing
attention. Currently, the blockchain plays a significant role also
in financial sector [7]. In previous before blockchain invention,
many authors proposed different protocols and solutions to
make the transaction procedure secure and easy way.Such
as,The authors of [8] presented is a payment mechanism for
peer-to-peer (P2P) commercial transactions. It facilitates elec-
tronic currency transactions between purchasers and vendors.
In this arrangement, financial companies become collaborators
in their clients’ Internet-based e-commerce transactions [23].
The uniqueness of the proposed approach is the restriction of
the finance sector’ engagement to supplementary services and
support but in that circumstance there were some drawbacks
regarding the security. Blockchain invention by S.Nakamoto
[9] brought also progress in the financial sector where A peer-
to-peer formed of electronic currency which would enable
internet payments to be transmitted through one party to
another, bypassing banking institutions. The main concern of
the solution was to remove double-spending issue [10]. All the
transactions are hashed into a chain which is hash-based proof-
of-work of that network and after establishing record cannot
be modified without repeating the proof-of-work. It provides
the main security issue. In article [11] the authors describes
a distributed payment method which is based in payment to-
kens that uses Blockchain technology to safeguard consumers
from data theft caused by illegal use of their payment card
information owing to payment system inefficiency. Further-
more, the privacy and security of the system is consolidated
by a permissioned Blockchain consortium. Using blockchain
technology, the authors [12] create a centralized payment

counter money transfer mechanism. Blockchain technology
inherent decentralization, distributed verification, transparency
on transmission, as well as other features, the method not only
recognizes that transaction records can also increases payment
security, and completely protects client privacy. It eliminates
the issues of money usage security and danger created by
inappropriate teller operation in the standard counter cash
withdrawal method. In [13] the authors proposed a method
called Fastpay where the authors combined the concepts of
blockchain technology and IoT [14]. FastPay, which ensures
the security of quick payments in blockchain-powered edge
and IoT systems. FastPay is based upon the smart contract con-
cept, which is implemented by several well-known blockchain
platforms, including Ethereum [15]. The system ensures
quick payments by requiring consumers and guarantors to
produce transaction proofs before payment is done. With these
evidence, consumers and guarantors will face harsh fines if
they attempt double-spending scams [25]. A payment takes 9
seconds to confirm.The authors [16] approach a system that
supports late payments using our novel idea known as latent-
transactions. This study also incorporates the tools for making
effective off-chain contracts between the entities engaged in
a transactions. As a result, one may profit from a service
before paying for it. Furthermore, the system provides a service
expansion mechanism by offering a catalog to which any
Blockchain user can register and one may offer services with
flexible pricing based on the context such as need, activity
at execution time, etc. The authors proposed an algorithm
using blockchain concept. The algorithm will enable users
to operate on blockchain networks using cryptocurrencies. It
differs significantly from the current system in that customers
would be able to exchange without the assistance of third
parties, and merchants will also be eased with their transaction.
This form of transaction will be highly convenient for both
buyers and sellers. Consumers and suppliers may both have
this whole transaction time, date and all the things they
engaged with while the transaction has been taken place [17].

III. BACKGROUND STUDY

A. Blockchain

Blockchain service contains P2P Protocol, Distributed
Ledger and Consensus Manager, these three major compo-
nents. P2P Protocol provides capabilities like flow control and
bidirectional streaming as it uses Google RPC [18]. It works
along with existing internet system [9].

Distributed ledger calculates a crypto hash after each block,
transmits minimal delta of changes of out of sync peers and
minimize the size of data efficiently to manage the world state
and blockchain. It uses a special database environment called
RocksDB [19] to preserve the dataset. Other large files are
not stored on the ledger but their hashes can be stored on
the ledger. There are two types of transaction Hyperledger
supports: code-deploying and code-invoking. Code-deploying
transactions are to install, update or remove a Chaincode.
On the other hand, code-invoking transactions are to execute
a Chaincode function through API call. Consensus Manager
accepts transactions and decides the way to organize and the
time to execute a transaction depending on algorithm. If a
transaction is successfully executed, it causes the ledger to be
changed. Hyperledger has implementation of PBFT (Practical
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Fig. 1. Architecture of Proposed System.

Byzantine Fault Tolerance) which ensures advanced scalability
and fault tolerance.

B. Hyperledger Fabric

Now a days blockchain technology is the most emerging
technology and it can be implemented in many different ways.
Research is going on this field and researcher create differ-
ent types of DLT(distributed ledger technology) for different
purposes and construction [26]. In present moment three of
the most popular DLT’s are “Etherium”2 [6], “R3 Corda”3
(Corda) [20], “Hyperledger Fabric”4 (Fabric) [6]. These DLT’s
have different visions of the application of blockchain in
different fields. Etherium is the independent and it is a less and
public approval DLT. On the other hand, Hyperlagger Fabric
and Corda DLT are allowed. Corda focuses on the financial
services industry; Fabric focuses on developing a modular and
extensible architecture that can be used in various industries,
with a focus on banking and healthcare services, the supply
chain.Hyperlenger takes a unique method to the traditional
blockchain model, in part by manipulating the admission of
participants to its base. In other words, Hyperlagger is an
authorized shared ledger. Hyperlegger records computational
cycles, reduces scales and meets the multitude of case require-
ments. Hyperlenger is based on the expectation that there will
be many blockchain networks, with each network registration
serving a different purpose. Although there is a single popular
instance of a common network, it is not necessary for a
network registry to rely on another network for its basic
functionality. Despite this network independence, Hyperledger
still needs an addressing system that allows transactions in one
registry to identify and use appropriate transactions and chain
code in other registers.

C. Chaincode

Chaincode service hosts the Chaincode using Docker which
yields a lightweight and secure system for Chaincode exe-
cution. Secured Docker Registry of Hyperledger images and
Chaincode containing custom images are enabled by Secure
Registry Services. Alike invocation of webservice or database
call, Chaincode transactions are configured while deploying the
Chaincode and they are time bounded [27]. The ledger will
not update if a transaction runs out of time. After reaching
consensus for a block, the database is committed with the
changes and number of world state block increments. If peers
fail to reach consensus, the update is discarded and database
no not change.

IV. PROPOSED SYSTEM MODULES

As discussed earlier, the proposed system designed a
payment gateway that will allow Sender to pay directly to
the receiver using a decentralized network. The proposed have
designed the system in a manner that if any organization or
individual wants to receive payment they can integrate our API
to their website and Immediately start getting payment. Unlike
other centralized payment gateways it doesn’t delays the
payment. The system will autonomously handle all the account
creating process, transactions, building blocks, Committing to
the blockchain and retrieving data from the blockchain [29].

A. Architectural Infrastructure

The proposed system has used the linux foundations Hy-
perledger Fabric [28] as a framework for this project. The
whole architecture is designed according to that. Hyperledger
Fabrics architecture allows us to create a private network for
all the organizations. All the automation part will be handled
by the Chaincode. This is the smart contract of Hyperledger
Fabric. There will be a central database which will keep the
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data while the whole process ends, but to make sure the safety
and privacy our system doesn’t give access to the database to
anyone only accessed by the system itself and also data can’t
be manipulated because only big data is kept here, and all the
information about this is referred to the blocks of blockchain.

Fig. 1 shows how the whole system works from taking the
sender/customer sends the money and the receiver receives
their payment. The first step is the customer uses the user
interface to send money that uses our API to communicate with
out automated system. Customer sends the payment request
by using their preferred method. Full details about this is
discussed in the next modules section.

When the system gets request from the UI then it imme-
diately forwards to the respective bank or card processors.
It handles the communication with the bank verifies all the
information. If everything is verified and ok then at the same
time bank transfers the whole amount to our systems bank and
a notification of confirmation to this system.

After the system gets successful transfer notification from
the bank, at the same time it sends confirmation to the customer
that the payment is complete. At this time our system sends
requests to commit this change of asset from customer through
different type of payment methods to our bank account. This
data flow will be discussed in the net section.

While the first phase is complete it is ready to send the
money to the receiver. Receivers will have a fixed account
to receive money that he gives while registering. It checks if
enough balance is available to be transferred to the receivers
account or not. If not, then it waits for some times before
transferring. Meanwhile it collects all the money from the all
types of payment methods and transfers it to the systems main
bank account. Then when there is enough money, Our system
makes another request to systems bank to send the rest of
amount after deducting the fees from the whole amount to the
receivers account.

Bank sends the amount to the receivers account and at
the same time gives confirmation to our system. This whole
time all the information was kept safe in our system and when
these two confirmations are received by our system, it sends
the whole request to add them to the blockchain. Then it gets
verified and also confirmation is sent back to our system after
the transitions is added to the block. This whole verification
process is also described later in the modules section.

At the same time there can be more than one transaction
from more than one customer. And also, this system is de-
signed to accept all the transactions for all the registered com-
pany. For example, two customers from “XYZ” Company is
paying online. Both of the transaction will happen individually
and as different transaction but it doesn’t mean that will create
individual blocks. There can be more than one transaction in
the block. But using the hashes and timestamp of the block it
can easily be found each individual transaction.

Organizations can register with valid information to inte-
grate and use our service and that will also happen using our
UI and that information are also saved in to blockchain so that
no one can temper those data. The whole operation will run
autonomously once the system is up in the network. Here is
the Short Pseudocode the of whole operation is provided.

Algorithm 1 Payment Operation for a Customer

1: Output: Transfer money from senders account to re-
ceivers account and store the transaction information

2: m← Payment Method (Card,Bank, etc.)
3: r ← The Receiver
4: a← The Amount To Be Transacted
5: if m is card then
6: Check Card Validity
7: Attempt to perform money transfer to system account
8: Set status received from card API
9: else if m is bank then

10: Get redirection URL from bank API
11: Redirect to URL with System account number and

amount
12: Bank API listens to response from the bank
13: end if
14: if successful transaction then
15: Generate token
16: Update Ledger
17: Calculate charge from set of rules
18: Attempt money transfer (deducting charge) from system

account to r
19: if successful transaction then
20: Update token
21: Update Ledger
22: Broadcast Ledger
23: Return to origin website with status true and token
24: else
25: Broadcast Ledger
26: Return to origin website with status partial
27: end if
28: else
29: Return to origin website with status false
30: end if

B. Data Flow:

As in this proposed system have used hyperledger Fabric
as our framework while designing the whole architecture we
are following the convention and rules of hyperledger Fabric.
In our system two transactions will be committed against each
payment or money sending.

The first one is the asset transfer from customer or the
sender to our bank. In the figure, this first step is represented
by Org 1 and Org 2. There are multiple users in Org 1. They
represent the payment methods. Our system will get an API
response from them when any transfer is done then it will take
those information and commit them to the blockchain.

In the 2nd part the system will request a transfer, from
our bank to the receivers bank. This asset transfer part is
represented using Org 2 and Org 3. Also there are different
uses in the Org 3. They represent a company or event. If
a company wants to receive the money the endorsement are
handled by the p2 and p3 peers. And if events want to receive
money then P2 and P4 is the endorsers because there might
be different permissions set to different type of peers.

So, the transaction flow for both of the committing steps
are like this:

The transaction request is generated from application and
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Fig. 2. Data Flow and Committing Procedure into Blockchain.

this application leveraging a supported SDK utilizes one of
each Organizations peers to generate transaction proposal. This
transaction proposal is send to the peer and these peers are
registered through certificate authority. But the responsibilities
of the peers are defined by the MSP. That means which
transaction is belong to which peer and this peers endorsing
and committing permissions are defined by MSP. In each peer
there is also a ledger where all the transactions are stored.
When the transaction is transfer to the peer, the peer executes
the chaincode and validates the transaction but this transaction
is not stored in the ledger yet. Only a validate proposal with
valid sign is generated and this proposal is verified by the
application. If both signed proposal from both peer is matched
then it sends this updated proposal to the orderer node.

Meanwhile as there are multiple orderer nodes available,
the RAFT consensus protocol is used to choose which orderer
will commit the next block. Also, as there are multiple nodes
so if one node is down rest of the nodes can build the block.

These orderer node at a time can accept multiple transac-
tion from various application and check the validity of these
nodes and generate a block. These blocks are sent to the
endorsing peer again to check all those transactions which
are endorsed using endorsing peers. If any transactions are

remaining in any block which is not endorsed before then this
block will consider as invalid block. Otherwise the block will
be considered as valid block and add in the ledger of every
peer of the network. A pictorial presentation of the scenario is
given in Fig. 2.

1) Balance transfer request is generated from the appli-
cation and it’s broadcast through channel 1 to peer1
or p1 which is the peer of org1 and peer2 or p2 which
is the peer of org2.
Note: Every peer is registered or generate an autho-
rized signature through certificate authority and the
responsibility of each peer is defined by MSP.

2) This peer actually performs four things 1st one is that
the if transaction proposal is well formed or not 2nd
one is this proposal is new or has been submitted at
past. 3rd one is if the signature is valid. 4th one is
that the submitter is fully authorized to perform this
specific transaction.

3) This p1 and p2 endorsing peer uses the transaction
request as argument to invoke the chaincode.

4) The chaincode is then executed against the current
state database to produce transaction results including
a response value, read set, and write set but not update
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Fig. 3. Data Flow of User Interface Module(Part-1).

Fig. 4. Data Flow of User Interface Module(Part-2).

the ledger.
5) The set of these values, along with the endorsing

peer’s signature is passed back as a “proposal re-
sponse” to the application.

6) The application verifies the endorsing peer signatures
and compares the proposal responses to determine if
the proposal responses are the same.

7) Then the application sends it to the orderer nodes and
in this step the application choose a leader orderer
node and remains are working as follower.

8) After receiving the proposal response the orderer
node make a block.

9) After creating the block the orderer node then transfer
it to all the peers that means p1(org1), p2(org2) and
p3, p4(org3) through a global channel.

10) Then these endorsing peers check the signature and

the channel ID and if match then commit the block
is valid and finally add it in every peers ledger.

C. Modules:

All the operations in the main architecture, We have
separated into 3 different modules. These are,

• User Interface Module

• Bank API Module

• Blockchain Module

1) User Interface Module: This module uses our UI to
do all the interaction. Customer uses this to select payment
method and pay to the receiver. On the other hand, Receiver
or the organization can login to their account to see all the
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history and other information in their dashboard. The data flow
is shown in Fig. 3.

If customer wants to pay, it redirects to the payment option.
There are multiple options, for simplicity we are representing
bank/mobile baking option and direct card option here. If user
selects card option then they put their card details. They can
choose to save the details for further use. We use our system
to also store the card info to the blockchain if needed. Then
the card details is send to system to communicate with the
card API. Else if customer choose to pay direct through bank
then it requests to out system and it forwards the customer to
the internet/mobile banking site for further steps.

From the receiver side, organizations can register to use
our service and after successful registration, they can use our
interface to login to their account and see their dashboard. In
there, all their information is stored and all the histories and
all the transactions are displayed.

2) Bank API Module: Whether the customer chooses the
card or bank our system requests to the proper API to com-
municate with the bank. The data flow is shown in Fig. 4.

When the customer chooses the Card option it checks the
card pattern and requests to the proper API, Like if pattern is
for VISA then it sends request to VISA API, which completes
all the processing with the bank and transfers the money to
our bank and sends success reply to our system.

If the customer chooses bank, then our system redirects it
to the internet banking site or mobile baking site and there they
give their credential and follow the steps to transfer money to
our system’s bank account. When successful, it returns a token.
Our system takes that token and verifies with the bank API and
if all goes right then the transaction gets completed.

3) Blockchain Module: This module validates and adds
data to the block and adds the block to the blockchain [?].
As Hyperledger Fabric is used, their system is also being used
as the architecture of this module. The data flow is shown in
Fig. 5.

1) Initiate to complete the transfer request to Our System
(SDK)

2) The SDK sends a transaction proposal to the Peers
for the endorsement

3) The proposals are sent to the peers to execute solve
and validate.

4) The Peers endorses, performs Chaincode / Smart
Contract execution at this point, before endorsing the
transaction proposal.

5) After Success it returns to the peers.
6) Then they sign the transaction proposal and returns

it to the SDK. (SDk Checks for the validation by
comparing to the proposal with the response).

7) If the proposal and Response matches SDK sends
request to the Orderer for ordering service.

8) Executes and creates new block.
9) After ordering the transactions, forming block, it

broadcasts the block to the Peers
10) The Peers notifies the SDK — the block is committed

in the Blockchain for the data also the Peer performs
transactions validation and block commitment at this
point, before notifying the SDK.

11) The SDK sends a response to the customer and
receiver — the block is committed in the Blockchain
for the transfer.

This is how the full cycle is done. This gateway uses
the decentralized network of Hyperledger Fabric and all the
process happens synchronously any autonomously. The system
is designed in such a way that no central authority is needed for
the operation. And no one can even change any data as there
is no control or access over the system. The system only gives
read-only data as a query result and only writes data when
chaincode is executed, validated and added to the blockchain.

V. CHALLENGES

During the time of research, we faced some challenges.
We have established the architecture of the network and its
working procedure in this research paper. However, we could
not implement the network in a physical device due to time
constraints and a lack of proper documentation on the chosen
technology. Research should be carried on by implementing
the network in a physical device for a better understanding of
the network [22]. Due to the nature of the blockchain network,
the transactions’ validation process takes longer than in a
centralized system, leading to a slow completion time for any
transaction. Nevertheless, it provides a more secure environ-
ment than a centralized system. It is a trade-off between time
and security. Blockchain network does not recommend storing
large data, as extensive data makes the network vulnerable. As
a result, centralized data storage was necessary for extensive
data.

VI. CONCLUSION

In this research, a payment system based on decentralized
ledger technology is proposed to keep transactions more secure
and allow merchants to receive payment as soon as a trans-
action is verified. Saving time on receiving the payments and
security was the primary concern in this research. We focused
on the security and reliability part by using Hyperledger
Fabric. A blockchain-based decentralized network gives each
user high security and an immutable ledger. Furthermore,
private network like Hyperledger Fabric allows reliability by
keeping sensitive data private. Current progress indicates the
foundation towards building a decentralized payment gateway.
This fundamental architecture will help to build a more secure
and fast payment gateway and will be able to overcome the
shortage of traditional methods.

VII. FUTURE WORK

In future, this research can be used to build an actual
working gateway and storage system independent from any
centralized storage by making the data structure more efficient.
Some improvements and more efficient data management can
be made in the future. Error handling, such as when the
customer successfully sends money to the system account, but
our system fails to transfer money to the desired merchant
account, is not shown in the research. Future research can work
on how the errors should be handled.
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Fig. 5. Data Flow of Blockchain Module.
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Abstract—The adoption of High-Performance Computing
(HPC) applications has gained an extensive interest in the Cloud
computing. Current cloud vendors utilize separate management
tools for HPC and non-HPC applications, missing out on the
consolidation benefits of virtualization. Non-HPC applications
executed in the cloud may interfere with resource-hungry HPC
applications, which is a key performance challenge. Furthermore,
correlations between application major performance indicators,
such as response time and throughput, with resource capaci-
ties reveal that conventional placement strategies are impacting
virtual machine efficiency, resulting in poor resource optimiza-
tion, increased operating expenses, and longer wait times. Since
applications often underutilized the hardware, smart execution
of HPC and Non-HPC applications on the same node can boost
system and energy efficiency. This research incorporates proactive
dynamic VM consolidation to enhance the resource usage and
performance while maintaining energy efficiency. The proposed
algorithm generates a workload-aware fine-grained classification
by employing machine learning techniques to generate compli-
mentary profiles that alleviate cross-application interference by
intelligently co-locating non-HPC and HPC applications. The
research used CloudSim to simulate real HPC workloads. The
results verified that the proposed algorithm outperforms all
heuristic methods with respect to the metrics in key areas.

Keywords—Cloud computing; HPC (High-Performance Com-
puting); virtual machine consolidation; placement; optimization

I. INTRODUCTION

Cloud computing [1] provides organizations with an af-
fordable, high-performance computing [2] infrastructure. HPC
programs have a repetitive and predictable nature and based
on the characteristics of the data that is utilized as input,
their resource consumption patterns (CPU and memory, I/O,
and network) are predictable. Strategies can be developed
to increase queue throughput and resource utilization while
reducing performance impacts on applications. HPC applica-
tions’ performance can be adversely affected by virtualized
layers, heterogeneous hardware, HPC-agnostic schedulers such
as MOAB [3] or Load Leveler [4], and resource sharing
policies. Currently, cloud providers for HPC either offer spe-
cialized clouds with dedicated nodes, lacking the consolida-
tion advantages of virtualization, or cloud scheduling that is
HPC-agnostic, resulting in inadequate performance. Although
modern systems have enormous compute power per node, HPC
applications seldom use all of the resources assigned to them.
Other applications, such as non-HPC applications, can make
use of this feature by utilizing underutilized resources.

Separate technologies have been used to manage the
resources and applications on dedicated systems for HPC
and Non-HPC applications. This isolation has become an
increasing burden, and hence there is an increased demand
for the adoption of a standardized shared platform. Execution
of both HPC/Non-HPC applications on the same cluster boosts
the system efficiency, allowing programs to take advantage
of all the available hardware resources. However, even with
these advantages, there is still a hindrance in using the full
potential of sharing the resources. It is vital that the researcher
must devise a method of bridging the gap between dedicated
infrastructures and standardized shared platforms by balanc-
ing the trade-off between resource utilization, performance,
and energy usage, by choosing a suitable VM to physical
machine placement methods, with the intention of exploring
the best physical machine (PM) that can be used to host the
virtual machines. Workload heterogeneity has become norm
in cloud computing [5]. Workload characterization is critical
since it can group various resource-intensive workloads based
on their defining qualities. Classifying workloads that have
common consumption patterns can enhance resource manage-
ment, which improves system performance while maintaining
Quality of Service. Clustering techniques are frequently used
to cluster workloads in the cloud data center to reduce energy
usage and SLA violations for resource allocation.

In terms of VM placement strategies, there are two types:
reactive and proactive/predictive strategies. Reactive strategies
enhance the initial VM after the system reaches a certain
undesired state. While proactive/predictive strategies attempt to
enhance VM placement results by projecting future workloads
or resource demands using prediction techniques. Identifying
proper co-allocated combinations of applications that can be
run on the common platform guarantees optimum utilization of
resources [6]. The optimum utilization of active resources will
allow the reduction of the number of operating servers, which
will lead to saving energy spent on computation [7]. Hence,
the total energy consumed by a data center will be reduced and
optimum utilization of hardware will maintain the performance
of applications. Most of the earlier well-established research
refers to VM consolidation as a key approach for data centers
to save energy and achieve a balance between utilization and
SLA violations. The goal behind this strategy is to carefully
consolidate VMs or workloads onto a smaller number of PMs
and then convert the unused (idle) PMs into a power-saving
state or shut them down when they are no longer needed.

www.ijacsa.thesai.org 858 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

Available literature indicates that there have been only
a few attempts that proposed automatic workload clustering,
virtual machine placement and VM consolidation techniques
[8] to eliminate or at least reduce the impact of energy [9],
performance [10], and interference [11] in co-located HPC
and Non-HPC applications. Moreover, the HPC application
characteristics of the strongly coupled processes that perform
constant interprocess communication and synchronizations
have also rarely been studied.

This study aims to combine and execute both HPC and
non-HPC applications on cloud resources using a smart and
innovative technique which can balance the trade-off between
energy, performance, and resource utilization [12]. The re-
searchers have proposed proactive dynamic VM consolida-
tion for co-scheduling of HPC and non-HPC applications
that is based on utilization predictions and an application’s
profile employing machine learning techniques. Our approach
looks for applications that work well together and can be
deployed on the same hardware, and the execution profiles
for these applications do not compete with each other. This
will allow for more efficient usage of the hardware. As part
of the VM consolidation process, the proposed approach to
VM consolidation also examines the application’s resource
usage requirements across multiple dimensions, such as the
CPU, RAM, and the network. By co-locating suitable virtual
machines on hosts during consolidation, resource contention
and virtualization overhead can be reduced on application
performance without losing the benefits of VM consolidation.
Thus, the major contributions to this study can be stated as
follows:

1) Introduces and implements HPC and energy-aware,
efficient proactive dynamic virtual machine (VM)
consolidation technique in cloud datacenter that
makes cloud schedulers as well as VM placement
HPC-aware.

2) Attempt to make VM consolidation application-
centric while considering the requirements of the
applications’ resource utilization (i.e., CPU, mem-
ory, and bandwidth). The paper explores automatic
clustering of workload and virtual machines using k-
mean cluster technique. It also aims to explore smart
VM placement strategies to intelligently schedule
HPC and non-HPC applications on a single pool
of resources to increase utilization of resources and
overcome the performance issues caused by resource
contention.

3) Explicitly examines the real-world HPC workload in
order to demonstrate the reliability of our numerical
analysis in terms of how well our proposed approach
is suited to both HPC and non-HPC applications.

This paper is structured as follows: Section II presents the
background and motivation for the study. Section III presents
the related work to gain knowledge of contemporary research
and discusses the importance of the proposed algorithm. while
Section IV demonstrates the proposed energy-efficient HPC
aware proactive dynamic VM consolidation (EAMDOBP).
Section V introduces the evaluation methodology. Section
VI discusses the simulation results and analysis. Lastly, the
conclusion and future work is discussed in Section VII.

II. BACKGROUND AND MOTIVATION

One of the primary goals of modern datacenter architecture
is to cut down on energy usage. Data center energy demands
are expected to rise to 752 TWh in 2030. This means that
data centers consume 2.13% of total global electricity demand
[13]. The inefficient utilization of hardware resources is the
root cause of high energy consumption. Idling servers might
use 60% of their maximum power [14]. Clustering of workload
[15] and Virtual machine consolidation are the most effective
and crucial approach for optimizing resource consumption and
improve energy efficiency in cloud datacenters. VM consoli-
dation can be implemented in two ways, static and dynamic.
Fig. 1(a) is static consolidation. When a job arrives, the size
and location of virtual machines on physical machines (VMs)
are explicitly pre-determined, and the placement does not
change during execution. Static VM placement resembles the
N-dimensional bin-packing issue where the bins symbolize
physical machines (PM). The items for packing represent the
VMs and the size of the bin depends on the volume, types and
nature of resources. Static VM consolidation is better suited
for small jobs spanning a few hours, where PMs resources for
various kinds of VMs can be defined explicitly [16]. Simple
heuristics or historical VM demand patterns are the basis of
energy minimization. However, during low-demand resource
periods, an increase in the cost of application providers is likely
to occur. Similarly, the available resources may be insufficient
in high utilization periods [17].

On the other hand Fig. 1(b) shows dynamic VM consoli-
dation. To improve the effectiveness of a placement, dynamic
VM consolidation allows relocation during execution. Mostly
virtual machine workloads are bursty in nature, dynamic VM
consolidation is highly beneficial in a cloud computing envi-
ronment, assuming that monitoring is in place to prevent any
violations of Service-Level Agreements (SLAs). Accordingly,
dynamic VM consolidation conserves energy and enhances the
consumption of resources by using the minimum resources
necessary to meet the workload requirements. Consequently,
if the workload requirement decreases, unused servers are shut
down or kept in low-power mode. Similarly, as consumption
grows, additional servers are brought online.

The VM migration and VM placement are considered
as the backbone of the VM consolidation technique. The
problems like scalability of resources, heterogeneity, migra-
tion cost, and unpredictable workloads cause that the VM
consolidation process becomes very challenging. The virtual
machines (VMs) placement to physical machines (known as
VM-Placement) can significantly impact performance. It is
very important to choose an appropriate host to enhance power
efficiency, better use of resources and support for QoS to attain
Resiliency in the Cloud [34].

Clustering is an unsupervised learning strategy for subdi-
viding a big group into multiple smaller groups. As a result,
it may be used to find patterns in massive datasets. In current
research, the advantages of this group building technique of
clustering have been applied to locate groupings in the jobs
(incoming request). The ability to locate groupings within jobs
based on the number of resources consumed is helpful since
this methodology allows to find groupings within jobs.

Cross application interference can occur when different
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Fig. 1. Inputs and Outputs of (a) Static VM Consolidation and (b) Dynamic VM Consolidation.

cloud workload compete for shared resources, resulting in
considerable performance degradation and, results in increase
Service Level Agreement violations. Despite this, state-of-the-
art VM scheduling still relies heavily on resource capacity, em-
ploying heuristics like bin-packing and ignoring the cross ap-
plication interference overhead. To the best of our knowledge,
only a few studies were made for VM scheduling algorithms
that consider the tightly connected processes that perform
frequent inter-process communication and synchronizations.
Improved resource efficiency, cost savings, and, ultimately,
broader acceptance of high-performance computing in clouds
can be achieved by the strategic placement of virtual machines
and the execution of HPC and non-HPC workloads in cloud
environments.

Hence, this study focused on a multi-objective challenge
that seeks to explore automatic online workload clustering
using machine learning, smart VM consolidation and place-
ment strategies to intelligently schedule or provision HPC and
non-HPC applications on cloud resources to overcome the
aforementioned gap and issues of rigorous consolidation.

III. RELATED WORK

Primarily due to the enhanced efficiency, a significant
number of heuristic algorithms have already been suggested
for handling VM consolidation challenges in recent years.
Among them, Mosa et al. [18] suggest the solution to vir-
tual machine placement that dynamically reallocates virtual
machines depending on their actual request for the individ-
ual VMs. The suggested approach evaluates various resource
categories (particularly CPU and memory) to minimize under-
and over-utilization in cloud-based data centers. The conducted
experiments highlighted the significance of incorporating a
variety of resource types. Finally, they concluded for dynamic
VM placement, the genetic algorithm outperforms the Best-Fit
algorithm. However, the paper neither takes into account the
HPC workload nor discusses the issues of cross-application
interference. Kraemer et al. [19] developed a job migration
mechanism for transferring jobs from the cloud environment
to the high-performance computing environment. The primary
goal is to reduce the amount of response time violations
associated with cloud jobs while not interfering with the
execution of HPC jobs.

V. Antonenko [20] developed a strategy for migrating
jobs from the cloud environment to the high-performance
computing environment. The major objective is to reduce
cloud job response time violations without conflicting HPC

task execution. The author’s study discusses the suggested job
scheduling methods using the SimGrid simulator in various
execution scenarios, and recorded findings revealed no reaction
time violations. However, the authors did not incorporate
support for parallel jobs and did not run experiments with
higher rates of incoming cloud jobs.

Alves et al. [11] describes the Interference-aware Vir-
tual Machine Placement Issue (IVMPP) in small-scale High-
Performance Computing (HPC) applications executing in
Clouds. When applications run on a common physical ma-
chine, cross-interference is likely to happen, which harms
the application′s performance. This problem is very com-
mon in HPC that is executed in clouds. The iterated local
search framework is proposed as a new solution to prevent
the Interference-aware Virtual Machine Placement Problem
(IVMP) from happening in HPC applications in clouds. In
this study, they limited the interference that happens to HPC
applications when sharing common physical machines. The
results indicated that the proposed method limited interference
by more than 40% in contrast to the most commonly applied
heuristics to address the issue. However, the energy and the
effect of consolidation are not taken into consideration.

A. Souza [12] proposed a hybrid resource management sys-
tem for both DI (Data-Intensive) workload systems and HPC
systems that will allow combining both of them on the same
platform. The most significant feature between HPC systems
and DI (Data-Intensive) systems is the fixed set of resources
allocated completely to an application in HPC systems. Con-
trary to the DI (Data-Intensive) systems, in which allocation
of resources and control are dependent on application needs. It
also describes the design of a hybrid framework which helps
for dual-level scheduling of DI jobs on the HPC infrastructure.
The core benefit of this hybrid system is that it relies on real-
time resource utilization monitoring that could successfully
co-schedule high-performance computing (HPC) and data-
intensive workloads. It can easily be adapted and extended
to different types of workloads. For HPC and DI workloads,
the architecture is based on the resource managers Slurm and
Mesos. In a particular cluster, the hybrid architecture raises
resource consumption by 20%, allowing it to meet all the
constraints for HPC jobs, with a 12% reduction in queue
makespan. Nevertheless, the paper does not explore ways to
reduce the interference and co-location effects on energy as
well as resource utilization.

Gupta et al. [21] presented scheduler for cloud platforms
that is HPC-aware and incorporates topological needs for
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HPC applications. Their scheduler uses benchmarking data
to classify the application’s network requirements and how
resource sharing affects performance. Using three apps and
NAS benchmarks, their scheduler outperformed the HPC-
agnostic scheduler. Despite all the benefits, Gupta et al. [21]
ignored SLA and energy breaches in their study. Furthermore,
the trade-off among optimal HPC performance and ideal
resource usage is primarily discussed in terms of throughput.
Static VM consolidation techniques and Off-line applications
profiling were used for classification. Hence, it is necessary
to investigate the trade-off in terms of other dimensions as
well. As part of earlier research, the researchers investigated
CloudSim’s default VM placement technique for energy con-
sumption in contrast to the VM placement technique pro-
posed by Gupta, which uses Multi-Dimensional Online Bin
Packing (MDOBP). Fig. 2 illustrates that MDOBP uses more
energy than CloudSim’s default VM placement technique. The
findings show an increase in energy consumption due to the
possible restrictions of static VM placement. The findings
of this experiment served as the foundation for the current
research.

Fig. 2. Energy Comparison of Default vs MDOBP.

Cluster analysis is critical for detecting workloads with
similar resource usage patterns. Several approaches for clus-
tering workloads using K-Means have been proposed. Di,
Sheng at al. [22] characterize a one-month Google cluster
trace by CPU and memory utilization using the Forgy approach
for centroid initialization. A merge ratio threshold is used to
calculate the optimal number of clusters. Moreno et al. [23]
employ K-Means clustering to group workloads based on user
behavior and task characteristics. The number of clusters is
obtained by comparing the variability of all items within a
cluster to a threshold value.

In a previous project [24], the authors studied and im-
plemented the Hybrid Local Regression Host Overload De-
tection algorithm (HLRHOD). An innovative energy efficient
VM consolidation method that uses hybrid factors for host
overload detection in cloud datacenters. We concluded that
using hybrid factors (CPU, Memory, Bandwidth) can provide a
more accurate indication of host utilization and outperform the
techniques based on single factors. Thus, using the HLRHOD,
the server in operation can be optimally minimized and, hence

helps in the reduction of energy utilization. Nevertheless, the
paper does not explore ways to reduce the interference and
co-location effects of the HPC and non-HPC applications on
resource utilization as well as energy.

In this study, Gupta et al. [21] heuristics for initial VM
placement for high-performance computing (HPC) applica-
tions were followed and expanded. Additionally, this study
expands VM consolidation work [24] by making VM con-
solidation application-centric while simultaneously taking into
account the requirements of the application’s resource con-
sumption (i.e., CPU, memory, and bandwidth). We also explore
smart VM consolidation and placement strategies to intelli-
gently schedule or provision HPC and non-HPC applications
on cloud resources to increase utilization of resources and
overcome the aforementioned issues of consolidation. Further-
more, automatic and dynamic classification of the application
workload using k-mean is implemented.

IV. ENERGY-AWARE MULTI-DIMENSIONAL ONLINE BIN
PACKING (EAMDOBP)

HPC applications are often constructed to operate in a
homogenous as well as dedicated environment to eliminate un-
wanted interference by apps that are located concurrently. This
is due to the fact that the performance of high-performance
computing applications are significantly dependent on the
slowest node. In contrast, cloud infrastructure is changing from
homogeneous to heterogeneous. Heterogeneity dramatically
lowers performance in parallel applications, especially in repet-
itive and bulk concurrent workloads. VM scheduling for HPC
is challenging because of the trade-off between better HPC
performance and improved resource consumption. A technique
for intelligently optimizing the placement and execution of
virtual machines (VMs) for HPC and non-HPC applications
can improve resource usage, improve energy efficiency, and
hence promote HPC cloud acceptance.

Sharing resources typically causes critical interference.
Contention of shared resources has poor impact on applications
performance. Caches are small stores of temporary memory.
Cache memory has an impact on the program execution
because its access time is less than the access time of the
other memories. It is the fastest component in the memory
hierarchy and approaches the speed of CPU components. They
can degrade system performance if they become too large.
System performance is a decreasing function of the cache miss
rate, the cache access time, and the number of processor cycles
taken to service a miss. They also can consume memory that
other applications might need, negatively impacting applica-
tion performance. Cache, memory, I/O channels, and network
access are all shared resources, but cache are one of the most
significant applications performance degradation factors [25].
It is advantageous to have cache-intensive applications; endure
more LLC misses per second; co-located with applications
that use little or no cache on the same node. Cache-sensitivity
awareness assists in the avoidance of interference.

Most of the studies reviewed recently, a static classification
of the behavior of different workloads/applications is created to
examine their studies in order to find solutions for interference
scheduling issues in cloud environments. EAMDOBP algo-
rithm presents an automatic workload clustering using machine
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learning techniques. The EAMDOBP classifier initially cluster
the workload based on memory utilization and workload length
then VMs are grouped based on their processing capacity.
Afterwards the individual cloudlets in each cluster is scheduled
to the appropriate VM in the VM groups. The flowchart in
Fig. 3 depicts the execution flow of the proposed algorithm
EAMDOBP, which is detailed in the following subsections.

A. Clustering of Workload and VM

A workload can be defined as a certain amount of work
operated inside the data center while consuming specific
limited resources. In the current context, cloud computing
data centers are defined as computer resource pools that can
bear variable workloads whether long scientific jobs (HPC)
or transactional operations (non-HPC). Normally, workloads
are different in heterogeneous environments because of the
placement constraints they have and the number of resources
they consume [26]. In fact, the amount of resources a job
consume is defined as job resource requirements, while the
type and characteristics of resources are defined as job place-
ment constraints. Therefore, these main elements must be
addressed for intelligent and efficient scheduling. The proposed
EAMDOBP initially classifies incoming requests according
to job characteristics. This classification further is used to
make crucial scheduling decisions, such as scheduling jobs
from various clusters based on the amount of resources they
consume.

1) Clustering Jobs using K-Means and Silhouette Method:
The EAMDOBP classifier divides workload into specified
classes by using the k-means algorithm [35] and the silhouette
approach [36]. K in k-means algorithm denotes the quantity of
pre-defined clusters that must be produced during the process.
It is a centroid-based technique, with each cluster having its
own centroid. The algorithm’s main goal is to minimize the
sum of distances between data points and their respective
clusters. As input, the EAMDOBP classifier takes memory
utilization and its length from METACENTRUM-02.swf logs
of the parallel workload archive, separates it into k = 4 clusters,
and then continues the procedure until the centroids don’t
change. The technique for creating job clusters using the K-
Means clustering algorithm is summarized in Algorithm-1.
Once the clustering process is completed, the average memory
utilization for each cluster is calculated.

Algorithm 1 Basic K-Means Algorithm

1: Select k points as initial centroid
2: repeat
3: Form k clusters by assigning each point to its closest

centroid
4: Re-compute the centroid of each cluster
5: until the centroids don’t change

Clusters presented in Table I are obtained applying
k-means algorithm in cloudSim on the first 250 logs
from METACENTRUM-02.swf logs of the parallel workload
archive [27]. K-means algorithm clusters data into four clus-
ters. From the cluster centroid analysis, four different types
of workloads can be outlined. These have been labeled as
“IntenseHPC”, “ConcurrentHPC”, “DiscreteHPC”, and non-
HPC.

Table II displays the input (memory use and length) clas-
sified into each cluster using k-means algorithm. The number
of objects by cluster represents the total number of objects per
cluster. Within-cluster variance is the sum of squared distance
between the average point (centroid) and every point of the
cluster. The smaller the within-cluster variance value the better
is the clustering. The average distance between observations
and the cluster centroid is a measure of observation diversity
within each cluster. A cluster with a smaller average distance
is generally more compact than one with a bigger average
distance. Clusters with higher values show more variation in
the observations within the cluster. A larger maximum value
of maximum distance to centroid, especially when compared
to the average distance, suggests a cluster observation that is
located further away from the cluster centroid.

Furthermore, silhouette score is utilized to determine the
quality of clusters formed by using K-means clustering al-
gorithms. The silhouette approach analyzes the quality of
clustering by determining how well each point fits into its
cluster. Using Eq. 1, the silhouette score is calculated for each
cluster data (i.e. memory utilization and its length). where (a)
is mean intra-cluster distance and (b) is the mean nearest-
cluster distance. Fig. 4 depicts the mean silhouette score of
each cluster. When the silhouette score equals 1, it means
that the clusters are very dense and well separated. When the
silhouette score equals 0, it means that clusters are overlapping.
If the score is less than 0, this indicates that the data could be
incorrect.

SilhouetteScore = (b− a)/max(a, b). (1)

Subsequent workload clustering, the processing capability
of each virtual machine is determined based on its MIPS,
size, bandwidth, and RAM. The virtual machines are then
grouped into four clusters Extreme High (EHVMs), High
(HVMs), Medium (MVMs) and Low (LVMs), using the mod-
ified K-means clustering algorithm. Afterwords, all cloudlet
clusters are mapped to Virtual Machine (VM) clusters. The
cloudlet with the high memory consumption is assigned to high
processing capability. For example, IntenseHPC applications
are assigned to Extreme High (EHVMS). Fig. 5 shows the
simulation time with kmeans and without kmeans. As depicted
in the Fig. 5 the simultaion time has shown improved result.

B. Virtual Machine Placement

EAMDOBP selects the PM that will host the VM based
on the VM’s class. The EAMDOBP begins the process with
the target that IntenseHPC applications VMs can be assigned
to the same host and rack as much as possible to reduce
cross-interference for HPC/ Non-HPC applications. When ap-
plications share a physical machine, cross-interference can
occur, negatively impacting their performance. EAMDOBP
VM request contains the application’s cluster name, as well
as any existing parameters, unlike traditional VM requests.
Based on the VM provisioning request, VM and cloudlets
are generated depending on the Application type, capacity
(number of CPU, RAM, and bandwidth), and instance type.
VMs are allocated to a host and the cloudlet is allocated
to VM. The algorithm then calculates the current host and
rack free capacity, which is the number of extra VMs of the
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Fig. 3. Energy-Aware Multi-Dimensional Online Bin Packing (EAMDOBP).

TABLE I. POPULATION AND DESCRIPTION OF CLUSTERS RESULTING FROM CLUSTERING FIRST 250 DATA OF METACENTRUM-02.SWF LOGS OF THE
PARALLEL WORKLOAD ARCHIVE

Cluster Population Memory usage Clustering description
IntenseHPC (Cluster-4) 2 26749856.000 This cluster shows high memory consumption

DiscreteHPC (Cluster-3) 15 326042.000 This cluster shows moderate memory consumption

ConcurrentHPC (Cluster-1) 17 4732608.750 This cluster shows memory consumption is lower then DiscreteHPC.

non-HPC (Cluster-2) 215 86285.953 This cluster shows low memory consumption

TABLE II. K-MEAN CLUSTERS RESULT

Cluster 1 2 3 4
Number of objects by cluster 17 215 15 2

Sum of weights 17 215 15 2
Within-cluster variance -0.223 -0.582 1.472 -0.667

Minimum distance to centroid 1.397 -0.540 -0.870 0.013
Average distance to centroid 0.276 -0.711 1.296 -0.860

Maximum distance to centroid -0.384 0.713 0.906 -1.234

requested specification which can be deployed on a specific
host and rack. To assure that IntenseHPC is only run on
dedicated nodes, it sets all hosts with a active VM to zero,

if the required VM category is IntenseHPC. The scheduler
then prepares a initial plan, which is a list of hosts sorted by
rackCapacity and hostCapacity for hosts in the same rack, if
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Fig. 4. Mean Silhouette Score of Clusters.

Fig. 5. Simulation Time with Kmeans and Without Kmeans

the required VM cluster is IntenseHPC or DiscreteHPC. The
idea is to keep as many VMs on the same host and rack as
possible to avoid inter or cross-VM communication overhead
for these application types. This initialPlan is used for VM
provisioning in IntenseHPC, whereas for the other classes
(DiscreteHPC, ConcurrentHPC, and NonHPC), the method
does multi-dimensional online bin packing to gruop VMs with
variety of attributes on the same host.

C. Virtual Machine Consolidation

Since changing workloads modify VM resource utilization
over time, initial VM placement should be complemented by
a regular VM consolidation procedure. Status is examined for
every scheduled interval by using the EAMDOBP proactive
dynamic consolidation technique. Notably, the detection of
host overload/underload is the initial stage in virtual machine
consolidation whose main target is energy reduction. The de-
fault underload detection algorithm is applied every scheduled
interval, and underutilized hosts are deactivated after moving
all VM to other active PM. Afterward, Hybrid Local Regres-
sion Host Overload Detection algorithm (HLRHOD) [24] is
applied to detect the overloaded hosts. VM is chosen from
the overloaded hosts to migrate to available hosts. HLRHOD
calculates host utilization based on hybrid factors by utilizing
a metric which measures the combined CPU-network-memory
load of physical and virtual servers. Following the calculation
of host utilization, the program employs local regression. The
basic concept behind the process of local regression is that it
involves fitting simple models to confined subsets of data in
order to construct a curve that approximates the original data.
To identify whether the host is overloaded or underloaded,

HLRHOD estimates the host utilization based on a hybrid
factor. VM consolidation requires two more phases after the
overloaded hosts are identified. The first phase is to identify
the virtual machines (VMs) that will be migrated from the
overloaded hosts to other hosts (known as VM migration), and
the second phase is to replace the VMs that were selected for
migration on new hosts (known as VM placement).

D. Virtual Machine Placement

Multi-dimensional online bin packing (MDOBP) algorithm
is used for VM placement and it allows VMs with diverse
characteristics to be placed on the same host to reduce energy
and enhances the consumption of resources. MDOBP treats
hosts as bins, and virtual machines as objects that must be
packed into the bins. A host is represented as a d-dimensional
vector, which is referred to as the host’s vector of capacities.
Each dimension indicates the host’s capacity corresponding
to a specific resource, such as CPU utilization, memory uti-
lization, or disk bandwidth. Similarly, each virtual machine is
represented by a vector of requirements. The aim is to place
all of the VMs on as few hosts as appropriate, while ensuring
that, across all dimensions, the total demand of VMs placed
on a host does not exceed the capacity of the host.

Additionally, each job is assigned a cache score from (0-
30) The cache score represents the amount of pressure being
placed on the both memory controller subsystem as well as
shared cache. The chosen host is furthermore verified for
compliance with the interference requirements i.e estimated
demand for contested resources from the physical hosts. If
the sum of cache scores for the requested VM and all other
VMs running on the host exceeds a certain threshold alpha α
(Total cache threshold for any application), the request will be
denied. which needs to be determined through experimental
analysis. A different threshold β (Total cache threshold for
DiscreteHPC) is used when a requested virtual machine (VM)
or one or more virtual machines operating on that host are
of the class DiscreteHPC, because applications of this type
can tolerate less interference compared to IntenseHPC. When
the cache threshold β is too high, the efficiency is decreased
as cache-intensive applications on the same node are aggres-
sively packaged. Furthermore, very low thresholds lead to an
excessive waste of certain CPU cores if very small cache
scores do not exist. A record of interference indices is saved to
examine interference between the applications that face a big
performance penalty when being executed on the same host.
Having this information is beneficial in avoiding co-locations,
which are detrimental to the performance of high-performance
computing (HPC) applications. Following that, a FinalPlan is
established, which contains a list of hosts on which the virtual
machines should be provisioned. After each repetition, a log is
also created, which can be used to track energy consumption
and quality of service.

V. EVALUATION METHODOLOGY

A. Experimental Setup

As it is very challenging to conduct repeatable large-
scale experiments on a real infrastructure [28], simulations
are recommended to show the improvement of our suggested
algorithms. The CloudSim toolkit facilitates the modeling of
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cloud system resources from both a system and a behavior
perspectives specifically virtual machines, data centers, and
resource management policies. It incorporates common ap-
plication delivery techniques that can be extended quickly
and with minimal effort. Therefore, the experiments were
conducted with the CloudSim 3.0 simulation toolkit [29]using
four VM types and two PM types. Cloudsim is extended with
energy-aware simulations, originally not present in the core
framework [29].
Furthermore, while implementing our scheduling and migra-
tion techniques the researchers identified multiple limitations
in the CloudSim 3.0, that need to be addressed. They include
that CloudSim is designed and implemented for the cloud, and
primarily operates for tasks involving just one processor while
HPC machines require quite a huge number of processors. In
this research work, the researchers extended CloudSim 3.0 to
provision the simulation of HPC in the cloud. Hence, the key
change performed to enhance the execution of multi-core jobs
to simulate HPC in a cloud thus the PowerDatacenter class
that empowers simulation of power-aware data centers in the
cloud environment.

In order to efficiently map jobs to virtual machines (VM),
a predetermined number of virtual machines (of various types)
will be constructed at the beginning of the simulation, and jobs
(cloudlets) will be submitted to the DatacenterBrokerEAM-
DOBP broker. The cloudlets class is also modified, in addition
to existing parameters, it includes the application class and
name for VM provisioning. Furthermore, for cache-awareness,
used a uniform distribution random number generator by
giving a cache value from 0 to 30 to each job.

Further, DatacenterBroker class was also extended to Dat-
acenterBrokerEAMDOBP , with two additional features: i) it
allocates a cloudlet to VM after determining the characteristics
of both VM and Cloudlets, to assign lengthy cloudlets (jobs)
to the more efficient VMs so that the VM is not idle in a
data center and the cloudlet execution time will be reduced.
This does not only results in the efficient and improved
utilization of the system but also helps to overcomes the draw
backs of the defaults cloudSim 3.0 DatacenterBroker policy.
ii) Furthermore, cache-awareness is also added to Datacenter-
BrokerEAMDOBP policy to efficiently address the issue of
cross-interference. The cross-interference problem arises at a
high scale when high-performance applications are executed
in clouds. The proportion of additional time spent by one
program when it runs simultaneously with another is known as
the slowdown of that application.Thus the accurate forecasting
of the slowdown due to interference in each application has
many advantages: for example, it can help to enhance efficient
shared resource utilization to avoid unreasonable application
slowdowns from consolidation. DatacenterBrokerEAMDOBP
policy will allocate cloudlets to VM that do not surpass the
criteria of interference. Similar approached as Gupta [21],
the interference is calculated based on following criteria: The
sum of cache value of the VM requested does not exceed
a threshold for any VM running on a host. The value of
the threshold value is set to 60 after careful and thorough
experimentation. If the threshold is set to a large value, it will
decrease efficiency as a result of aggressive cache-intense ap-
plications packaged on the same node. On the other hand, too
small value of threshold will result in an unreasonable waste of
certain CPU cores if few applications are having insignificant

cache values. Interference indices maintained to record and
save interference between applications that experience high-
performance penalties when hosts are shared. While Data-
centerBrokerEAMDOBP policy assigns suitable cloudlet(job)
to VM, the knowledge of recorded interference indices is
used to prevent co-locations of HPC/non-HPC applications that
consumed more resources.

Furthermore, the default CloudSim VmAllocationPoli-
cySimple class extended to PowerVmAllocationPolicyMigra-
tionEAMDOBP which manages a user request encompasses
multiple types of VM. Two methods findHostForVm (for initial
VM allocation) and optimizeAllocation (for VM consolidation)
in the PowerVmAllocationPolicyMigrationEAMDOBP class
carries out proposed Energy-aware multi-dimensional online
bin packing scheduling. When HLRHOD [24] detects a host
overload, certain VMs will be chosen to be migrated from the
overloaded host to other hosts.

Furthermore, the researchers compare the proposed
Energy-Aware Multi-Dimensional Online Bin Packing (EAM-
DOBP) algorithm against the following algorithms from the
literature:

• The Power-Aware-Best-Fit Decreasing algorithm
(PABFD) algorithm [28].

• The Modified- Worst-Fit Decreasing algorithm
(MWFD) algorithm [30].

B. Power Model

The CPU, disk storage, memory, and cooling systems
utilize the majority of the power in cloud data centers [28].
Establishing exact analytical models for modern multicore
CPUs is a difficult research problem due to the complex power
model of modern multicore CPUs. Hence, we employ real data
on power rate obtained from the results of the SPECpower
benchmark [28] as an alternative to the use of an analytical
model of a host’s power consumption. The host overload
is evaluated on a regular basis according to the scheduling
interval, which is set at 300 seconds. The host types are: HP
ProLiant ML110 G4 (Intel Xeon 3040, 2 cores 1860 MHz, 4
GB), and HP ProLiant ML110G5 (Intel Xeon 3075, 2 cores
2660 MHz, 4 GB). The power consumption features of the
chosen hosts are presented in Table III.

C. Performance metrics

To conduct in-depth analysis of the suggested algorithm
and to evaluate and contrast the algorithm’s performance,
several number of experiments were carried out and examined
in the current research using the following metrics:

Simulation Time (ST): It is defined as the amount of
time spent conducting an experiment in seconds, commonly
known as the makespan. Based on the number of applications
that were processed, the total time required to generate the
simulation was calculated. The simulation time (MakeSpan) is
used to determine the efficiency of the algorithm.

Throughput: In computing, it is the quantity of work that
a computer or a system of computers is able to perform in
a given period of time. Increasing throughput is an ongoing
challenge that IT managers, researchers, and scientists must
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TABLE III. POWER CONSUMED BY THE CHOSEN HOSTS AT VARIOUS LOAD LEVELS IN WATTS [28]

SERVER 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
HP PROLIANT G4 86 89.4 92.6 96 99.5 102 106 108 112 114 117
HP PROLIANT G5 93.7 97 101 105 110 116 121 125 129 133 135

meet and exceed. The throughput of a system is used to
evaluate its overall performance.

Efficient Resource Utilization (ERU): It is used determine
how much CPU, memory and network bandwidth are needed
for HPC and non-HPC workloads deployed in cloud-based data
centers

Power Usage Effectiveness (PUE): The Power Usage
Effectiveness (PUE) is used as indices for measurement of
datacenter performance. PUE is considered the most used
datacenter metric. The PUE is calculated using Eq. 2, where
PCS is the cooling power, and PC is the computing power of
the host. This calculation is iterated over each host.

PUE =
PCS + PC

PC
(2)

Table IV shows the PUE values based on several
experiments which were performed in a small datacenter
[31].Low PUE indicates higher efficiency as a significant
amount of the power has been consumed by computing power
[32].

TABLE IV. PUE EFFICIENCY VALUES [31]

PUE Level of effi-
ciency

3.0 Very
inefficient

2.5 Inefficiency
2.0 Average
1.5 Efficient
1.2 very Efficient
1.1 Standard

The number of VM migrations: For dynamic VM con-
solidation, when the overloaded or under-loaded hosts are
detected, the VMs are then chosen to move. Reducing the VM
migration time is the most significant obstacle in the migration
step and the default method to achieve that is by reducing the
total number of VM migrations.

Energy and SLA Violations (ESV): There is an adverse
relation between the energy consumed by physical hosts and
SLAV because energy can be frequently reduced by allowing
more SLA violations. The objective of the host management
framework is to decrease both energy consumption and service
level agreement violations. Thus, a mixed metric denoted by
Energy and SLA Violations (ESV) is proposed in [28] and is
shown in Eq. 3. For the ESV metric lower is better.

ESV = E × SLAV (3)

D. Workloads

The workload contains several months of accounting
records from the national grid of the Czech Republic, called
Metacentrum. This grid is composed of 14 clusters (called
nodes), each with several multiprocessor machines, for a total
of 806 processors [27]. The workload data contains CPU and
memory usage [33]. Standard workload format (SWF) includes
the log. METACENTRUM-2013-1.swf. is used while relying
on accounting data collected by the scheduler. three utilization
models rebuilt to examine the CPU and RAM, and calculate
the BW, respectively, from the workload and send it to the
cloudlets.

VI. SIMULATION RESULTS AND ANALYSIS

Memory utilization, workload length and number of VMs
are crucial parameters that are used to configure the algorithms
implemented besides the performance metrics presented in
Section V

A. Sensitivity Analysis

The effect of changing the number of VMs on the per-
formance of the proposed algorithms in terms of metrics is
provided in Section 5.3.

1) Number of VMs:

Our sensitivity analysis is based on changing the number
of virtual machines while fixing the number of hosts to 800
and scheduling interval to 300 sec. The effect of varying the
number of VMs using Metacentrum workload traces on the
energy consumption and other system and performance metrics
for different algorithms are examined.

Algorithms comparison are performed on (CPU, RAM, and
Network) traces using Metacentrum HPC workload. Measure-
ment of simulation time is one of the most critical indicators
for measuring performance in a dynamic system. Observe in
Fig. 6(a), EAMDOBP algorithm reduces the execution times
better than the other algorithms. This proofs that application
awareness results in fewer contentions for resources as only the
most compatible VMs are consolidated. The new EAMDOBP
algorithm results in the lowest simulation time compared to
PABFD and MWFD regardless of the number of VM. The
simulation time is the highest in the case of PABFD when the
number of VM is high. Besides, the simulation time is always
less in the case of MWFD when compared to PABFD.

The HPC framework involves the co-scheduling of tasks
with the same nature to make some synchronous development.
In the present virtualized environment, all VMs progress
independently of each other, so that the need that all VMs
of the same HPC function must be arranged together using
EAMDOBP algorithm. Results are shown in Fig. 6(b) indicate
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(a) Simulation Time (b) Throughput Metric

(c) CPU Utilization Metric

(d) Energy Consumption (e) Number of VM Migration

(f) PUE Metric (g) ESV Metric

Fig. 6. Algorithms Comparison for Metacentrum HPC workload, where the various metrics are depicted in log-scale

that the throughput levels are the highest when the EAMDOBP
algorithm is used. While throughput levels are almost equal
when using PABFD and MWFD algorithms.

It is important to address the issue of machine utilization
or “busy” time that is commonly used to evaluate throughput
effectiveness. It is often only moderately correlated with a
hardware measure such as utilization. The prediction method
of the resource utilization based on HLRHOD is used, Fig.
6(c) indicates better CPU utilization. The use of HLRHOD
prediction technique improves CPU utilization as well as
increase the effectiveness of HPC-application execution

B. Algorithms Comparative Analysis

The EAMDOBP forehand has the expertise to forecast
the best node for VM allocation without venturing with the

energy consumption. While the energy and interference-aware
co-location of the VMs is used for all the workload allocations
to the VMs running on the system nodes. The need for rising
VM migrations is therefore low and it helps to reduce energy
depletion. The same is shown through Fig. 6(d) and (e). The
graph in Fig. 6(d) indicates how energy usage increases with
the increase in the number of VM when no consolidation is
allowed. Significantly, energy consumption is fixed regardless
of the increase in the number of VMs when consolidation
is allowed, meaning that the VMs are allowed to migrate
to run on fewer physical servers. Thus, VM consolidation
helps reduce energy consumption. As observed in Fig. 6(e)
VM migrations are the lowest when using the EAMDOBP
algorithm compared to PABFD and MWFD. VM migration
is the highest when using MWFD. Each host’s cooling and
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processing power, as well as its power utilization efficiency
(PUE), are measured after each migration, and the impacts are
averaged. Results depicted in Fig. 6(f) indicate that PUE is
the lowest in the case of EAMDOBP compared to PABFD
and MWFD. It is worth mentioning that low PUE indicates
better efficiency. This is because a considerable part of the
power is consumed by computing power. However, PUE is the
highest in the case of PABFD. Results revealed in Fig. 6(g)
indicate that ESV is the lowest when using the EAMDOBP
algorithms compared to PABFD and MWFD. ESV levels
increase significantly with the increase in the number of VM
when using PABFD and MWFD algorithms.

VII. CONCLUSION

Cloud computing has become a popular solution for the
exponential growth in the demand for high-performance com-
puting. Huge data centers use a considerable amount of energy,
which leads to an increase in operating costs. Therefore,
virtual machine consolidation is a perfect solution as it allows
VM live migration to run on fewer physical servers to save
energy consumption. Many studies have tried to investigate
the currently available cloud service architectures for running
HPC applications in the most effective approach. The major
obstacles are cross-application interference, energy concerns,
and guaranteeing SLAs in different metrics, e.g. response time
(web application) vs. execution time (HPC application). How-
ever, for a successful VM consolidation host overload detection
is necessary to predicts if a physical server will be overloaded
with VMs. This paper proposes new algorithm named Energy-
Aware Multi-Dimensional Online Bin Packing (EAMDOBP)
algorithm that will provide better results. Specifically, In
comparison to PABFD and MWFD, experiments reveal that
the Energy Aware Multi-Dimensional Online Bin Packing
(EAMDOBP) has improved CPU, RAM, and bandwidth con-
sumption by a relative improvement of 77%, 84%, and 70%,
respectively. The Energy Aware Multi-Dimensional Online Bin
Packing (EAMDOBP), according to experiments, improves
CPU usage, lowers PUE, and rationalizes energy consump-
tion. Additionally, EAMDOBP achieves faster throughput, less
VM migration, and lower ESV when compared to PABFD
and MWFD. According to the results analysis, the EAMDOBP
algorithm outperforms PABFD and MWFD in terms of all
the parameters employed. In current paper the researcher
has focused on bridging the HPC-cloud gap by enhancing
application performance and resource and energy efficiency
however, there are two important limitations in this study that
could be addressed in future investigations. First, the only
information provided by current performance analysis tools is
the application’s performance. They don’t go into depth about
the additional tasks that could have used up other parameters
such the network and I/O. Also, the work should be extended
to be run on a real cloud system not simulation. In future,
we plan to run our algorithm on a real cloud system; also
we will consider other factors such as I/O which can affect
performance of VMs. We can apply other machine learning
techniques such as Naive Bayesian classifiers for classification
of VMs.
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Abstract—The rapid growth of Computer vision and Machine
Learning applications, especially in Health care systems, assures
a secure, innovative lifestyle for society. The implication of these
technologies in the early diagnosis of lung tumors helps in lung
cancer detection and promises the survival rate of patients.
The existing general diagnosis method of lung radiotherapy,
i.e., Computed Tomography imaging (CT), doesn’t spot exactly
affected parts during injuries on lung malignancy. Herein, we
propose a computer vision-based diagnostic method empowered
with machine learning algorithms to detect lung tumors. The
primary objective of the proposed method is to develop an
efficient segmentation method to enhance the classification ac-
curacy of lung tumors by implementing a Triple Support Vector
Machine (SVM) for the classification of data samples into normal,
malignant, or benign, Random Region Segmentation (RSS) for
image segmentation and SIFT and GLCM algorithms are applied
for feature extraction technique. The model is trained considering
the dataset IQ - OTH or NCCD with 300 epochs, with an accuracy
of 96.5% achieved under 200 cluster formations.

Keywords—Benign; computed tomography; malignant; lung
cancer; radiation; triple support vector machine

I. INTRODUCTION

According to WHO results nearly 10 million death oc-
curred due to cancer. Among 10 million cancer types, about
2.21 million cases are of lung cancer. The most common
cancer deaths of 2020 were of lung cancer as per WHO. The
deadliest pandemic Covid19 has also affected the Lungs very
badly. Hence under these circumstances, it is vital to predict
and thereby prevent any onset of cancer in the human body.
Early detection of cancer can considerably reduce the mortality
rate[1]. In general, cancer is observed with the presence of
growth of cells (nodules) in the lungs and if it can spread to the
remaining cells of the body is called to be as malignant. The
nodules are termed benign if the cells restrain from spreading
yet are harmful to the specific organ alone. The development
in technology can be utilized in a scalable manner to detect
and diagnose the disease [2] [3] [4].

When cells in the lungs grow uncontrollably, lung cancer
develops into a tumor and this can cause respiratory problems
and spread to other sections of the body. Lung cancer is
caused mostly by smoking and drinking alcohol [5]. Around
80% of the people who are observed with lung cancer are
habituated to drinking and smoking. People who have the habit

of smoking in past are the ones getting lung cancer mostly
and only a few of them are never smoked. Lung cancer is
mainly caused by the factors such as radiation, smoking from
nearby people, living in a polluted environment and other
related factors in cases of people who don’t smoke [6] [7]
[8]. In addition, there is a greater chance of the possibility
of spreading into the lungs if any other place of the body
is affected with cancer. As an overall result, the detection
of cancer and predicting the probability of survival requires
timely help in case of malignancy in the early stages. The
chance of survival for the detection and progress of treatment
at the early stages of cancer is higher when compared to severe
stages (Borel 1997). Hence, the proposed research develops a
system that detects cancer- free people, and the cancer portions
which are benign and do not spread to other portions of the
body. The proposed research also determines the malignancy
in cancer regions which can spread to further parts of the
body to diagnose early and provide appropriate treatment.
For diagnosis of lung cancers, a variety of imaging has been
used including sputum cytology, CT, chest x-ray, and magnetic
resonance imaging (MRI) (http://colah.github.io/posts/). The
tumors can be classified as benign or malignant types of cancer
and the prognosis of the identified tumor is carried out by an
expert like a doctor who can look over the individuals based
on the causes. During detection, the number of false positives
is reduced significantly which will have a severe impact on the
patient’s mental or financial well- being.

Manual detection of lung cancer is a very tedious task.
To aid in detection, several machine learning approaches to
aid in early diagnosis. The input to such approaches can
be MRI, CT scan, and X-ray of the affected organ. These
inputs are being fed to detect whether the organ is benign,
malignant, or normal. Several types of research have already
been conducted in the underlying area using different algo-
rithms and techniques. A considerable amount of studies on
image processing applications [1] [9] in lung cancer detection
paves way for data processing easier for Machine learning
classification. With the advent of image segmentation for
separating cancerous nodules, the task of detecting the type
of cancer and stages of cancer has become quite simpler. In
region growth segmentation, watershed segmentation provides
an effective result in CT image processing of lung cancer. The
SVM and neural networks play a key role in the identification
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of the type of cancer in the lungs.

The crucial issues are developing a system for automat-
ically identifying lung illness and accurately segmenting the
precise region. Additionally, the heterogeneity of the tumor
makes segmentation a difficult task [10]. Due to the low feature
of photographs, it is difficult to notice impacted areas that
are small in size [11]. The aforementioned problems serves
as a motivation for effective lung tumor identification using
RRS segmentation and supervised machine learning algorithm
namely triple SVM.

The contributions of this research are summarized as fol-
lows:

1) The median and Weiner filters are used to preprocess
the input images. The reason to choose median filter
is that it preserves the sharp edges and Weiner filter
removes the additive noise.

2) Subsequently, the precise segmentation is done by
using RRS followed by SIFT and GLCM that are
used to perform the feature extraction. The features
from SIFT is invariant to light and viewpoints and
GLCM is used to extract texture features.

3) Further, the triple SVM is used to perform an ef-
fective classification of lung tumor based on its
comprehensible margin of dissociation.

The paper’s organization of the paper is given as follows:
Section II describes the image processing concept of region
growth segmentation of lung tumors and later Section III has
the methodology of a proposed model of segmentation. Section
IV describes the experimental set up which includes the dataset
description and model building. Section V concludes the final
research output.

II. LITERATURE SURVEY

A boosted deep CNN concept for lung tumor classifica-
tion was introduced by Rani et al. [12] For segmentation
purposes, the Advance Target Map Superpixel-based Region
was suggested. The tumor region was then quantified using
the nanoimaging theory. Image recognition was possible using
the idea of boosted deep convolutional neural networks, which
provides 97.3% accuracy. The current methodology demon-
strated the stated efficacy which proved to greatly increase the
execution of the recommended technique. Moreover, the data
was handled quickly with deep learning.

Xie et al. [13] presented a method for epidermal growth
factor receptor (EGFR) prediction with the lung cancer-based
alterations. The system employs CNN with the layers counts
upto 6 to learn the characteristics of the image deeper, and
the process is followed by a Support Vector Machine (SVM)
classifier for prediction. Yu’s system was evaluated on two
kinds of datasets, for which Dataset 1 attains an accuracy score
of 76.16% and Dataset2 attains accuracy score of 67.55% re-
spectively. Typical machine learning algorithms are performing
inferior to the deep learning models by utilizing the learning
obtained through the hierarchical data and deep-layered nature
(chaudhary, & Sukhraj Singh 2012). Moreover, the data is
being handled quickly with deep learning.

The approaches followed in Kareem et al. [14] preserve
the fundamental structure of the data while using approaches

similar to autoencoder and the approaches also uncover the
analysis information via the deep learning approach. When it
comes to picture categorization, CNN is the most preferred
option and to categorize pictures efficiently, the process of
convolution and the traditional process of the neural network
is combined effectively in the design of the CNN model.

Lung cancer detection process using the deep learning al-
gorithm has been examined for efficacy by the author da Silva
et al.l. 2021 through the database named Lung Image Database
Consortium (LIDC). The findings of the research demonstrated
that the potential evaluation performance of models with deep
learning possesses a better accuracy value of about 79.40%.
The authors wanted to examine if the deeper layers network
schemes might be used to diagnose lung cancer and if there
were any more efficient techniques to reduce the downsample
impact. Using the same dataset, they are evaluated in compar-
ison with the techniques of Stacked Denoising Auto Encoder
(SDAE) and the model of Deep Belief Networks (DBNs). On
using DBN and SDAE, the models possess the accuracy value
of 81.19% and 79.29%, respectively. The findings of the study
showed that deeply layered network algorithms and automatic
learning image features have a numerous amount of potential
in the field of medical imaging.

A deep neural network model with the help of rein-
forcement learning has been developed for the early- stage
detection of lung cancer by the authors of Ali et al. (The
IQ-OTHNCCD lung cancer dataset Published: 19-10-2020,
Version 1,DOI:10.17632/bhmdr45bh2.1 Contributor:hamdalla
alyasriy.) And the performance has achieved the accuracy of
99.1% and 64.44% for training and testing respectively for the
employed model on LIDC/IDRI subsets of data.

Another technique was suggested by (The IQ- OTH-
NCCD lung cancer dataset Published: 19-10- 2020,Version
1,DOI:10.17632/bhmdr45bh2.1 Contributor:hamdalla alyas-
riy), in which the authors built a CAD system based on a
CNN network with multi- view and multi-scale nature for
lung nodule categorization. On the datasets of ELCAP and
LIDC/IDRI, the system obtained the values of 92.3% and
90.3% accuracy for detection, respectively. According to the
aforementioned research work, CNN performance might be
enhanced in many cases to improve accuracy performance and
also aids in the detection process of early diagnosis of the lung
cancer disease with minimal error [15].

Humayun et al. [16] presented the transfer learning (TL)
with Convolutional Neural Network (CNN) to classify the
lung disease. This work comprised three stages: Initially data
augmentation was accomplished followed by pretrained CNN
which was used to ensure the classification. Further, the
localization was completed, once the classification was done.
There are three TL methods such as VGG 16, VGG 19, and
Xception that were used with fine-tuning hyperparameters to
generate the network for training and testing process. The
developed TL with CNN achieved higher accuracy in training
and low accuracy in texting process.

Kareem et al. [14] developed the lung cancer detection us-
ing SVM classifier. In this work, the preprocessing techniques
of bit plane slicing, Gaussian filtering, erosion technique and
outlining operation were used to enhance the CT images.
Subsequently, the Otsu’s thresholding was used to separate the
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nodules followed by SVM that was used to perform the classi-
fication. This work mainly concentrated on the preprocessing
approach for classifying the lung cancer.

The following are some of the issues with the most
recent ways to classifying lung diseases: In classification, it
is necessary for testing accuracy to exceed training accuracy
[16]. Because training uses the same input data for analysis
while testing uses a different input data for categorization.
When segmentation is inadequate, classification performance
suffers [14]. As a result, developing an efficient segmentation
and classification is necessary to improve the classification of
lung tumors.

III. PROPOSED METHOD

The primary objective of the work is to detect and classify
lung cancer using image processing and machine learning
techniques. In this research, the RRS based segmentation is
proposed for separating the tumor portions from the input
image. The SIFT and GLCM extracts optimal features from
the segmented image. In that, the SIFT features are invariant
light an viewpoints whereas GLCM extracts statistical texture
descriptors. Further, the triple SVM is used to perform the
classification based on extracted features. The methodology
can be outlined as shown in Fig. 1.

Fig. 1. Architecture of the Proposed Methodology.

Six stages of the proposed methodology have shown in
Fig. 1. The procedure of the proposed method begins with
collecting the input image data, then the image is augmented,
which helps modify the input image to be ready for processing.
Using ensembling filters like Weiner and median, the clarity
of the vision is enhanced. RRS algorithm is applied to the
resultant image, and after the segmentation, we adopt hybrid
feature extraction techniques like SIFT and GLCM. The SVM
is trained to classify the image into benign or malignant
depending on the features. The obtained results are compared
with existing techniques in the last phase. The detailed expla-
nation is done in the following sections:

A. Dataset Description

The data for lung cancer has been collected
at Iraq- Oncology Teaching Hospital or National Center
for Cancer Diseases (IQ-OTH or NCCD) (The IQ- OTH-
NCCD lung cancer dataset Published: 19-10-2020, Version
1,DOI:10.17632/bhmdr45bh2.1 Contributor:hamdalla alyas-
riy). The data collected constitutes three different stages of
lung cancer CT scans of patients along with scans of healthy
patients over 3 months. For the categories of benign, normal,
and malignant groups of lung cancer, 110 patients are provid-
ing 1190 CT scans. By analyzing the images of lung cancer,
the proposed model can be trained to detect cancer that can
spread (malignant) or which cannot spread (benign) or it is a
healthy tissue (normal) with the help of this dataset. Among
the total data, 55 cases are normal, 40 cases are malignant and
15 cases are benign. The dataset is in DICOM format. The task
is to classify the segmented lung nodules into benign, normal,
or malignant [17].

B. Data Preprocessing and Morphological Features

The original CT scan images are preprocessed to remove
noise to improve the image quality. Before performing the pre-
processing, the data augmentation techniques such as cropping,
flipping, rotation, translation, contrast, color augmentation are
used to increase the number of inputs to meet the real-world
requirements in classification. This is achieved by using an
image processing technique called filtering. Two types of filters
are used in this project to understand the underlying clarity.
Fig. 2 and Fig. 3 represent the image after application of
median filter and Weiner filter respectively. In the process of
lung nodule segmentation, morphology [18][19] is one of the
prominent techniques, especially when it comes to handling
the cases of tumors that are attached to regions that are not
on target for example paranchymal wall or the diaphragm
(juxtrapleural) or vessels (juxtavascular). The representation of
0’s and 1’s as a matrix for a binary view of images on which
1’s are called the neighbors.

Fig. 2. Original Image and Median Filtered Image.

According to a comparison of the detected region with
the corresponding pixel on the input image with respect to
neighbor pixels of the output image as equals the value of every
pixel. In the process of dilation for the given image pixels are
added at the boundaries of the object, whereas it’s the reverse
process in erosion where in which the pixels are removed. The
removed or added amount of pixels has been determining the
shape and size of the element structure. Neighboring pixels
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Fig. 3. Original Image and Weiner Filtered Image.

in the input image and the determined pixel through applying
rules of morphological operations for the output image. Fig. 4
represents the identification of tumors by using morphological
operations.

Cancerous nodules are recognized from the image seg-
mentation in the upcoming stage of analysis and it is being
depicted in Fig. 5 as left and right lungs. By using the proposed
approach, the extraction of lungs from the images is done with
the help of the region growing segmentation approach. The
output of the nodule segmentation for one of the lung CT
scans is shown in Fig. 6.

Fig. 5. Left and Right Lung Segmentation.

Fig. 6. Segmentation of Cancer Nodules.

Fig. 6 illustrate the segmentation output of the entire
dataset. Fig. 7 shows the original CT scan images and Fig.
8 shows the segmented output using region growth algorithm.

C. Segmentation

Image segmentation [6] [2] [3] is the process to partition
the image into multiple segments used to locate objects and
boundaries. The region growth segmentation examines the
neighboring pixels to determine whether it is to be added to
the region or not. This is continued until no more regions can
be added. The region is grown iteratively by considering all
the neighboring pixels to the region.

The difference between the region means and pixel inten-
sity is used as the similarity measure. A certain threshold value
is set for the image. The region growth commences from the
dark region of the image taken for segmentation. From Fig. 6
one can see that the cancerous nodules are segmented from the
original image. Hence this segmentation helps in understanding
the shape and size of the cancer nodules. Therefore, by using
region growth segmentation, the tumor cells are identified.
The following equations depict the operation of region growth
segmentation. For every pixel in a region, the neighboring
pixels are compared and if the difference is less than the
threshold, then the neighboring pixel is added to the region.

Segmenting the image R into n non-empty subsets (R1,
R2, R3,......, Rn) in this segmentation. The following conditions
given in equation (1) and (2) are required to be met during the
segmentation.

• Ri, i = 1,2, . . . , n is digitally connected that is the
regions has the contiguous lattice points.

Un
i=1Ri = R−−−− > (1)

Ri ∩Rj = φ, i 6= j −−−− > (2)

Where, φ defines the null set. Equation (1) defines the
segmentation is complete i.e., each pixel must be in the desired
region whereas the equation (2) states that the points in a
region is connected in the predefined sense. The RRS gives
the capability to segment an image into any number of objects,
where is the user-specified arbitrary number of objects. Also
treats the image as a graph, with the pixels acting as its nodes
or vertices. Hence, the proposed RRS is used to segment lung
tumor from the input image.

The main goal is to calculate the similarity of images in
different regions

D. Feature Extraction

After performing the RRS based segmentation, the seg-
mented lung tumor (SI) is given as input to the feature
extraction. Image feature extraction is the most important stage
in any classification problem.

SIFT determines the local features of an image. These are
often termed as key points and constitute of scale and rotation
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Fig. 4. (a) Represents the Input Image in Gray Scale Format. (b) Represents the Binary Image of the given Input Image. (c) Represents the Image after
Applying Erosion Operation. (d) Represents the Image after Applying Dilation Operation. (e) Represents the Output Image along with the Tumor Markings.

invariant. The advantage of using SIFT is that it is independent
of the size and orientation of an image. Gaussian blur is used
to compute the scale of an image. The idea is to find out the
local maxima and local minima for the images and then remove
the low contrast key points. Finding the keypoint descriptor is
the final stage for SIFT and it computes the orientation and
magnitude of a descriptor which are expressed in equation (3)
and (4), respectively. According to the local image gradient
directions, the keypoints are allocated orientations.

m(x, y) =
√
(Diffx)2 + (Diffy)2 −−−− > (3)

θ(x, y) = tan−1 Diffx
Diffy

−−−− > (4)

where, x and y are the dimensions of segmented lung
tumor image (SI) ; Diff x and Diff y are pixel differences; The

calculations of magnitude and direction are performed for an
each pixel in an adjacent region around the keypoint at the
Gaussian-blurred image.

GLCM (Grey Level Co-occurrence Matrix (Mohanaiah
et al. 2013) determines the spatial relationship of image
pixels. This calculates how often the pixel pairs and spatial
relationships occur in an image. The statistical measures are
obtained from the GLCM matrix. The most common measures
obtained are contrasted (local variation in the matrix), corre-
lation (joint probability of the pixel pairs), energy (sum of
squared elements), homogeneity (closeness of the distribution)
and entropy. Hence, this GLCM provides the statistical texture
descriptors for the segmented lung tumor image (SI). Further,
the features from both the SIFT and GLCM are concatenated
together as shown in equation (5).

Fea = {m, θ,GLCM} − − −− > (5)

www.ijacsa.thesai.org 874 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

Fig. 7. Original CT Images.

The concatenated features are given to the Triple SVM to
perform the classification.

E. Triple Support Vector Machine Classification

Initially, the features from the SIFT and GLCM are taken
as input to the triple SVM to perform the classification.
SVM is a supervised machine learning algorithm that uses
a hyperplane to classify the data. The task is to find out a
best-fitting hyperplane that segregates data based on the given
input features and the process is termed a marginal classifier.
The SVM has proved to achieve good performance in the data
which has no prior knowledge from the related study. The basic
idea is to map the input data (i.e., concatenated features of
SIFT and GLCM (FFFFFF)) onto a higher dimensional feature
space and determine the separate margin between the classes
in the feature space. SVM is built using a kernel function
that has the best fitting hyperplane [7] [20]. In the current
work, Triple SVM is used for multi-class classification, which
helps in preventing the loss of information where class data
is considered against each of the other classes. Further, Triple
SVM achieves better performances in the IQ-OTH or NCCD
dataset, because it minimizes the inter-class and maximize
the intra-class. The linear classifier is depends on the linear
discriminant function

f(Fea)

which is expressed in equation (6).

f(Fea) = wTFea + b−−−− > (6)

Where, w is the weight vector and b is the bias value.

Fig. 8. Segmented Output.

Building the model involves classifying the images into
normal, benign, or malignant cases. The classification algo-
rithm named SVM has been employed as the technique to be
carried for the current phase [14] [21] [22]. The dataset is split
into train and test sets. The classification is achieved by optimal
separating hyperplane. The data after feature extraction is fed
to the SVM kernel function as input. The model is built using
a polynomial SVM kernel.

IV. RESULTS AND DISCUSSION

The proposed system is implemented using Google Co-lab
software (http://colah.github.io/posts/). The model is trained
for 100 iterations and achieved an accuracy of 96.5%. The f1-
score for normal, Benign and Malignant cases are 0.92, 1 and
0.93, respectively. It is likely to achieve validation accuracy of
over 99% when the number of iterations is increased by 300
epochs. Table I and Fig. 9 shows the classification report and
accuracy plot of triple-SVM, respectively.

TABLE I. CLASSIFICATION REPORT

Precision Recall f1-Score Support
Normal Cases 1.00 0.86 0.92 7

Benign Cases 1.00 1.00 1.00 7

Malignant Cases 0.88 1.00 0.93 7

Accuracy 0.965 21

Macro Avg 0.96 0.95 0.95 21

Weighted Avg 0.96 0.95 0.95 21

www.ijacsa.thesai.org 875 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

Algorithm 1 Region Random Segmentation Algorithm
Step 1: The lung CT is uploaded as the input image.
Step 2: The coordinate of the lung(left and right) is specified.
Step 3: Contrast enhancement is done so that the lung region
can be easily extracted.
Step 4: The threshold value is considered as a 20% gray
threshold of the entire image.
Step 5: The seed value to be selected for both lungs and a
point value which is the neighboring pixel is considered.
Step 6: The point value is verified against seed value and
threshold value and repeatedly moved across the pixel till it
reaches edges.
Step 7: A graph represented with edges and vertices is
extracted from the resultant lung image on which edges are
the relationship between pixels and vertices are the image
pixels.
Step 8: To do nodule localization and for the lung region
representation two seed points are user defined.
Step 9: Differences in intensity between the pixels which
are unlabelled are being computed by utilizing the euclidean
method distance as the seed point.
Step 10: Gaussian weight computation and normalization of
resultant value.
Step 11: Gaussian weighting function used by seeded pixels
of lung region and the reached nodule by the probability of
walking across each pixel by computation two probabilities
with the help of 2 predefined pixels.
Step 12: The maximum probability (pn>pl) pixel will be
selected as nodule pixel and label that pixel from the vector
of probabilities.
Step 13: Nodule representation as the region is separately
considered as nodule label pixels to segment.

Fig. 9. Accuracy Plot of Triple-SVM Model (300 Epochs).

For classification, 80% of the data is used for training,
while the remaining 20% of the data is used for testing. The
correlation matrix for the classification accuracy is shown in
below Fig. 10.

Table II displays the study of the proposed RRS and triple
SVM model’s results in relation to the suggested segmentation
methodology, variation with various feature extraction meth-
ods, and region-based segmentation. Utilizing triple SVMs, the
suggested RRS together with selected features from SIFT and
GLCM provided higher accuracy of 96.5%. However, when the
background has a comparable texture, the segmentation using
standard region growth is compromised. Next, little modifi-
cations to the input data have an impact on the classification
performed using decision trees.

Fig. 10. Correlation Matrix.

TABLE II. RESULT ANALYSIS

Methods Result Obtained
Particle Swarm Optimization,

Genetic Algorithm, SVM Accuracy : 89.50%
K-NN Classification using

Genetic Algorithm Accuracy : 90%
Artificial Neural Network Approach Accuracy : 90%

Accuracy : 69%
Region Growing Approach with

GLCM and Decision Trees Specificity : 68%
Sensitivity : 70%
Accuracy : 89%

Region Growing Approach with GLCM
and Triple SVM classifier Specificity : 90%

Sensitivity : 93%
Accuracy : 89%

Region Growing Approach with SIFT,
GLCM and Decision Trees Specificity : 85%

Sensitivity : 84%
Accuracy : 93%

Region Growing Approach with SIFT,
GLCM and Triple SVM classifier Specificity : 91%

Sensitivity : 87%
Accuracy : 96.5%

Proposed Segmentation RR algorithm with SIFT,
GLCM and Triple SVM classifier Specificity : 94%

Sensitivity : 89%

The comparative analysis of RRS with Triple SVM with
existing researches such as TL-VGG 16 (Humayun et al. [16]),
TL-VGG 19, TL- Xception and SVM (Kareem et al. [14]) are
shown in the Table III. From the Table III, it is concluded that
the RRS with Triple SVM achieves better results than the TL-
VGG 16 (Humayun et al. 2022), TL- VGG 19, TL-Xception
and SVM. But, the proposed RRS is used to perform precise
segmentation of lung tumor portions which leads to improve
the classification using triple SVM. The capacity of handling
higher dimensional spaces of triple SVM is used to increase
the classification accuracy.

TABLE III. COMPARATIVE ANALYSIS

Methods Accuracy
TL-VGG 16[16] 83.39 %

TL-VGG 19 [16] 80.97 %

TL-Xception[16] 89.68 %

SVM [14] 89.88 %

RRS with Triple SVM 96.5 %
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Table III shows the comparative analysis of various meth-
ods. RRS with Triple SVM has been compared to previous
researches such as, TL-VGG 16, TL-VGG 19 and TL-Xception
[16], and SVM [14]. This comparison is given in Table III.
According to Table III, the RRS with Triple SVM outperforms
the existing TL-VGG 16, TL-VGG 19, TL- Xception and SVM
in terms of accuracy (96.5%). Also, the exact segmentation
of lung tumor sections were carried out using the proposed
RRS which enhances the classification using triple SVM.
Triple SVM’s ability to handle greater dimensional spaces is
employed to improve classification accuracy.

From the overall analysis, the classification is improved
by the precise segmentation of lung tumor sections which is
carried out utilizing the proposed RRS. To increase classifica-
tion accuracy, Triple SVM is used because of its capacity for
handling higher dimensional spaces. The recommended RRS
and a few SIFT and GLCM features combined with triple
SVMs produced a greater accuracy of 96.5%. Further, the
proposed RRS with Triple SVM was evaluated with existing
models such as TL-VGG 16, TL-VGG 19, TL-Xception and
SVM in terms of accuracy. From that study, it clearly hows that
proposed RRS with Triple SVM has achieved higher accuracy
of 96.5%.

V. CONCLUSION

A lung cancer detection and classification model is built
using an effective segmentation and triple SVM classifier.
The CT scan images are preprocessed and segmented to
obtain the cancerous nodules in the lungs. The features are
extracted using SIFT and GLCM. The input is then fed to
triple SVM classifier with SIFT and GLCM extracted features.
The classification accuracy of lung tumor is enhanced based
on precise segmentation achieved by RRS. The triple SVM
is trained for 300 epochs initially and achieved an accuracy
of 96.5% with 200 clusters. If the cluster size is increased to
500, then the model achieves more accuracy. The technique
can be enhanced by using multiple algorithm comparisons
as well as incorporating deep learning algorithms into this
dataset. The proposed methodology can also be implemented
using different lung cancer datasets to study the efficiency
of the proposed methodology. The prediction accuracy of the
proposed model can be varied according to the number of
epochs, clusters, and varying preprocessing feature extraction
used in building the SVM model. However, the proposed RRS
with triple SVM doesn’t predict the size of affected portion and
classify the supplementary abnormality of tumor. Therefore,
the future work involves identifying the volume of the lung and
classifying it with any other abnormality and also identifying
the thoracic tumor.
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Abstract—Generating university course timetables is a com-
plex problem, especially in large environments such as institu-
tions. Currently, some universities in Saudi Arabia manually
generate timetables for classes because they use Vendor Manage-
ment Systems (VMS) for registration and management. Manually
generating course timetables is time-consuming and laborious for
the academic staff. Although various methods have been proposed
to generate timetables, they address specific environments or
systems that can be extended to or work as separate components
of the university management system. In this paper, we propose
a service-based system with a decentralized architecture that can
fully automate the process of course timetable generation and can
be easily integrated into VMS. The proposed service-based system
employs a genetic algorithm to optimize the process of scheduling
courses and generating timetables. The system was implemented
using JAVA RESTful web services, and the algorithm was tested
by generating various course timetables with various constraints.
The results showed that the proposed decentralized architecture
is applicable to and can be fully integrated with any VMS. Fur-
thermore, the use of genetic algorithm set up to 200 generations
and iterate 1000 times produces acceptable timetables without
violating any of the defined constraints.

Keywords—Courses timetable generation; genetic algorithm;
course scheduling; service-based system; service-oriented architec-
ture; optimization; web services

I. INTRODUCTION

Some universities in Saudi Arabia use vendor management
systems (VMS) such as Banner [1] to enroll and manage
students. The main architecture of a VMS constitutes a data-
based management system deployed on the server side and a
web portal for accessing the system from the client side. How-
ever, a VMS implements only common generic requirements
related to registration and management processes. Therefore,
such systems can only function for general use cases, such
as publishing, presenting, and manipulating student timeta-
bles. Currently, university vendor management software can-
not consider specific requirements related to course manage-
ment at universities. Examples of these requirements include
the registration and timetable generation processes, which
typically comprise many essential periodic tasks that have
been performed manually thus far. Although extensive studies
by artificial intelligence (AI) communities and operational
research have focused on performing timetable generation
through various algorithms [2] [3], VMS developers have not
considered applying automatic algorithms to their systems for
handling specific tasks. Extending and implementing specific

tasks lengthens the development process and makes it costlier.
Although such systems are being continuously developed, it
is still costly to implement the specific cases and scenarios
required by universities to automatically generate complete
course timetables. Therefore, most universities prefer using
VMS to perform general tasks and manually perform specific
tasks.

Universities are encouraged to apply digital transformation
and use AI solutions to reduce repetitive processes and move
toward their complete automation. We discovered that gen-
erating course timetables is one of the repetitive, costly, and
time-consuming tasks. Generally, generating university course
timetables is considered complex and categorized as an NP-
hard problem. This means that they entail exponential growth
in search time and effort, wherein the problem factors such
as the number of courses or students increases in size [4].
Therefore, we must pursue heuristic approaches that can handle
different numbers of constraints, both hard and soft, that can
vary from one institution to another. Thus, the objective of
this study was to fully automate the process of preparing and
allowing students to register on a timetable. This process is
performed by generating the term timetable using heuristic
approaches, which are elucidated in this study.

We encountered another characteristic of the generic archi-
tecture of VMS: they have a centralized architecture that pri-
marily depends on a centralized database management system.
By contrast, universities comprise several colleges, each of
which comprises several departments. Therefore, a centralized
architecture can result in various performance and availability
problems, and the staff is unable to automate or enhance
the registration process effectively. This research motivation
is to improve and fully automate the registration process by
overcoming the following two essential challenges:

1) Creating a service-based system that can be deployed
in the form of decentralized architecture.

2) Designing and implementing an algorithm to generate
course timetables effectively.

The structure of the paper is as follows. Section II includes
a brief background of service-oriented architecture (SOA) and
genetic algorithms (GAs). Section III covers related research
on auto-generating university timetables. Section IV presents
description of the problem. Section V contains an explanation
of the proposed solution and introduces the design of the
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proposed service-based automatic timetable generation archi-
tecture. Section VI presents the proposed GA design. Section
VII describes the implementation of the architecture and the
proposed GA. Section VIII discusses the results, figures, and
findings, and Section IX presents our suggestions for future
research directions and conclusions.

II. BACKGROUND

SOA is a design paradigm employed to support distributed
business applications, whereas a GA is an evolutionary algo-
rithm that can be applied to solve optimization problems. In
this section, we present a brief background of both SOA and
GAs and the methods applied in our research.

A. Service-based System

The concept of SOA is applied to engineering business
processes within large distributed systems. It ensures that a
system has various characteristics, such as being interoperable,
service-based, loosely coupled, usable, and fault-tolerant [5].
In an SOA, services are considered self-contained logical
functionalities and designed through web services [6]. Fur-
thermore, the backgrounds of the services can be encapsu-
lated in different programming languages, wherein the service
client only uses the description for the service without any
knowledge of its implementation. There are two types of
web service implementations: simple object access protocol
(SOAP) and representational state transfer (REST). Another
feature of the SOA is that it can provide an enterprise ser-
vice bus (ESB), which is an infrastructure that enables high
interoperability between deployed distributed services. ESBs
are managed through business processes. The final feature of
SOAs addressed in this section is loose coupling. SOAs enable
delivering a service-based system with a reduced number of
dependencies [5] [6]. It is important to remember that a single
service can offer various capabilities grouped together if they
relate to a functional context established by the service [6].

In an SOA, a distributed system is designed and built
based on a basic software engineering concept: the theory of
concerns. The strategic goals associated with service-oriented
computing services indicate their purpose and capabilities
through a service contract [6] that emphasizes the positioning
of services as enterprise resources within agnostic functional
contexts. Numerous design considerations have been proposed
to ensure that individual service capabilities are appropriately
defined based on an agnostic service context utilities are
appropriately defined in relation to an agnostic service context
[5].

The two common implementations of services are REST
and SOAP. The REST service is required to identify resources
that include one or more representations, either expected or
provided, an address to uniquely locate the resource, a set
of HTTP methods exposed at the interface-level metadata
included in headers for requirements such as security tokens
or caching information, and a REST-based service interaction.
Standard HTTP methods are used in conjunction with HTTP
response codes to establish a communication framework based
on a uniform contract that can invoke service capabilities and
communicate success, failure, and error conditions [6]. Re-
sources that represent a resource in JavaScript object notation

Fig. 1. General Steps of a Genetic Algorithm [7].

(JSON) an be considered as an alternative. In JSON, data are
described in the name-value format [6].

The specific method of encoding data “on the wire” and
passing them among services is captured in SOAP services.
In a SOAP service, both service requests and responses are
encoded into XML documents [6]. SOAP-based web services
rely heavily on the web services description language, which
provides a method of expressing the service contract as a
collection of operations with corresponding request/response
messages [6].

B. Genetic Algorithm

GAs are evolutionary algorithms proposed by Holland in
1975 and recommended for solving optimization problems
by Goldberg in 1975, who later suggested in 1989 that they
can be used for solving optimization problems [7]. GAs
are based on the Darwinian principle of the survival of the
fittest among animals exposed to predators and environmental
threats. The fittest entities are those that can adapt to evolving
conditions, and their offspring inherit their characteristics
and learn their skills, resulting in the creation of the best
possible future generations. Furthermore, genetic mutations
occur randomly among members of the same species, and
some of these alterations may enhance the long-term stability
of the superior individuals and their evolutionary offspring [8].
of the parent population that comprises surviving individuals
(chromosomes) from previous generations and their offspring.
The offspring, which represent new solutions, are generated
through genetic operators such as crossover and mutation.
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Parents that are selected to produce a new generation are those
whose probability of selection is proportional to their fitness
values. The higher the fitness value, the better the chance
of surviving and reproducing [7] [8]. The algorithm begins
with randomly generated initial population solutions, and the
generated population gradually improves over time. It uses
special criteria to select optimal individuals, who are then used
to produce offspring. Offspring are generated using crossover
and mutation operators [7] [8]. Fig. 1 shows the steps of a GA.

III. RELATED WORK

The generation of university timetables is a well-studied
problem in literature. It is considered a complex NP-hard
problem owing to the complexity of the university environ-
ment. In this section, we describe some algorithms proposed in
various studies to address the problem of generating university
timetables.

A new version of the simulated annealing algorithm to
address the problem of examination timetabling was proposed
in [9]. The algorithm employs an acceptance criterion to move
a selected exam and assess the moves by evaluating their ac-
ceptance through a temperature bin. The algorithm comprises
10 temperature bins to evaluate the number of evaluations
uniformly. It uses the crystalized concept, which is assigned to
the selected exam, and does not record any future acceptance
moves in the temperature bins. It employs saturation degree-
based heuristics combined with conflict-based statistics to
eliminate the looping effect during initialization [9].

The authors of [10] proposed using particle swarm opti-
mization (PSO) for generating university timetables. Unlike
GAs, PSO simulates social behaviors to evaluate solutions.
The evaluation is performed by determining the positioning
and velocity of each particle by using the fitness value of
the selected particle. The algorithm uses an initial step to
assign time slots to the exam, whereas the remaining steps are
used to assign rooms to time slots and solve exam timetabling
problems at universities.

A modified event-grouping algorithm for finding the best
solution by ordering events into groups was developed in [11],
wherein events and conflicts are presented on an undirected
graph. It should be noted that the execution time of the
event-grouping algorithm increases when the number of groups
increases [11].

The author in [12] proposed using an AI expert system
to automatically generate a scheduling system for the course
timetable problem. The auto-generated scheduling system was
developed such that no conflict could occur among all the input
facts, and features were provided to customize the timetable
as required. The rule is executed based on the priority and
ranking of the constraints. No specific information regarding
the designed rule used in the expert system or definitions of
hard and soft constraints were provided.

The author in [13], proposed reformulating an existing
integer programming model. It employed the XML for high
school timetabling (XHSTT) format to formulate a mathemat-
ical model of the problem. The authors developed a model for
the problem and a set of models to formulate the constraints
and operative functions to avoid clashes. The computational

experiments also showed that the integer programming models
resulting from the proposed formulation solved most of the
instances in the XHSTT model more effectively. However,
this algorithm cannot be generalized to other university models
[13].

In [14], there is a suggestion to a hybrid method based
on the improved parallel genetic algorithm and local search
(IPGALS) to solve the course timetabling problem. The local
search (LS) approach proposed in this work supports GA. The
distance to feasibility (DF) criterion is applied to measure the
hard constraints and ensure that they are never violated. The
results showed that using DF improved performance for finding
a feasible solution. A parallel approach is used to handle a
higher number of constraints. The LS and elitism operators
were implemented after applying the crossover and mutation
operators. Therefore, the major limitation of IPGALS is that it
cannot ensure the generation of a feasible timetable for large
groups [14].

The author in [15] proposed applying two methods to solve
the room-optimization problem in timetable generation [15].
The first method involves two-stage integer linear program-
ming (ILP), which applies lexicographic optimization. The
objective is to maximize the number of students seated and
then apply it to optimize room allocation. The ILP is suitable
for smaller domains; however, the computation time increases
for larger domains. domains. A greedy algorithm was proposed
to enhance the first approach. The lecturer is assigned to a
room based on the computation of the cost function. The
objective is to maximize the number of allocated students. Cost
function identification enhances the performance of the greedy
algorithm [15].

Guo et al. proposed a new algorithm based on the greedy
method combined with a GA to solve the course timetabling
problem, wherein the greedy algorithm is applied to generate
the initial population [16].

In [4], a design and implementation of timetable generation
based on GA were proposed using different combinations
of selection algorithms and mutation types. The system uses
tournament and roulette wheel selections to evaluate two cases
and determine the selection technique that provides a better
solution. Furthermore, the study also applied a mutation error
to determine if it can retrieve a better solution faster. A similar
approach was proposed in [17], wherein a GA model was
applied to automatically arrange a university timetable and
further study the effect of changing the crossover and mutation
rates. Their simulation results showed a crossover rate of 0.70,
and no hard constraints appeared in the timetable, but the
authors did not mention the effect of changing the mutation
rate [17].

In [18], a hybrid genetic hill-climbing algorithm with an
embedded elitist mechanism was used to solve the lecturer
course timetable problem. Hill-climbing optimization was im-
plemented in the mutation phase to enable an LS. Hill-climbing
optimization offers fast convergence and the capability to avoid
local optima. The algorithm requires a longer time because
hill-climbing optimization is frequently used. However, it
does not achieve a fitness value of one, which indicates no
conflict. It reaches when the population size reaches 80, but
the execution time increases significantly [18].
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A pragmatic algorithm implementation is presented in [19]
to solve the university course timetabling problem. The algo-
rithm was implemented as a web application deployed on the
Azure cloud. The system was based on the manual assignment
of courses to time slots and rooms. The objective was to
engineer a timetable system programmatically as a web-based
system [19]. A man–machine interaction system based on
modeling the problem. The proposed algorithm uses column-
generation heuristics to collect generated timetable columns by
employing the relaxed integer programming method. The mod-
eling timetable works for a reasonable number of instances;
however, it may face computational complexity at a larger scale
[20].

The authors in [21] presented a greedy algorithm combined
with a genetic fusion algorithm to efficiently solve the course
timetabling problem. It can obtain the local optimal solution
using the greedy algorithm, which is efficient for generating the
initial population used in GAs. A greedy algorithm includes an
adaptive heuristic search combined with an evolutionary search
algorithm. The approach was implemented on simulated data
with a small population of approximately 20. Therefore, its
effectiveness on a larger population must be evaluated and the
fitness values must be compared [21].

Automatic timetable generation using GA with dynamic
chromosomes was implemented in [22]. The algorithm sug-
gests using a nonfixed chromosome size, which is adjusted
according to the number of courses in the department. The
algorithm implements the roulette wheel algorithm to select
chromosomes. It uses harder and softer constraints to solve the
room-allocated-to-time-slot problem. The performance results
and implementation process of the algorithm showed that it
was ineffective [22].

A hybrid genetic-based discrete PSO algorithm with two
LS algorithms, LS and tabu search, was used in [23]. The
objective was to enhance the performance for search solutions.
The concept of PSO is based on a swarm of birds (particles)
that search for food in an open space. Without any prior
knowledge of the space, the birds spread and begin their search
in a random space, and the position of all particles corre-
sponds to the candidate solution for an optimization problem.
Therefore, all particles are assigned a fitness function, which
is determined according to the corresponding problem. Even
if each particle moves to a new location in the search space,
it maintains the optimal local information. Furthermore, each
particle maintains its own information, shares information with
the other particles, and maintains the best global information.
Subsequently, each particle updates its velocity and position to
correspond to the optimal local and global information, moves
forward to the optimal value, and seeks the optimal solution.
Tabu search is used to improve the solution quality after the LS
operation is completed. the GA operation is applied (crossover
and mutation) to enhance the global search. However, the
execution time of the algorithm increases when a complex
timetable model is introduced. This algorithm can be used for
the room allocation problem [23].

IV. THE DESCRIPTION OF THE PROBLEM

The process of generating course timetables is classified
as repetitive or periodic. However, we discovered that the

Fig. 2. The Business Process for Generating Course Timetables.

academic departments in some universities in our region still
manually generate course timetables. The entire procedure
depends on humans playing the primary role in creating and
maintaining such timetables.

Fig. 2 shows the framework of business process modeling
used to capture the common activities for producing course
timetables. The process starts when the staff in a department
prepare a list of courses to be taught in the next term. This is
followed by collecting course preferences from teaching staff
and estimating the number of students who will register for
a course. Professors must also be assigned to their selected
courses. After the preparation process, timetables are manually
generated using spreadsheet software. This process is time-
consuming because it requires several review cycles to ensure
that timetables do not include any conflicts among groups
of students, as shown in Fig. 2. Following the timetable
generation step, the faculty administration approves the created
course timetables and publishes them on a university course
management system with a centralized software architecture.

The student course registration procedures also employ
manual processes. It is the students’ responsibility to create
their entire timetable using the university registration system.
At the beginning of each term, students should follow the
curriculum plan published by the department after the selected
courses are approved by their academic advisers. The student
searches for targeted courses and selects a suitable teaching
group based on their preferred time slots. If any conflict
occurs in time slots, the student keeps changing the teaching
groups until a conflict-free timetable is created. We noticed
that manually creating and maintaining course timetables re-
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sults in serious issues. One such issue is the occurrence of
time-slot conflicts among courses, which affects the student
registration process. Another problem is the increased number
of groups in courses that contain a small number of students,
because students have complete freedom to select their desired
group at a suitable time slot. Hence, we have observed a
misdistribution of student problems, which appears after the
registration process is completed. This leads to insufficient
resource allocation. After examining these common issues
over several years, we conclude that manually generating
timetables is time-consuming, laborious, and complex. The
process creates stress among staff and students and thus needs
to be addressed. Universities use VMS, wherein it is difficult
and expensive to include automatic features. Thus, a system
that includes optimization methods for timetable generation is
required, which can be easily integrated with the registration
management system.

V. PROPOSED SOLUTION

This study aimed to solve the problems mentioned in the
previous section by developing a service-based system com-
prising components responsible for publishing and generating
timetables. The service-based approach is characterized by a
decentralized architecture that is scalable and sufficient for
the architecture used by universities. The system interacts
with a university management system only to request data
and publish the student and staff timetables it generates.
The interaction is achieved through messages/requests and re-
sponses using RESTful web services. The data are transmitted
in the JSON format. Therefore, the proposed service-based
system works as a standalone feature that can be used by
university departments. Each department has its own deployed
service-based component to generate a timetable. In the next
section, we explain service-based architecture in more detail.
Furthermore, the proposed solution includes the design of a
suitable algorithm for automatically generating timetables. Our
objective was to eliminate the number of manual activities
performed by the staff. Therefore, we designed a heuristic GA
to create a departmental timetable that considers a set of hard
and soft constraints. A detailed explanation of the proposed
GA is presented in Section VI.

A. The Architecture of the System

Fig. 3 shows the main components of the automatic
service-based system used to generate timetables. The system
comprises five main components: a data notification center,
notification service, data communication center, data commu-
nication service, and faculty autogen timetable service.

1) Data Notification Center: This component is re-
sponsible for broadcasting a scheduled and timed
notification to all active notification services. It also
receives replies and notification messages from noti-
fication services when the timetable generation pro-
cesses are completed.

2) Data Communication Center: This is the commu-
nication channel between the university management
system and the communication service. The commu-
nication center is responsible for filtering the requests

for data from the communication services and trans-
forming them into query passed as a message to the
university management system.

3) Notification Service: This is an active component
deployed in each university academic department. It
is responsible for sending and receiving notification
messages from the data notification center.

4) Data Communication Service: This component fil-
ters student and academic staff data and generates a
timetable data format to send and receive data from
the data communication center.

5) Faculty Autogen Timetable Service: This is the pri-
mary component responsible for automatically gen-
erating course timetables based on a set of require-
ments. It includes a GA to create an optimized
timetable. The following Section provides a detailed
explanation of this component.

B. The Architecture of the Faculty Autogen Timetable Service

The component responsible for automatically generating
an optimized course timetable comprises various elements, as
shown in Fig. 3. The service consists of two components:
a data filtering service and timetable generator. The data
filtering service handles received and sent data and is com-
posed of three separate entities: course description filtering,
department student filtering, and assigning student and faculty
timetables.

1) Course Description Filtering: This entity is used to
store the program course plan. The department can
add courses, course details, and any updates regarding
the program plan. The courses and plans are stored
as JSON files.

2) Department Students Filtering: All the student data
required to generate a timetable is received from
the university management system database through
the data communication service and filtered in this
component. Filtering is required to determine the
courses that students are expected to register for in
the next term. Additionally, the component generates
groups of students expected to opt for a course in the
next term.

3) Assigning Students and Faculty Timetable: This com-
ponent is responsible for assigning each student and
academic staff member a timetable after the general
timetable generated by the timetable generator com-
ponent is approved.

The second component of the faculty autogen timetable
service is a timetable generator. This is an essential service
that creates an optimized course timetable. As shown in Fig.
4, this service comprises the following five entities:

1) Department Criteria and Hard and Soft Constraints
Configuration: This entity configures the algorithm
parameters, as well as the hard and soft constraints
used in the customized scheduling algorithm.

2) Customized Scheduling Algorithm: This entity is the
core of the timetable generator. It includes the imple-
mentation of the GA used to generate the expected
timetable for the specific teaching plan of a depart-
ment. Section VI describes the design of the GA in
detail.
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Fig. 3. The Architecture of the Service-Based System for Auto-Generating Course Timetables

Fig. 4. The Architecture of the Faculty Autogen Timetable Service

3) Conflict Resolver: This component runs if the
timetable generator is suitable for the department but
contains several soft constraints that are violated. It
allows for manual resolution of timetable conflicts.

4) Timetable Approval: This component obtains ap-
provals of the generated timetables and divides them
into sub-timetables based on the level to which they
can be suitably applied.

VI. GENETIC ALGORITHM DESIGN

This section explains the design and implementation of the
GA in detail. Before presenting the designed algorithm, it is

necessary to mathematically model the operating environment.
Furthermore, we are required to extract the possible hard and
soft constraints required for optimization.

A. The Courses Timetable Mathematical Model

We mathematically modeled the courses timetable problem
based on the common requirements and environments of our
universities as follows :

A teaching program of a department was divided into
levels. These levels comprised a set of courses. During the
autumn term, all odd levels are taught, whereas during the
spring term, even levels are taught. For simplicity, the summer
term or special cases were not included. These levels are
denoted as L = {l1, l2, l3, ...., ln}.

Any level li includes several courses C =
{c1, c2, c3, ..., cm} , and student groups G =
{g1, g2, g3, ..., gk}. Additionally, there should be no more than
three groups per level. Any course ci has one or more and
no more than three sessions per week. Therefore, the sessions
are denoted as S = {S1, S2, .., Sl}. Moreover, two types of
sessions were defined, theoretical and practical, based on
course type and number of teaching hours. Any course ci is
associated with teaching professor tpi. The teaching professor
tpi who was selected from TP = {tp1, tp2, ..., tpk}.

The environment model can be summarized as follows:

1) Any teaching program comprises a set of levels as
follows:

L = {l1, l2, l3, ...., ln} (1)

2) Any level li has several courses and groups of stu-
dents and is associated with a teaching professor as
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follows:

C = {c1, c2, c3, ..., cm}
G = {g1, g2, g3, ..., gk}
TP = {tp1, tp2, ..., tpr}

(2)

3) Any course ci has one or more sessions as follows

S = {S1, S2, .., Sl} : l ≤ 3

si = Theorical or si = Practical
(3)

We want to emphasize that the algorithm proposed in this
study does not consider the allocation of lecture rooms. This
will constitute a further step in the system in the future, or will
be handled as a separate problem. The existing timetable algo-
rithms discussed in Section III consider room allocation to be
an essential part of the course timetable allocation algorithm.
However, in our case, room allocation always occurs after a
suitable timetable is generated. Furthermore, our algorithm
contains some factors related to building management, for
which course timetables with courses and time slots assigned
must be generated first.

B. The Hard Constraints

To create a suitable timetable, we defined a set of hard
constraints that must be satisfied and a set of soft constraints
that should not be violated. We denoted the set of hard con-
straints as H . The teaching professors and groups of students
are defined as follows:

1) A teaching professor, tpi must not teach two different
courses in the same time slot on the same day.

2) A group of students gi must not be assigned two
different courses at the same time slot on the same
day.

3) A group of students must not have two sessions of
the same course on the same day. This condition has
also been applied to the teaching professors assigned
to the course.

4) Teaching professor tpi who is an assistant professors
or above, should have at least one day off.

5) Group of students gi must not have more than six
hours of theoretical lectures per day.

C. The Soft Constraints

A finite set of soft constraints S, which incur a small
weighted plenty value when violated, is defined.

1) Teaching Professor tpi might prefer to start the day
in the morning or afternoon, according to their con-
ditions.

2) Any practical session si ∈ P for a course ci can be
started in the late morning time slot.

3) A group of students gi should not have a gap longer
than two hours between lectures.

D. Objective Function

The optimization problem is to maximize the assignment of
all available classes to the sets of defined time events, sections,
and teaching professors to assign the maximum number of

Fig. 5. Class Representation.

courses possible from the preferred list. It can be expressed
as:

f(x) = Maximize
∑
i=1

Classesi (4)

The following are the defined decision variables:

1) v1 = event day
2) v2 = event time slot

E. The Algorithm Design

A GA must contain chromosomes. To encode chromo-
somes with a course timetable, a set of classes must be
generated. Using the mathematical model, specific courses and
sessions at each level are defined as described in Section VI-A,
and a set of targeted classes is formulated and denoted as
Classes as follows:

Classes = {class1, class2, class3, ..., classm} (5)

Fig. 5 shows the class representation and its formulation.
As shown in the figure, any classi is assigned a teaching
professor TPi, a group of students gi, a type that can be
theoretical or practical, and a duration di. Additionally, classi
such as course name and number. The class type, duration, and
other details are combined into class information Cinfoi as
shown in Fig. 5. Moreover, these classes must be allocated to
a particular time event. A time event includes assigning one
of the five working days and a time slot, ts = {tstart, tend}.

The algorithm starts with an initialization stage, where in
objective is to determine the number of student groups and
generate the classes possible, including sessions. Furthermore,
the initialization step entails assigning teaching staff to the
classes. The selection of teaching staff is based on the ranking
obtained from the preference table. Based on this knowledge,
a vector class that comprises all classes that can be taught for
all programs at all levels is generated, as shown in Fig. 5 .

The GA must allocate the day and time slots for each class
in the vector class without violating the hard constraints and no
or minimum violation of the soft constraints. After formulating
the real class timetable model, the chromosome and genes
used in the algorithm must be formulated, as explained in the
following section.
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Fig. 6. The Chromosome Representation.

F. The Chromosome Representation

As shown in Fig. 6, a timetable comprises a set of
classes and a chromosome. The chromosome contains a vector
consisting of genes. There are two types of genes. The first,
denoted as Ai, contains a numerical integer that represents the
day of a week. The second, denoted as Bi, is a collection of
two numerical values representing the time slot. The time slot
represents the start and finish times of a class. Chromosome
length is twice the class vector length, which is calculated as
follows:

chromosomelength =

n∑
i=0

Classi ∗ 2 (6)

G. The Fitness Function

It is important to include a fitness function in the GA
because it is used to measure the accuracy of a specific
solution. In our case, a good solution should have a fitness
value of one, which indicates that the generated timetable does
not violate either the hard or soft constraints. Thus, the fitness
value is computed as follows:

fitness =
1

(
∑n

i=1 ωiVhard +
∑m

j=1 σjVsoft) + 1
(7)

Both Vhard and Vsoft represent the violations of hard and
soft constraints, respectively, occurring in the solution. ω and
σ denote the penalty weights associated with the hard and soft
constraint violations, respectively. Any violation of the hard
constraints is assigned a larger weight, whereas that of the
soft constraints is assigned a lower weight.

H. Parent Selection and Genetic Operations

Crossover and mutation are the two basic operators of GAs.
We used a uniform crossover and uniform mutation, as shown
in Fig. 7 and 8, respectively. The crossover operation continues
throughout the population and employs the parent selection
process, which is based on the tournament selection technique
[7] [24]. After parents with effective fitness values are selected,
crossover is performed on them. Half of the genes from each
parent are randomly selected to generate new offspring. Fig.
7 shows an example of a crossover operation, wherein genes
are randomly selected from chromosome parents 1 and 2. In
this example, the first gene, which represents the day for class
1, is obtained from parent 2, whereas the time slot is obtained
from the time-slot gene of parent 1. We want to emphasize
that the class ordering is similar for both parents. Thus, we
ensured that no conflicts occurred If the chromosome does not
go through crossover, it will be inserted directly into the new
population.

Fig. 7. Representation of the Crossover Operation.

Fig. 8. Representation of the Mutation Operation.

The elitism method was applied to ensure that the best
solution from the old population was not lost and the GA
was optimized between class duration when the time slots are
changed. If the chromosome does not undergo crossover, it is
inserted directly into the new population. This method allows
individual chromosomes with the best fitness values to be kept
unaltered and moved to the next generation. However, we
retained only a small number of elite chromosomes compared
with the population size and controlled the value using the
elite window size.

For the mutation operation, we used the value of mutation
rate. When satisfied, a chromosome that allocates the days and
effective time slots for the intended classes. The gene values
of the chromosome selected for alteration were then replaced
with the values generated by the random chromosome. Fig. 8
an example of replacing the gene values of the chromosome
selected for mutation with those of a randomly generated
chromosome.

VII. IMPLEMNATION AND EXPRIMENTS

The designed GA was implemented as an application
programming interface (API) written in JAVA programming
language. The API can be integrated into services that can
be easily integrated into any university management system.
The course, staff, and student data were included in a JSON
file, which enables easy transmission to and from the uni-
versity management system. All system components were
implemented as RESTful web services when deployed on a
docker container. They include the faculty autogen timetable
service, data communication service, notification service, data
notification center, and data communication center. However,
a more challenging problem is the implementation of a cus-
tomized scheduling algorithm, which depends on the GA
implementation, as explained in Section VI. Therefore, this
component was constructed as a standalone JAVA program
for testing and experimentation, as explained in the following
section. After the experiments, the program was transferred
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TABLE I. THE EXPERIMENTS’ CONFIGURATION

Timetable Parameters Algorithm Parameters

Tests Courses # Level # staff # Groups Population
Size

Crossover
Rate

Mutation
Rate

Elite
#

Elite
Size

Tests
#

Experiment 1 21 4 19 one group at each level 100,150,300,500 0.7 0.01 2 10 19
Experiment 2 21 4 19 varied groups (2,2,2,1) 100,150,300,500 0.7 0.01 2 10 19
Experiment 3 21 4 19 one group at each level 100,150,300,500 0.5 0.1 2 10 18
Experiment 4 21 4 19 varied groups (2,2,2,1) 100,150,300,500 0.5 0.1 2 10 18

Constraints
Tests Hard Soft Run
All Experiments 5 3,2,0 15

Algorithm 1 Random Course Section Generation

Require: CoursesInfoList, ExpectedStudentList, LevelsList
Ensure: CourseInfo with Generated Sections

for level in Level List do
Extract all expected students in the level associated with

their expected courses to take
for course in CourseLevelList do

Count Number of Students
if TotalStudent ≤MaxCapacity then

Generate only one section
else if TotalStudent > MaxCapacity then

Sections = TotalStudents/SectionCapacity
for section in Sections do

Pick Random Students from Expected Course
List

Add Picked Student Random in Section List
Update Students Info with course and section

end for
end if

end for
end for

Algorithm 2 Assign Teaching Professors

Require: Teaching Prof. List, TP Preference List , Cours-
esInfo List

Ensure: CourseInfo Assigned TP
Sort TP list based on Rank and Experience
Order Preference Ranked List
for TPi in TP List do

Courses← FindChoicesinCourseInfoList
for choicei in TP Preference List do

if Check Courses with choicei is not assigned then
Assign TP to Course with its sections
Update teaching hours

end if
end for
if TP remaining teaching hours ̸= 0 then

randomly picked unassigned course with sections
and assigned it TPi

end if
end for

Algorithm 3 Timetable Generation using GA

Require: ClassesList
Ensure: Timetable

Initiate Population by:
Generate Classes
Initialize Chromosome for each Individual
for Individual in Individuals do

for Classi in Class List do
Generate Random Time Slot and Day
Assign Generated Chromosome to Individual

end for
end for
Evaluate Randomly generated population
while Termination Condition in not met do

Call Crossover Population ▷ See Fig. 7 explaining used
crossover operation

Call Mutation Population ▷ See Fig. 8 explaining used
mutation operation

Call Evaluate Population ▷ by calculating fitness values
using Equation 7
end while

into a module included in timetable generator APIs. The
following subsection explains the experimental environment
and configuration.

A. The Experiment Environment

A MacBook Pro laptop with a 2.8 GHz Quad- core Intel
Core i7 processor and 16 GB RAM was used. During the
testing process, all ineffective processes were terminated. A
tool was integrated within the API to measure the execution
time of the algorithm and record the time required to obtain a
solution. Furthermore, the algorithm was configured to enforce
termination if it reached 1,000 generations without finding a
solution.

B. The Configuration for Experiments

The objective of the experiment was to determine the
ideal settings for the algorithm parameters (population size,
crossover rate, and mutation rate) that are suitable for creating
a course timetable without violating either hard or soft con-
straints. Furthermore, we wanted to assess the impact on the
algorithm performance when the number of student groups
increased. Therefore, we focus on the following two special
impacts:
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1) Factors that might affect the algorithm if the number
of soft and hard constraints increases.

2) The extent to which an increased number of student
groups might affect the execution time of the algo-
rithm.

The experiment was divided into four sub-experiments:
Experiments 1, 2, 3, and 4, each of which comprised 12 tests.
Each test assumed a population configuration and tested few
constraints. For example, in Test 1, Experiment 1 assumed a
population size of 100 and tested eight constraints (five hard
and three soft), whereas in Test 2, Experiment 1 assumed a
population size of 100 and tested six constraints (five hard and
two soft). The same process was followed for all the tests in
each experiment. Each test was performed 15 times to ensure
the accuracy. Experiment 1 assessed the execution time and
average of conflicts when the mutation and crossover rates
were fixed at 0.01 and 0.7, respectively, with respect to the
changes in population size and the numbers of soft and hard
constraints. We selected population sizes of 100, 150, 300, and
500; 3, 2, and 0 soft constraints; and five hard constraints. The
experimental configurations are listed in Table I.

Experiments 1 and 2 aimed to measure the execution
times and average conflicts when the mutation and crossover
rates were set at 0.01 and 0.7, respectively. Both experiments
included four tests, each of which was used to examine the
effects of different population sizes and configurations of the
number of soft constraints. Each test was performed 10 times.
The difference between Experiments 1 and 2 was the number
of students groups: Experiment 1 was performed with each
level containing only one student group, whereas Experiment 2
was performed using various numbers of student groups, where
the three levels contained two student groups. Experiments 3
and 4 followed a similar strategy as the first two experiments,
but the mutation and crossover parameters were changed to 0.1
and 0.5, respectively. The objective was to determine the effect
on the execution time and average conflicts when this conflict
rate was used and the population size was changed. In the final
two experiments, we focused on the effect on execution time
and conflict rate if the number of courses was increased from
21 to 30 (a major effect on the increasing number of courses).
Both experiments were performed using two population sizes,
100 and 200, and changing the number of soft constraints.

VIII. RESULTS AND DISCUSSION

After conducting the experiments described in Section VII,
we measured the average execution time and the average
number of conflicts with either hard or soft constraints. The
results of all four experiments are shown in Fig. 9 and Fig. 10.
Fig. 9 contains four subfigures that show the average execution
times in milliseconds for all experiments, whereas Fig. 10
contains four subfigures that show the average numbers of
constraint conflicts that occurred in the experiments.

Fig. 9a and Fig. 9b show the average execution times of
Experiments 1 and 2, respectively, indicating that the average
overall execution time of Experiment 1 was lower than that
of Experiment 2. Both experiments were performed using
crossover and the mutation rates of 0.7 and 0.01, respectively.
The main difference in Experiments 1 and 2 was the number of
student groups. In Experiment 1, each level contained only one

student group for each teaching course, whereas in Experiment
2, the number of student groups in each course varied. Hence,
the algorithm required a longer execution time to obtain a
solution. Additionally, an increase in the number of hard and
soft constraints affected the execution time.

Fig. 9a shows the effect of increasing the population size
and number of tested hard and soft constraints on the execution
time. In Case A, the execution time resulted from testing five
hard and three soft constraints; in Case B, it resulted from
testing five hard and two soft constraints; and in Case C, it
resulted from testing only five hard constraints.

For sub-figures Fig. 9b - 9d, we observed that the execution
time for the path in Case C1 was lower than those for both
Cases A1 and B1. The execution time for Case A1 path was
the longest, whereas that for Case B1 was between those of
the others. Looking deeply in Fig. 9b, the execution times
were longer in the paths shown in these figures because
the number of student groups and crossover and mutation
rates were changed. Currently, we have determined that the
algorithm execution time is affected by an increase in the
number of tested constraints. However, if five hard constraints
are considered to not have been violated, the average algorithm
execution time can be maintained below 30 ms in all sub-
figures. In Fig. 9c and Fig. 9d, execution time for the Case
C paths was less than 100 ms, owing to the alterations in the
algorithm parameters.

We observed that the execution time was affected when
the population and the number of tested constraints were
increased. Regarding the execution paths of Cases A1–A4
shown in Fig. 9a - 9d the execution time increases dramatically
when the population exceeded 300. Thus, we conclude that if
the population is set at 500, the algorithm would not obtain
effective results in terms of time execution. In fact, it will
take approximately 1,000 ms, as shown in Fig. 9a and close
to 4,500 ms if the number of student groups is increased, as
shown in Fig. 9b. These results would not be affected if the
crossover and mutation rates were changed; the execution time
for a population of 500 could be above 3,000 ms for a single
student group in each course, as shown in Fig. 9c, and can
reach over 12,000 ms for various numbers of student groups,
as shown in Fig. 9d.

Therefore, it can be determined that the algorithm can
generate the best results if the population size is set between
100 and 150 with single or varied number of student groups.
This result can be maintained even if both the crossover and
mutation rates are changed. Furthermore, the algorithm can
produce effective results if a lower number of constraints is
maintained, close to five. Furthermore, we assume that the
algorithm can generate a reasonable solution if the number of
constraints is set to six. However, if the number of constraints
is set to eight or more, the algorithm can execute within a
reasonable time if the population rate is maintained between
100 and 150, which will reduce the search time.

The conflict rates shown in Fig. 10 for each course are
lower than those for the various numbers of student groups
assigned to each course. The average number of conflicts
shown in Fig. 10a is lower than those in the other figures.
We observed that, if the population size was set to 100, the
algorithm generated a solution without violating any of the
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(a) Average Execution Time for Experiment 1 (b) Average Execution Time for Experiment 2

(c) Average Execution Time for Experiment 3 (d) Average Execution Time for Experiment 4

Fig. 9. The Average Execution Time in Milliseconds for All Performed Experiments Experiment 1, Experiment 2, Experiment 3 and Experiment 4

(a) Average Constraints Conflicts in Experiment 1 (b) Average Constraints Conflicts in Experiment 2

(c) Average Constraints Conflicts in Experiment 3 (d) Average Constraints Conflicts in Experiment 4

Fig. 10. Averages of Hard / Soft Constraint Conflicts in All Experiments Performed

eight tested constraints. Furthermore, relatively lower number
of conflicts can occur if the number of violations is between
zero and two. This could have occurred if the population size
was 150

and there were six to d eight tested constraints. We
observed that if the number of tested constraints was five,

there would be no conflicts. A similar result was obtained e
by setting the population sizes to 300 and 500. We observed
that conflicts appeared six or more constraints were applied,
and the number of conflicts were higher than those when the
population size was set to 150. Thus, we can conclude that the
algorithm can produce effective results if the population size is
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set to 100, even if the numbers of courses and staff increase.
Furthermore, the algorithm would obtain a reasonable result
when the population size was set at 150.

The conflict rate results shown in Fig. 10b were used to test
the violating number of student groups using similar settings
for crossover and mutation rates, as shown in Fig. 10a. We
observed that the conflict rate appeared for all quantities of
tested constraints. For example, while examining the conflict
rate for a population size of 100, the average number of
conflicts for testing five constraints was close to eight. If the
number of tested constraints was between 6 and 8, the conflict
rate was between 10 and 14. Nevertheless, when the population
was set at 150, the conflict rate was higher than when it is
set at 100. Similar results were obtained when the number of
tested constraints was five and above. As shown in Fig. 10b,
if the population size is set at 300 and 500, the conflict rate
for all the tested constraints is between 12 and 16. Therefore,
for a situation wherein various numbers of student groups are
tested, a good result can be obtained if the number of tested
constraints is maintained at five or lower for a population size
of 100. However, the algorithm must be improved to handle
various situations more effectively by partitioning the search
for each level. However, this requires further investigation and
will be addressed in a future study.

The final test involved changing the crossover and mutation
rates, as shown in Fig. 10a and 10c. By comparing the results
shown in Fig. 10a and 10c it can be observed that there the
conflict rates did not differ if the population size was set at
100 in both situations. However, the conflict rate shown in Fig.
10c is higher than that in Fig. 10a.

To summarize our findings:

1) The effective population size that will lead the algo-
rithm to produce results without any violation of the
constraints and with minimum execution time is 100,
and the crossover and mutation rates are set at 0.7
and 0.01, respectively. This occurs even if both the
courses and the number of teaching staff are increased
at each level. However, we aim to make the algorithm
work with more constraints, especially user-defined
constraints. This requires further improvement, which
will be the subject of future study.

2) We also discovered that if the number of student
groups is increased at each level, the execution time
and conflict rates increase significantly. To handle
more student groups at each program level, we will
develop a partitioning process for inclusion within the
proposed algorithm, which will be executed only if
more groups need to be allocated. However, this also
requires further investigation.

IX. CONCLUSION

In this study, we looked at the problem for manual gen-
eration for courses timetable at universities that uses Vendor
Management System (VMS) as centralized system for course
registration. To solve the problem, we proposed a decentral-
ized automatic course-timetable-generation service architec-
ture uses Genetic algorithm as a core for generating courses
timetable. The system can easily be integrated into university

management systems. The architecture comprises several com-
ponents: a data notification center, data communication center,
notification service, and faculty autogen timetable service. The
faculty autogen timetable service comprises several compo-
nents, of which an essential component is customized timetable
generation, which implements using Genetic Algorithm. The
proposed decentralized software architecture in the paper can
handle scalability issues introduced by integrating architecture
with universities VMS. In addition, to make automatic gen-
eration a customized course model was used as implemented
component. The customized course model includes a set of
defined common hard and soft constraints.

However, the objective was to customize the constraint
definitions based on the requirements of each department. The
purpose of the GA is to allocate the courses that the student
groups have signed up for to teaching staff in feasible time
slots. During the initialization step, the class population was
generated based on the number of student groups that had
signed for it, and the teaching staff were randomly allocated
based on their rankings. The objective was to allocate these
classes to events. The algorithm was tested through a number
of experiments to determine the suitable parameters for gen-
erating feasible solutions. The algorithm generated a feasible
solution with a fitness value of 1 when the population number
was set to 100, and the crossover and mutation rates were set
to 0.7 and 0.01, respectively. Furthermore, we observed that if
the number of student groups increased with no increase in the
number of teaching staff, the conflict rate increased. Therefore,
to improve the algorithm, we must analyze cases wherein
the number of students groups taking a course is increased,
which will be the subject of a future study. If a timetable is
selected and the number of conflicts is constrained, the auto-
generation component has a conflict resolution algorithm that
either manually fixes the department staff conflicts or suggests
enhancement by omitting soft constraints that can be violated.

A future direction for this study is to propose a parallel
GA to enhance the component and handle a higher number of
student groups taking the same course. We will also investigate
the possibility of building customized hard and soft constraints
to add more flexibility in generating course timetables. This
requires a method to define a domain-specific language to build
constraints and automatically transform them into executable
constraints.
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Abstract—In recent years, many investors have used cryp-
tocurrencies, prompting specialists to find out the factors that
affect cryptocurrencies’ prices. Therefore, one of the most pop-
ular methods that have been used to predict cryptocurrency
prices is sentiment analysis. It is a widespread technique utilized
by many researchers on social media platforms, particularly on
Twitter. Thus, to determine the relationship between investors’
sentiment and the volatility of cryptocurrency prices, this study
forecasts the cryptocurrency prices using the Long-Term-Short-
Memory (LSTM) deep learning algorithm. In addition, Twitter
users’ sentiments using Support Vector Machine (SVM) and
Naive Bayes (NB) machine learning approaches are analyzed.
As a result, in the classification of the bitcoin (BTC) and
Ethereum (ETH) datasets of investors’ sentiments into (Positive,
Negative, and Neutral), the SVM algorithm outperformed the NB
algorithm with an accuracy of 93.95% and 95.59%, respectively.
Furthermore, the forecasting regression model achieves an error
rate of 0.2545 for MAE, 0.2528 for MSE, and 0.5028 for RMSE.

Keywords—Sentiment analysis; cryptocurrencies; forecasting;
bitcoin; ethereum

I. INTRODUCTION

Recently, the prices of financial assets have been dynam-
ically changing, which means it changes asynchronously as
new information becomes available [1]. Therefore, the future
prediction of finance growth in stocks, shares, and digital
currency flow data is difficult for speculators and investors;
these cryptocurrencies have skyrocketing and sudden fall char-
acteristics, which means they have high price volatility over
time [2].

In addition, cryptocurrencies are an alternative medium of
exchange consisting of numerous decentralized crypto coin
types. The essence of each crypto coin is in its crypto-
graphic foundation. Secure peer-to-peer transactions are en-
abled through cryptography in this secure and decentralized
exchange network based on blockchain technology [3]. Since
its inception in 2009 [4], BTC has become a digital commodity
of interest as some believe the crypto coins’ worth is compa-
rable to that of traditional fiat currency [5]. Unlike our usual
currencies, cryptocurrencies are free from regulatory norms
and do not have a central governing authority [6]. Therefore,
the cryptocurrency market is investor-driven. Thus, it can be
said to be affected by socially constructed opinions, and future
expectations of the cryptocurrency holders and future investors
[7].

Many currency users share stock price recommendations
via electronic platforms. According to Abualigah et al. [8],
Twitter is one of the essential sources of users’ opinions on
various topics. Thus, individuals can express their opinions
and share alternative viewpoints on any topic. As a result, it is

necessary to use modern technologies and advanced artificial
intelligence methods to analyse Twitter users’ opinions.

The research contributions are as follows: (i) Apply ma-
chine learning (ML) algorithms to analyse the cryptocurrency
users’ sentiments, (ii) Apply deep learning (DL) models to
forecast the cryptocurrencies’ prices, (iii) Analyse the cor-
relation between cryptocurrency users’ sentiments and price
volatility in the cryptocurrency market, and (iv) Evaluate the
performance of the proposed method and compare the results
with those of state-of-the-art algorithms and previous studies
in the same field.

This paper is structured as follows: Section II provides
a literature review of the previous studies on cryptocurrency
price forecasting and sentiments analysis. Section III illustrates
the overall structure of the research model and the methods
utilized to achieve the results. Section IV contains the collected
datasets and the pre-processing techniques. Section V presents
the experimental results in tables and figures and compares the
results with other previous studies. In the final Section VI, we
provide a conclusion, limitations, and future work.

II. LITERATURE REVIEW

Cryptocurrencies are a form of alternative currency com-
prised of various types of decentralized crypto [9]. These
cryptocurrencies exhibit rapid growth and rapid downturn
characteristics, implying a high degree of price volatility over
time [10]. Many studies focused on predicting the “Price”
of cryptocurrency by using various techniques such as the
Autoregressive Integrated Moving Average (ARIMA) time-
series model [11]. They aim to predict the prices using daily,
weekly, and monthly time series. On the other hand, several
recent studies have analyzed the sentiments of cryptocurrency
users using ML [12] and DL models [5]. Additionally, These
studies examined whether public sentiment measured by social
media datasets are related to or predictive of cryptocurrency
values. In particular, it is possible to predict the volatility of
cryptocurrencies price by analyzing public sentiment on Twit-
ter and determining the relationship between the sentiments
expressed by investors on Twitter.

Accordingly, Rahman et al. [12] presented ML models
based on the Twitter dataset. The researchers aim to find an
association between user sentiment and BTC price. However,
they use a variety of algorithms, such as Support Vector Re-
gression, Decision Tree Regression DTR, and Linear Regres-
sion LR. As a result of the experiment, there is a discernible
relationship between sentiment on Twitter and price change,
based on the highest accuracy obtained from the decision tree
algorithm compared with other algorithms is 75%. Similarly,
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Sattarov et al. [13] examined the extent to which BTC prices
are influenced by investors’ sentiments using a ML model.
Twitter and the BTC price datasets were collected over a
60-day period, from March 12 to May 12. Additionally, the
researchers used the Random Forest RF algorithm to deter-
mine a correlation between cryptocurrency users’ opinions and
feelings and price variation. The implemented model achieves
62.48% accuracy and a minimum error of 21.84%.

In another study conducted by Mittal et al. [14], The
interrelationships between BTC price and Twitter and Google
search were identified using the BTC price, tweets, and Google
search patterns. According to the investigation, there is a
correlation between BTC pricing, Twitter, and Google search
behaviors. In addition, the authors apply Linear regression LR,
polynomial regression PG, Recurrent Neural networks, and
LSTM based analysis of different datasets collected from 9
April 2014 to 07 January 2019. The polynomial regression
method outperforms the other techniques by achieving an
accuracy of 77.01% and 66.66% of Tweet Volume and Google
trends, respectively. Thus, the findings show a significant
association between Google Trends and Tweet volume data
and the price of BTC, but no significant correlation with tweet
sentiments.

Other studies applying sentiment analysis technology to
cryptocurrency trading had similar results. For example, Pant
et al. [5] developed a novel DL algorithm by combining the
BTC sentiment score and historical price. Their objective is
to establish a link between user emotions and BTC price
volatility using the Recurrent Neural Network RNN model.
The datasets chosen covered the same time period, from
January 1 to December 31, 2015, in order to investigate
the correlation between them. According to the experiment
results, the distinction between positive and negative tweets
is 81.39 percent accurate. The same proposed model achieves
a 77.62 percent accuracy in predicting BTC prices. Moreover,
Pathak and Kakkar [15] present DL trained model using LSTM
networks. They intend to forecast the overall price trend by
analyzing BTC and Twitter data spanning 450 hours. Their
study established a link between Twitter users’ sentiments and
the BTC trading currency’s pricing, as the relationship between
them was 77.89% accurate.

Furthermore, Aggarwal et al. [16] utilized a symmetric-
deep learning approach with value parameters to assess the
impact of BTC price prediction on socioeconomic indicators.
In particular, they investigated the effect of Gold price and
investors’ sentiments on the price of BTC by using DL models
such as Convolutional Neural Network (CNN), LSTM, and
Gated Recurrent Unit (GRU). To enhance the results, they used
a variety of datasets from January 15, 2017, to May 12, 2017.
Researchers have noticed the significant effect between Twitter
users’ sentiments and BTC price volatility as the posting of
tweets containing positive feelings leads to an increase in the
price of BTC. And vice versa. In another study conducted
by [17], DL models based on the StockTwits platform and
cryptocurrencies datasets are utilized. The authors applied
efficient language modeling tools such as recursive neural
networks (RNNs) using datasets from March 2013 to May
2018. The findings show a significant association between
speculators’ posts and cryptocurrency volatility prices.

Most studies used either deep neural network models such

as LSTM or conventional ML models such as RF to forecast
cryptocurrency price volatility. Additionally, they employ vari-
ous preprocessing strategies when developing a cryptocurrency
models. However, only a few studies conducted a comparative
analysis of DL to identify an optimal preprocessing strategy.
These studies were conducted over various timeframes, making
them relatively old in this rapidly evolving cryptocurrency
market. Thus, additional research is required on forecasting
cryptocurrency prices and analyzing investor sentiments using
DL approaches, as the literature has not been extensively
exploited. Therefore, new studies must be conducted to ensure
that these results remain valid in 2022 and to discover new
patterns.

III. METHODOLOGY

This section explains the proposed cryptocurrency forecast-
ing model using DL and ML. The sentiments analysis model
pre-processes the tweets, calculates the sentiment score using
ML algorithms, and classifies them into (Positive, Negative,
and Neutral). In contrast, the forecasting model uses the
historical price dataset and works on predicting the next three
months using the DL algorithm. The methodology of the
classification and regression models used to forecast the prices
and find the correlation between investors’ sentiments and
cryptocurrency historical price is presented in Fig. 1.

A. Sentiment Analysis Model

This step aims to apply the primary goal of the research,
which is sentimental characteristics tweets measurements such
as polarity and subjectivity. The TextBlob3 Python library was
utilized to process the Twitter dataset by providing the natural-
language processing NLP features [18]. This strategy classifies
the polarity of the tweet into positive, neutral, and negative
groups as ‘1’, ‘0’, and ‘-1’. Table I presents the sentiments
divided process into three groups (positive, negative, and
neutral) depending on the tweets’ polarity.

TABLE I. POLARITY CLASSIFICATION

Value of Polarity Sentiment
>0 Positive
0 Neutral
<0 Negative

The sentiments analysis model of cryptocurrency users was
utilized using supervised ML approaches, including SVM, and
NB chose these approaches for modeling because it is faster
and more lightweight in the classification processes.

1) Support Vector Machine (SVM): is a supervised ML
algorithm utilized for classification and regression purposes.
Both linear and nonlinear classification is executed by SVM.
It is created the line between two classes. That means all points
in the same part has the same category. Moreover, It can be
more than two lines to separate the categories. The vectors near
the hyperplane are the support vectors. In addition, to solve
classification problems, there are four kernel functions (linear,
polynomial, radial-based, and sigmoid) [19]. The advantages
of the SVM algorithm are the better classification accuracy
and the best analysis performance if the input data is correctly
labeled before the process [20].
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Fig. 1. Forecasting Model Structure.

2) Naive Bayes (NB): is a generative learning algorithm
that solves text classification and sentiment analysis ML mod-
els based on Bayes’ theorem. All features assumed as inde-
pendent thought give the class value [21]. The term “Naive”
directs to data points that are unrelated to one another. The
advantages of the NB algorithm, multinomial classifier NB is
commonly utilized in text categorization cases, and capable to
build, use, train, and ignoring useless variables [22]. The (1)
presents in the mathematical equation of NB.

P (c|x) = P (x|c)p(c)
P (x)

(1)

Where:

• P(c | x) is the probability posterior of the given class
value.

• P(c) is a prior probability of class.

• P(x) is a prior probability of value.

• P(x | c) is the probability of value given class.

B. Cryptocurrency Forecasting Model

LSTMs were chosen for modeling the cryptocurrency fore-
casting model since it is an ideal algorithm for time series
forecasting and works well with historical data by storing

memory. Furthermore, it solves complex problems that earlier
recurrent network algorithms have never been able to solve.
Therefore, Table II presents the hyperparameter, the values that
control the learning process for the LSTM model.

TABLE II. HYPERPARAMETER VALUES

Activation Function Sigmoid
Epochs 150

Hidden layers One hidden layer
Batch size 256
Optimizer Adam

Learning rate 0.00050

1) Long-Term-Short-Memory (LSTM): is a form of RNN
with extra elements for memorizing sequential input. The cell
state, which transmits information across the sequence chain,
is a crucial component of LSTM. It serves as the network’s
memory. Because information can be withdrawn or added
via gates, the cell state can truly hold only the necessary
information in the sequence. During training, the gates learn
what information is important to keep or forget. As a result,
information from previous stages now influences later stages
in the sequence [23].

C. Evaluation Metrics

There is a need to evaluate the performance of the models
involved.
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• Regression
In the regression model, the accuracy of forecasts can
only be determined by considering how well a model
performs on new data that were not used when fitting
the model. Scale-dependent errors are commonly used,
such as Mean Absolute Error (MAE), Mean Squared
Error (MSE), and Root Mean Squared Error (RMSE)
[24] as follows:
Mean Absolute Error (MAE): calculated the average
of the original and forecasted values [24]. This is
expressed in mathematical terms as (2):

MAE =
1

n

t=1∑
n=1

|et| (2)

Mean Squared Error (MSE): calculated the square
average of the difference between original and fore-
casted values [24]. This is expressed in mathematical
terms as (3):

MSE =
1

n

t=1∑
n=1

e2t (3)

Root Mean Squared Error (RMSE): The forecast
errors standard deviation. That means the residuals
measurement of far points from the regression line
data [24]. This is expressed in mathematical terms as
(4):

RMSE =

√√√√ 1

n

t=1∑
n=1

e2t (4)

Where:
◦ n is the sample’s forecast total number.
◦ e is the real value of the sample.
◦ t is the forecasting value of the sample.

• Classification
On the other hand, the evaluation metrics used
for classification models the performance of the
algorithms are Accuracy, Precision, Recall, and
F1-Score [25] as follows.

Precision The positive quantification, which are True
Positives (TP) and False Positives (FP) number of
predictions [25]. This is expressed in mathematical
terms as (5):

Precision =
TP

TP + FP
(5)

Recall The number of positive class predictions made
from all positive cases in the dataset that can be
counted. And when there is a large cost related to
False Negatives (FN) [25]. This is expressed in math-
ematical terms as (6):

Recall =
TP

TP + FN
(6)

F1-Score Precision and Recall have a harmonic mean
[26]. This is expressed in mathematical terms as (7):

F1− Score =
2 ∗ Precision ∗Recall

Precision+Recall
(7)

Accuracy The intuitive performance measure, which
is the observed the correctly forecasted ratio to the
total observations [26]. This is expressed in mathe-
matical terms as (8):

Accuracy =
(TP + TN

TP + TN + FP + FN
(8)

IV. EXPERIMENTS

This section illustrates the selected dataset in this research
and the pre-processing steps.

A. Dataset

According to Coinmarketcup [27], there are 10111 various
types of cryptocurrencies in circulation, such as BTC, ETH,
Binance (BNB), and Cardano (ADA). Furthermore, BTC is
still the prevalent cryptocurrency that has been widely used
since its creation. Then ETH followed it as the top cryptocur-
rency compared to other currencies. Thus, this study focuses
on the two most-traded currencies: BTC and ETH.

• Twitter Dataset
An open-source Python library known as Tweepy
[28] is used to access the Twitter API and extract
the Twitter dataset. Therefore, tweets were collected
using three hashtags and three keywords for two
cryptocurrency types: The BTC cryptocurrency col-
lection process used keywords “Bitcoin”, “BTC”,
and “BTCUSD” along with their respective hash-
tags [“#Bitcoin”, ”#BTC”, “#BTCUSD”]. And, the
ETH cryptocurrency collection process used key-
words “Ethereum”, “ETH”, and “Etherum” along
with their respective hashtags [“#Ethereum”, “#ETH”,
“#Etherum”]. Furthermore, the period we focus on is
five months, and assigned to extract (2000 tweets)
every seven days for 150 days, between January 1,
2022, and May 9, 2022. The final dataset was around
37,998 for BTC cryptocurrency tweets and around
37,997 for ETH cryptocurrency and separately saved
in a CSV file. Hence, the dataset for all tweets with
different cryptocurrencies is around 75,995 posted in
the English language.

• Cryptocurrency Dataset
The dataset of the two currencies was collected from
CoinMarketCap [27], the world’s most-referenced
price-tracking website for crypto assets in the rapidly
increasing cryptocurrency market [10]. The BTC
dataset starts from September 17, 2014, to March 31,
2022. On the other hand, the ETH dataset starts from
November 9, 2017, to March 31, 2022. However, in
this research, the 1-minute interval trading exchange
data rate in USD is focused on. In addition, the two
datasets consist of the Date, Opening, Closing, Low,
Adj Close, and Volume of transactions which increase
over time. Additionally, the BTC and ETH datasets are
saved in CSV files separately.
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Fig. 2. The Pre-Processing of the “Cleaned” Function over BTC Sample
Tweet Text.

B. Data Pre-Processing

Pre-processing the data is an important step in enhancing
the model’s predictive accuracy and getting better results. The
pre-processing techniques were applied in the Twitter and
cryptocurrency datasets.

• Twitter Dataset Pre-Processing
The pre-processing data phase contains multiple pro-
cedures that remove parts of tweets that may exces-
sively or unnecessarily impact the sentiment score.
To achieve the goal, Python’s String methods and the
library Natural Language Toolkit (NLTK) was utilized
[29]. NLTK library allowed the text to process for
classification, tokenization, stemming, tagging, pars-
ing, and semantic reasoning. Fig. 2 presented the pre-
processing steps applied in the BTC dataset with a
tweet example. In addition, ETH follows the same
pre-processing steps. As a result, the total number of
tweets decreases from 37,998 to 17,608 on the BTC
dataset and 37,997 to 17,373 on the ETH dataset.

• Cryptocurrency Dataset Pre-Processing
In the stage of pre-processing, as given in Table III,
seven features were selected out of eight to forecast the

cryptocurrencies’ prices. The cryptocurrency dataset is
updated daily. Therefore, trades where the date value is
from September 17, 2014, to March 31, 2022, for BTC
and November 9, 2017, to March 31, 2022, for ETH
are considered. In addition, according to the collected
dataset period, the Close column is modified in the Adj
Close column. Thus, the Close column ware removed
and depending on the Adj Close column as the final
result of the latest trade recorded day.

TABLE III. FEATURES SELECTION

Features Definition
Date recorded time of the price

Open Opening trade
(Open price on recorded day)

High Opening trade
(Open price on recorded day)

Low Lowest trade
(Least price on recorded day)

Adj Close Adj Close price on recorded day
Volume Volume of transactions

C. Experimental Environment

The experimental environment is Google Colaboratory
[30], known as “Colab”, a suitable Python environment for
ML and data analysis purposes. It provided free accessibility
to GPU computing resources. Among the used tools and
technologies in the experimental environment are statistical
libraries used are NumPy [31] and Pandas [32]. Furthermore,
the experiment is conducted on a MacBookPro laptop with 8
GB RAM, an M1 chip, and Macintosh 12.0.1 operating system.
In addition, Open-source Neural Network libraries TensorFlow
[33] and Keras [34] were implemented to cryptocurrencies’
future price prediction model.

V. RESULTS AND DISCUSSION

This section presents the results of the sentiments analysis
model and the cryptocurrency forecasting model, implemented
using BTC and ETH cryptocurrency datasets.

A. Result of Sentiment Analysis Model

To better understand the public opinion towards cryptocur-
rencies and find the relationship with the price volatility. The
sentiment is classified into three groups. Fig. 3 presents the
distribution of BTC and ETH users’ sentiments: (A) shows the
bar graph of the BTC result. The tweets expressed an observed
positive opinion that might have happened because most of
the tweets contained sentences that did not express negative
or neutral emotions. In addition, the rest are due to the BTC
currency having a large number of transactions compared with
the other cryptocurrencies. On the other hand, (B) presents the
bar graph of the ETH result. The tweets expressed an observed
neutral opinion towards ETH currency.

Moreover, Table IV presents the macro average of the em-
ployed SVM and NB methods to classify the BTC sentiments.
While Table V presents the macro average of the employed
SVM and NB methods to classify the ETH sentiments. The
SVM method outperforms the NB by achieving an accuracy
of 93.95% and 95.59%, respectively.
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Fig. 3. Distribution of BTC and ETH Sentiments.

TABLE IV. COMPARISON BETWEEN SVM AND NB METHODS ON BTC
DATASET

Models Accuracy Precision Recall F1-score

SVM 93.95% 0.90 0.94 0.91
NB 80.56% 0.67 0.84 0.69

TABLE V. COMPARISON BETWEEN SVM AND NB METHODS ON ETH
DATASET

Models Accuracy Precision Recall F1-score
SVM 95.59% 0.91 0.95 0.93
NB 83.74% 0.69 0.88 0.72

B. Result of Cryptocurrency Forecasting Model

The results of the LSTM regression model for the BTC
and ETH cryptocurrencies are presented in Fig. 4 and 6. Fig.
4 presented the BTC model, trained and tested from September
17, 2014, to March 31, 2022, to forecast the three following
months (April, May, and June). As a result, BTC prices fall
in the predicted months, as shown in Fig. 5. On the other
hand, Fig. 6 presented the ETH model, trained and tested from
November 9, 2017, to March 31, 2022, to forecast the three
following months (April, May, and June). As a result, ETH
prices fall in the predicted months, as shown in Fig. 7.

The MAE, RMSE, and MAPE are used to evaluate the
performance of regression models. Table VI summarizes the
results of training and testing errors. We observed that the BTC
forecasting model outperformed the ETH model in terms of
MAE, MSE, and RMSE, whereas the LSTM model’s error in
ETH is worse due to the smaller dataset size. It is noted that
the small resample of time series data may get the worst result
on MAE, MSE, and RMSE tests.

Fig. 8 and 9 introduced the study of the correlation between
cryptocurrency users’ opinions and price volatility in the
cryptocurrency market from January 1, 2022, and May 9,
2022. Fig. 8 illustrates the relationship between BTC volatility
prices and BTC users’ sentiments. As well, Fig. 9 shows the

TABLE VI. PERFORMANCE OF LSTM REGRESSION MODELS WITH
DIFFERENT CRYPTOCURRENCIES FOR PREDICTING THE DAILY CLOSING

PRICE

Cryptocurrency type MAE MSE RMSE
Bitcoin (BTC) 0.2545 0.2528 0.5028
Ethereum (ETH) 0.3838 0.4677 0.6839

relationship between ETH volatility prices and ETH users’
opinions. We observe that the correlation in the BTC is close
compared with ETH, which means when the BTC investors
have a positive sentiment, the price of BTC cryptocurrency will
be increased. Vice versa, when they have a negative emotion
toward the BTC cryptocurrency, the price will be decreased.
On the other hand, the ETH prices and users’ sentiments do not
have a relationship. Therefore, we may conclude that emotion
is not always related to investor satisfaction.

C. Comparing with Related Works

Several researchers used various ML [12], [13] and DL
[15], [5] techniques to analyze the cryptocurrency users’
sentiments. As a result, Table VII compared the result of the
current study with the previous studies which used the same
dataset in different periods and techniques. In addition, They
aim to analyze the sentiments of cryptocurrency users. The
SVM appears to be a more appropriate method of classify-
ing the sentiments depending on the accuracy result. To the
researchers’ knowledge, the reason for the superiority of this
study’s results is the followed pre-processing techniques that
were used to clean the Twitter dataset [13], [15]. In addition,
the classification of cryptocurrency sentiments is divided into
negative and positive, and neutral, unlike the classification
process used in other studies [5], [12], they excluded the
presence of normal feelings for cryptocurrency users.

On the other hand, ML and DL techniques were applied
to forecast cryptocurrency prices. Table VIII presents the error
rate result of two cryptocurrencies compared to Alahmari et
al. [11]. The current research outperforms another study and
achieves good results for BTC and ETH cryptocurrencies. To
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Fig. 4. LSTM Forecasting Model for Three Months for BTC Cryptocurrency Price.

Fig. 5. Forecasting (April, May, and June) Months of BTC Cryptocurrency Price.

TABLE VII. COMPARISON WITH RELATED WORK STUDIES ON
SENTIMENT ANALYSIS

Study Period Methods Accuracy
Pant et al. [5] Jan 2015, to Dec 2015 RNN 81.39%
Rahman et al. [12] Mar 2018, to Mar 2018 DTR 75%
Sattarov et al. [13] Mar 2019, to May 2019 RF 62.48%
Pathak & Kakkar [15] March 2019 LSTM 77.89%
This study Jan 2022, to May 2022 SVM 95%

the researchers’ knowledge, the reason for the superiority of
this study’s results is the volume of historical data and the
time-series DL model applied in the experiment. It is noted
that the small resample of time series data may get the worst
result on MAE, MSE, and RMSE tests.

TABLE VIII. COMPARISON WITH RELATED WORK STUDIES ON
FORECASTING

Study Model Crypto Type
BTC ETH

MAE MSE RMSE MAE MSE RMSE
Alahmari et al.

[11]
ARIMA 313.8 294.5 542.7 12.9 410.1 20.3

This Study LSTM 0.254 0.25 0.50 0.38 0.46 0.68
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Fig. 6. LSTM Forecasting Model for Three Months for ETH Cryptocurrency Price.

Fig. 7. Forecasting (April, May, and June) Monthes of ETH Cryptocurrency Price.

Fig. 8. Correlation between BTC Users’ Opinions and Price Volatility.
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Fig. 9. Correlation between ETH Users’ Opinions and Price Volatility.

VI. CONCLUSION AND FUTURE WORK

Experiments were conducted using two datasets about two
cryptocurrencies, BTC and ETH, to study the relationship
between traders’ sentiment and the price of cryptocurrencies.
To study the impact of the proposed method and confirm
its superiority, we analyzed Twitter users’ sentiments about
these cryptocurrencies and classified their polarity (positive,
negative, and neutral) using ML classification algorithms. The
SVM classification method outperformed NB with 93.95% and
95.59% accuracy, respectively. In addition, the expected price
for the next three months for the two selected currencies has
been forecast using the LSTM model; the BTC prediction
model outperformed the ETH model with an error rate of
0.2545 for MAE, 0.2528 for MSE, and 0.5028 for RMSE,
whereas the LSTM model’s error in ETH is worse due to the
smaller dataset size. It is noted that the small resample of
time series data may get the worst result. Furthermore, the
relationship between cryptocurrency volatility prices and its
users’ sentiments was studied to achieve the research aims. We
observe that the correlation in the BTC is close compared with
ETH, which means when the BTC investors have a positive
sentiment, the price of BTC cryptocurrency will be increased
and vice versa. On the other hand, the ETH prices and users’
sentiments do not have an observed relationship. Therefore,
we may conclude that cryptocurrency price volatility is not
always related to investor satisfaction.

Due to a lack of resources and time, the datasets and
the selected cryptocurrency types restrictions were imposed
to keep the research relevant. The Twitter data set utilized
to train and test the sentiment analysis model was limited to
five months because of computational power limitations. Al-
though the prices of cryptocurrency are impacted by investors’
sentiments worldwide, the Twitter dataset focuses on tweets
written in the English language only. On the other hand, this
study focuses on forecasting the prices of the two most-traded
currencies: BTC and ETH, although thousands of different
cryptocurrencies are in circulation. It will be necessary to
cover other factors that may impact the cryptocurrency market
instead of focusing on the investors’ sentiments in future
works. Furthermore, conducting experiments using more than
two types of the most popular cryptocurrencies and improving
the pre-processing steps to study the correlation between
cryptocurrency price volatility, news events, and investors’
sentiments on different social media platforms that might
directly relate to cryptocurrency prices. Additionally, to further
study cryptocurrencies’ price forecasting, we intend to examine
more time-series methods; one of them is ARIMA, a statistical

analysis model widely used to predict future trends through the
time-series dataset.
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Abstract—Non-dominated sorting genetic algorithm has
shown excellent advantages in solving complicated optimization
problems with discrete variables in a variety of domains. In
this paper, we implement a multi-objective genetic algorithm to
guide the design of the laminated structure with two objectives:
minimizing the mass and maximizing the strength of a specified
structure simultaneously, classical lamination theory and failure
theory are adopted to compute the strength of a laminate. The
simulation results have shown that a non-dominated genetic
algorithm has great advantages in the design of laminated
composite material. Experiment results also suggest that optimal
run times are from 16 to 32 for the design of glass-epoxy laminate
with non-dominated sorting genetic algorithm. We also observed
that two stages involve the optimization process in which the
number of individuals in the first frontier first increases, and
then decreases. These simulation results are helpful to decide the
proper run times of genetic algorithms for glass-epoxy design and
reduce computation costs.

Keywords—Non-dominated sorting genetic algorithm; optimiza-
tion; failure theory; laminated composite material; classical lami-
nation theory

I. INTRODUCTION

Non-dominated sorting genetic algorithm (NSGA-II) pro-
vides [1], [2], [3] a collection of techniques to maintain
multiple solutions in the mating pool and has shown excellent
performance in domains [4], [5], [1], [6], [7], [8], [9], [10],
[11], [12], [13]. Slowik and Kwasnicka [9] present the family
of evolutionary algorithms for real-life application, such as
genetic algorithms, genetic programming, differential evolu-
tion, and evolution strategies. Lu [10] et al. adopt NSGA for
neural architecture search and has demonstrated the ability in
finding competitive neural architecture with less computational
resources. Kou [11] et al. propose a two-stage multiobjective
feature-selection method for bankruptcy prediction of small
and medium-sized enterprises.

The design of a laminate in nature is a tricky optimization
problem involving several discrete variables and additional
constraints. The traditional wisdom [14], [15], [16], [17], [18],
[19], [20], [21], [22] suggests using an evolutionary algo-
rithm to solve this problem with a single objective function,
appending additional constraints to the objective function as
punishment items, in which the coefficient of each punishment
is a random number with a range from 0 to 1. Adams [23] et
al. use a genetic algorithm approach by locally reducing a
thick laminate to generate and evaluate valid globally blended

designs for composite panel structure optimization. Cho and
Rowlands [24] implement a genetic algorithm to minimize
tensile stress concentrations in a perforated laminated structure,
obtaining more than one favorable stacking sequence with
different fiber orientations. An [25] et al. present the two-
objective design of composite laminates: minimizing cost and
maximizing fundamental frequency and frequency gaps.

Although the non-dominated sorting genetic algorithm has
demonstrated great efficiency in fields, there is rare literature
on the application of NSGA-II for the design of a laminated
structure. In this work, we implement this algorithm to guide
the design of laminated composite material with multiple
constraints. The experiment results have shown that NSGA
offers great advantages in assisting the design of a laminate,
where it provides a set of solutions. As far as we know, this
is the first time to adopt a non-dominated sorting genetic
algorithm for laminate design.

The rest of this work is organized as follows: Section
II reviews the non-dominated genetic algorithm; Section III
gives a brief introduction to laminate and covers the strength
calculation process; in Section IV, we formulate the objective
functions; in Section V, we present the experiment; finally, we
analyze the simulation result and give the conclusion.

II. NON-DOMINATED SORTING GENETIC ALGORITHM
AND LAMINATE REPRESENTATION

Non-dominated sorting genetic algorithm is an evolutionary
algorithm that maintains solutions in the mating pool. The
solutions are in the same frontier if none of them dominate
each other, and NSGA-II can reserve frontiers in the popula-
tion. NSGA-II outperforms other multiobjective algorithms in
three aspects: 1) O(MN2) computational cost, where M is the
number of objectives and N is the population size; 2) without
specifying sharing parameters; 3) new selection operator which
combines parents and children and selects individuals from
the combination. Fig. 2 shows the process of NSGA-II in
which the non-dominated sorting technique reduces the sorting
time complexity from O(MN3) to O(MN2). The crowding
distance sorting trick ranks the individual according to the
values of the individual’s objective function. We propose to
adopt these techniques to guide the design of a laminate.

Fig. 1 shows individuals in the mating pool with two
objective functions, f1 and f2. In this figure, the cuboid is to
measure the distance of individuals in the same frontier instead
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Fig. 1. Frontiers in the Population in which Individuals Marked with the
same Color belong to One Frontier [26].

Fig. 2. NSGA-II Procedure[27].

of using sharing function. This technique can also measure
the distance of laminates because the distance calculation only
requires the value of objective functions. And a sequence of
integers is able to represent the structure of a laminate. So we
can evaluate the objective function according to the integer
representation of a laminate.

III. A LAMINATE AND THE STRENGTH PREDICTION

As shown in Fig. 3, a laminate sequence of lamina binding
together along the thickness direction, and lamina is a special
composite material whose properties are determined by several
variables: ply angle, ply thickness, and material properties. In
this paper, to decide the strength of a laminate, it is necessary
to know how to compute the strength of a single lamina.

A lamina’s strength is highly related to the stress and strain
within it. For a lamina under load, it is straightforward to
calculate the stress and strain in a lamina by using of three-
dimensional stress and strain model, as shown in

Fig. 3. A Lamina and the Structure of a Laminate.

[
σ1

σ2

τ12

]
=

[
Q11 Q12 0
Q12 Q22 0
0 0 Q66

][
ε1
ε2
γ12

]
. (1)

In this equation, Q11, Q12, Q22, Q66 are engineering con-
stants, σ1, σ2, τ12, ε1, ε2, γ12 are stress and strain along differ-
ent directions.

Then failure theories can predict the strength of a lamina
according to obtained stress and strain. Various failure theories
have been proposed to compute the strength of lamina, and
each has its advantage and disadvantages. Here we adopt the
two most widely adopted criteria to calculate the strength:
Tsai-Wu [28], [29] failure theory and Maximum stress [30],
[31] failure theory.

The Tsai-Wu failure theory can compute the strength ratio
of a laminate with the following equation. The strength ratio
is an indicator of a material’s strength under load.

H1σ1 +H2σ2 +H6τ12 +H11σ
2
1 +H22σ

2
2

+H66τ
2
12 + 2H12σ1σ2 < 1

(2)

In this equation, H1, H2, H6, H11, H22, H66 are coeffi-
cients related to five engineering constantsσT

1 , σ
T
2 , σ

C
1 , σ

C
2 , τ12.

The relation among them are as follows:
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Fig. 4. Cross-Ply Laminate.
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The five engineering constants are as follows: (σT
1 )ult

ultimate longitudinal tensile strength(in direction 1); (σC
1 )ult

ultimate longitudinal compressive strength; (σT
2 )ult ultimate

transverse tensile strength; (σC
2 )ult ultimate transverse com-

pressive strength; and (τ12)ult and ultimate in-plane shear
strength.

A laminate consists of laminas with a specified sequence, in
which the ply angle, thickness, and composite material of one
lamina could be different from another; Therefore, the strength
computation of a laminate is more complicate than the strength
prediction of a lamina. Classical lamination theory [32] is an
analytical tool to compute the stress and strain for every lamina
in a laminate. For a laminate, the relation between stress and
strain is formulated as

[
σx

σy

τxy

]
=

 Q̄11 Q̄12 Q̄16

Q̄12 Q̄22 Q̄26

Q̄16 Q̄26 Q̄66

[
εx
εy
γxy

]
. (4)

In this equation, σxσy, τxy and εx, εy, γxy are stress
and strain in global coordinate. And we can compute
Q̄11, Q̄12, Q̄16, Q̄22, Q̄26, Q̄66 with the following equations.

Q̄11 = Q11cos
4θ + 2 (Q12 + 2Q66) sin

2θcos2θ+
Q22sin

4θ
Q̄12 = (Q11 +Q22 − 4Q66) sin

2θcos2θ+
Q12

(
cos4θ + sin2θ

)
Q̄22 = Q11sin

4θ + 2 (Q12 + 2Q66) sin
2θcos2θ+

Q22cos
4θ

Q̄16 = (Q11 −Q12 − 2Q66) cos
3θsinθ−

(Q22 −Q12 − 2Q66) sin
3θcosθ

Q̄26 = (Q11 −Q12 − 2Q66) cosθsin
3θ−

(Q22 −Q12 − 2Q66) cos
3θsinθ

Q̄66 = (Q11 +Q22 − 2Q12 − 2Q66)
sinθ2cosθ2 +Q66

(
sinθ4 + cosθ4

)

(5)

The mid-plane strains and curvature of laminate global

coordinates are obtained with the following equation:[
Nx

Ny

Nxy

]
=

[
A11 A12 A16

A12 A22 A26

A16 A26 A66

] ε0x
ε0y
γ0
xy


+

[
B11 B12 B16

B11 B12 B16

B16 B26 B66

][
kx
ky
kxy

]
.

(6)

We can use Equation 7 to calculate every entry in matrice
A, B, and D.

Aij =

n∑
k=1

(Qij)k(hk − hk−1)i = 1, 2, 6, j = 1, 2, 6

Bij =
1

2

n∑
k=1

(Qij)k(h
2
k − h2

k−1)i = 1, 2, 6, j = 1, 2, 6

Dij =
1

3

n∑
k=1

(Qij)k(h
3
k − h3

k−1)i = 1, 2, 6, j = 1, 2, 6

(7)

In Equation 7, hk is the local coordinate of every lamina.
With these equations, we can obtain the strength ratio of a
laminate.

In this work, the experiment material is a laminate with 0
and 90 ply orientation, also known as cross-ply laminate, as
shown in Fig. 4.

IV. PROBLEM FORMULATION

Our problem is to design cross-ply laminate whose strength
ratio should be greater than two. So the ply orientation is 0
and 90. So the search problem can be reformulated as follows:

(1) design variable: {θk, n} θk ∈ {0, 90};

(2) objective: maximization of strength ratio and minimiza-
tion of mass

(3) constraint: strength ratio should be greater than two.

V. SIMULATION RESULTS AND DISCUSSION

This section presents the experiment. Glass/epoxy is the
experiment material and its properties are shown in Table I.
The dimension of a lamina is 1000×1000×0.165mm3, and the
load applied to the laminate is 2MPa. There are two objectives
in this experiment: maximization of the strength ratio and
minimization of the mass.

The Fig. 5 displays individuals in the mating pool during
the NSGA-II process. In this figure, the x-axis is the mass,
and the y-axis is the negative strength ratio because NSGA-II
can only deal with minimization problems. Each individual
corresponds to one feasible solution which represents the
sequence of a laminate. In this figure, individuals are marked
with a different color if they belong to a different frontier,
then connect individuals in the same frontier, and there are two
frontiers: the black and red frontiers. In the same frontier, no
individual dominates the rest. For our problem, no individual is
better than the other both in mass and strength ratio. This figure
demonstrated that NSGA-II could maintain multiple solutions
in the mating pool with one-time simulation.
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TABLE I. GLASS/EPOXY PROPERTIES

Property Symbol Unit Glass/Epoxy

Longitudinal elastic modulus E1 GPa 38.6
Traverse elastic modulus E2 GPa 8.27
Major Poisson’s ratio v12 0.26
Shear modulus G12 GPa 4.14
Ultimate longitudinal tensile strength (σT

1 )ult MP 1062
Ultimate longitudinal compressive strength (σC

1 )ult MP 610
Ultimate transverse tensile strength (σT

2 )ult MPa 31
Ultimate transverse compressive strength (σC

2 )ult MPa 118
Ultimate in-plane shear strength (τ12)ult MPa 72
Density ρ g/cm3 1.903

It also clearly shows that the whole NSGA-II process
is consist of two stages: 1) in the first stage, the number
of individuals in the first frontier keeps increasing. At the
beginning of this process, there are only 10 individuals in the
first frontier, and the number of individuals comes to a peak
when the generation is 24th. 2) In the second stage, the number
of individuals in the first frontier begins to decrease. As shown
in Fig. 5(e), (f), (g), and (h), the number of individuals in the
first frontier is less than the number in the previous figure.

In this experiment, a set of feasible solutions is obtained
using NSGA-II, which satisfies different strength requirements.
In Javidrad [33] et al. work, only one feasible solution is
found after one simulation with a hybrid PSO-SA algorithm,
and therefore it is necessary to run this algorithm many
times according to different constraints. Using non-dominated
sorting genetic algorithms to optimize the design of laminates
could reduce simulations times and improve efficiency.

(a) The First Generation.

(b) The 8th Generation

(c) The 16th Generation

(d) The 24th Generation
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(e) The 32th Generation

(f) The 40th Generation

(g) The 47th Generation

(h) The 50th Generation

Fig. 5. The Variation of Individuals’ Number in each Frontier in the
Population as the NSGA-II Proceeds.

VI. CONCLUSION

In this work, we implement the non-dominated sorting
genetic algorithm to guide the design of the laminated com-
posite structure with two objectives: minimizing the mass and
maximizing the strength ratio simultaneously. The experiment
results have demonstrated that NSGA-II is an efficient algo-
rithm to obtain multiple solutions in the first frontier. In our
experiment, this algorithm obtains 19 individuals in the mating
pool where each individual represent a feasible solution for
solving the design problem. No solution dominates others in
these individuals.

This simulation also demonstrated that the optimal run
times for NSGA-II are from 16 to 32 for the design of
glass/epoxy laminates. We also observe that the NSGA-II
optimization process is consist of two stages: in the first
stage, the number of individuals keeps increasing; however,
during the second stage, the number in the first frontier keeps
decreasing. The number of individuals in the first frontier
comes to a peak if the run times of NSGA-II are from 16
to 32, which would significantly reduce computation cost and
obtain an optimal result.
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Abstract—Modern system architecture may increase the main-
tainability of the system and promote the sustainability of the
system. Nowadays, more and more organizations are looking
towards microservice due to its positive impact on the business
which can be translated into delivering quality products to the
market faster than ever before. On top of that, native support of
DevOps is also desirable. However, transforming legacy system
architecture to modern architecture is challenging. As manual
modernization is inefficient due to its time-intensive and the
significant amount of effort required, the software architect is
looking for an automated or semi-automated approach for easy
and smooth transformation. Hence, this work proposed a semi-
automated approach to transform legacy architecture to modern
system architecture based on static analysis techniques. This
bottom-up approach utilized legacy source code to adhere to
the modern architecture framework. We studied the manual
transformation pattern for architectural conversion and explore
the possibility of providing transformation rules and guidelines.
A task-based experiment was conducted to evaluate the correct-
ness and efficiency of the approach. Two open-source projects
were selected and several software architects participated in an
architectural transformation task as well as in the survey. We
found that the new approach promotes an efficient migration
process and produces correct software artifacts with minimum
errors rates.

Keywords—Static analysis; software architecture; software mod-
ernisation; microservices

I. INTRODUCTION

Monolithic architecture is a typical cohesive paradigm for
the construction of a software system. In this perspective,
Monolithic means that it’s all composed in one piece. Mono-
lithic technology is developed to be self-contained; program
components are strongly interconnected instead of decoupled,
as is the case with modular software programs. Each element
and its related accessories must be available in a tightly linked
design for the software to be functional.

Microservices are a type of architecture of systems in
which a huge and complex system is designed as a series
of lightweight services (i.e. loosely coupled). Every module
serves a common business purpose and provides a simple, ex-
cellently defined endpoint to connect with all other resources.

Modern architecture such as microservices is introduced to in-
crease the maintainability of a system. However, the transition
from monolith to modern architecture is challenging as the
manual migration process is inefficient due to its Time inten-
sive and the significant amount of effort required. Researches
[1] [2] [3] [4] have confirmed that the manual migration
process is complex and lacks automated (or semi-automated)
tools supported. Nowadays, more and more organizations are
looking towards microservice due to its positive impact on
the business which can be translated into delivering quality
products to the market faster than ever before. On top of that
native support of DevOps is also desirable.

The study aims at providing a semi-automated platform to
guide software architects in transforming legacy architecture to
modern system architecture. Furthermore, we aimed to fulfil
the research gaps in software modernization by developing a
semi-automated tool that may increase the efficiency of the
software modernization process which may satisfy the need of
software companies that are looking forward to such a tool
to minimize the resources of the software modernization and
deliver more value to their prospects. Thus, we perceive that
providing a practical solution is crucial. The refactoring rules
should be formulated based on the practitioner’s and experts’
practice. Hence, the refactoring rules are extracted from the
refactoring practice that was discussed by the microservices
experts from online discussion forums. Several possibilities on
(semi-)automating the refactoring task in modernising legacy
systems to microservices are investigated.

The main contributions of this study are the following:
(i) Refactoring rules to transform legacy to microservices; (ii)
Legacy to microservices refactoring framework and metamodel
and (iii) Semi-automated legacy to microservices tool.

The remainder of this paper is structured as follow: Section
II discusses the related research. Section III explains the re-
search methodology while Section IV describes the correctness
and efficiency evaluation. Section V discusses our findings and
Section VI presents the conclusions and future work.

II. RELATED WORK

This section discusses the transformation of the monolith to
microservices architecture from the perspective of techniques
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that were used such as model-driven, static analysis, dynamic
analysis. We also discuss the other works that are related.

A. Model-Driven

There are several work that used model-driven technique
in migrating monolith to microservices, such as [1], [4], [10],
[23] and [24]. We detail some of these works in this paper.

Fritzsch et al. [1] has presented 10 refactoring methods
in scientific literature to migrate monolithic systems into mi-
croservice. The methods are subdivided into four classes. The
result has shown that most of these techniques shall only apply
under several situations. The limitations have been identified
such as input data size and the need for an implementation
tool.

Kamimura et al. [4] discussed the efforts to distinguish
candidates from monolithic systems to microservices, i.e.
endpoints or sometimes called webservices resources which
could be turned into coherent, work-alone smaller services.
This is a long and complicated manual endeavor that involves
the review of several aspects of information engineering and
always relies heavily on the professional performer’s knowl-
edge and expertise. To solve this issue, they established a
method that distinguishes microservice applicants from the
codebase using the SARF technology clustering algorithm with
the given application classes and information’s to be able to
generate microservice candidates. The approach also captures
the candidates derived to demonstrate the connection between
the candidates being extracted with the whole system.

B. Static Analysis

Several works have used static analysis as the main tech-
nique for the monolith to microservices migration. The work
includes [5], [6], [2], [3] and [11]. We discuss some of this
work in more detail.

Mazlami et al. [2] focus on the failure of automated
support instruments and formal models in the area of software
migration. They proposed a formal extraction model as a
form of an algorithm suggestion to identify the microservices
candidates as a web application prototype. They applied their
proposed algorithm to 21 open-source projects (developed
using different programming languages, e.g Java, C++, Python)
and showed that the generated microservice can decrease the
size of the development team to half.

Gysel et al. [5] introduced Service Cutter, a service de-
composition based on 16 coupling criteria distilled from the
literature and industry experience. Service Cutter offers a
service extractor framework that implements graph aggregating
algorithms along with includes ranking based on scoring
beginning from building blocks and structured documents such
as domain model with its use-cases.

Li et al. [3] proposed a semi-automatic decomposition
approach that used data flow to extract services from the
legacy monolith that relates to business logic. The decom-
position has been specified into three stages: (i) define the
use case along with business logic is assessed as a baseline
of specifications; (ii) comprehensive DFD over various rates
and its process-datastore are constructed through the business
logic based on functional requirements; (iii) developed an

algorithm to instantly bind the DFD to an undependable DFD.
A comparative analysis that focused on relevant cohesion
metrics and coupling metrics showed that a data flow-driven
methodology is ideal in providing fair, repeatable, and readable
microservice applicants. However, two (2) major limitations
have been identified: (i) the dataflow method largely relies on
the precise DFDs at all levels, and (ii) secondly do not put
into consideration the non-functional requirements (NFR) of
the microservices.

Levcovits et al. [6] outlined a strategy for describing
and distinguishing microservices on a monolithic enterprise
application. The assessment indicated that their methodology
may recognize successful microservice candidates on a 750
KLOC financial system in which decreased the size of the
code base modules and took full advantage of the architecture
of microservices, such as the independent development and
deployment of services and technological freedom. However,
in certain situations, extra effort would be necessary to move
mutual subsystems to a collection of microservices.

C. Dynamic Analysis

This subsection discussed the related work that uses dy-
namic analysis and also the combination of dynamic and static
analysis.

Mayer and Weinreich [14] proposed an approach to con-
stantly extracting services from a legacy software system based
on REST microservices. Their approach relies on static and
dynamic data collection, gathering input at runtime execution,
and merging static and dynamic analysis. This customizable
analysis technique captures runtime information to one dimen-
sion, allowing an analysis of the architectural design transfor-
mation over a longer period. Evaluated the proposed technique
of a system, by establishing an empirical test that included
several communicating services. The findings demonstrated the
feasibility of the process of collecting and aggregating data.

Carrasco et al. [12] have discussed nine (9) potential
mistakes in terms of specific bad smells. Such mistakes can be
noticed and fixed along the way while transitioning to the new
architectural style. As an illustration of a common mistake,
when team members are separated across layers, for example,
a front-end, code business Logic, and operation department,
basic changes can require resources and time between the
members of the team in authorizing the required action. From
that point of view, a team member may propose a change on
which level of the application they possess direct exposure
to which can be limited by dividing responsibilities within
specific services only. This work offers a strong foundation
for relevant insights on the effective transition of monolithic
architecture to the new architectural style.

ToLambda is a tool created by Kaplunovich [13] that
dynamically allows the generation of system base code, turning
the existing systems into healthier architectures, and contin-
ually improving. The tool converts existing java code into
Nodejs code and changing the code structure to more modular
using a microservices architecture. No experiment has been
conducted to evaluate the correctness of the conversion and
the architectural change.
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D. Other Related Work

There are several works that related such as [7], [8], [9],
[15], [16], [17], [18], [19], [20], [21] and [22]. We discuss
some of these works in more detail.

Ahmadvand and Ibrahim [8] introduced a scientific method
for breaking up monolithic applications into microservice
applicants, aimed at an optimal level in safety and scalability
as a quality attribute. Using this methodology, requirements
engineers should carefully compare security and scalability
criteria. This initiates design decisions at the requirement
engineering activity and thereby extends the vision of the
software architect’s point of view regarding the system to be.

Meanwhile, Ren et al. [9] introduced a program-based
research approach for moving the traditional monolith code
to cloud applications. They suggested merging dynamic and
static analysis of the binary code to derive the properties of the
existing monolith program. The reactive tracing has been used
to trace the functionality of the application, the user input data,
the called methods and the accessed database information,
and the rate of the method invocation throughout tracing. The
experimental findings indicated that the new approach was
successfully addressed the re-designing issue of the legacy
system.

Tyszberowicz [15] proposed a systemic and rational ap-
proach to identify Microservices based on requirements in use
and functional breakdown of those specifications. This method
offered highly cohesive and tight decomposition coupled. The
evaluation was conducted by implementing the approach on
three different systems.

Meanwhile, Jin et al. [16] suggested a feature-oriented
microservice retrieval approach to automatically create mi-
croservices candidates through a monolithic legacy system.
Execution traces are used to facilitate the classification of
features. Compared to the conventional approaches (which
use static analysis), traces of execution can better represent
software functionalities.

III. METHODOLOGY

This section provides the study design and methodology of
every stage and ethical considerations, in order to develop a
supporting tool that can assist software architects while mod-
ernizing applications. The methodology of this study consists
of the following four stages.

A. Stage 1 - Framework Development

At this stage, we develop the overall architecture of the
framework that consists of several components that define the
framework which will define the rules of software modern-
ization. The relationship between the framework components
will be depicted and describe briefly. Each component of the
framework will follow the single responsibility principle so
that components reuse is easy for further enhancement. The
overall framework processes will be summarized in short and
consist of an algorithm written in pseudo-code. Furthermore,
the refactoring rules that will be applied on the web layer will
be listed in detail as a table along with the UML class diagram
that depicts how rules work.

B. Stage 2 - Tool Design and Development

For this first step, we will concentrate on developing our
framework and the overall architecture to better understand
the system elements, and we will use UML diagrams and
IntelliJ as an integrated development environment platform to
implements these design architectures. The tool would include
features that allow users to import the legacy application to our
current tool, then be able to re-architect the legacy applications
using basic drag-and-drop features and automatically refactor
rules to modernize the legacy features on the web layer and
create compatible cloud artifacts.

C. Stage 3 - Evaluating Correctness and Efficiency of the Tool

We will conduct an experiment that is favorable in software
engineering research to enable us to verify the proposed tool’s
correctness and efficiency. We will use 2 open source projects
in this experimental research as a laboratory for this study.
In this case, for a broader view of the problem anatomy,
2 open-source projects were both built-in java with distinct
requirements. Selections will be made for the two open-source
initiatives and further information will be given. In addition,
with our latest proposed tool, we are also preparing to conduct
an expert assessment and the participants will first be told
of the general purpose of the analysis and asked to perform
software migration using the semi-automated built tool and
manual migration, then metrics will be guided by the outcomes
of migration to compare both the manual and semi-automated
solution. In addition, a structured questionnaire will be used to
invite the participants selected for the research to participate
in the survey and to share their views on the effectiveness of
the process in the industry.

D. Stage 4 - Findings and Conclusion

Results from stage three (Experiment and expert assess-
ment of the correctness and efficiency of the tool) will be ad-
dressed in this segment to see how the outcome fits the targets
based on our established tool and eventually, conclusions will
be drawn and potential work progress will be explored next.

E. Framework Architecture

Fig. 1 illustrates the framework components and how they
interact to achieve a common goal which is modernizing legacy
java application that is built on top of spring framework. A
brief explanation of the Fig. 1 is as follows:

• Legacy Code Container is responsible for holding
the legacy code and passing it to the filter component
to be filtered.

• Filter is responsible for filtering incoming legacy
codebase on the web Layer where controllers are
located. Once controllers are identified they will be
passed to the Refactoring component to be refactored.

• Refactoring is responsible for modernized legacy
code to a new modern way it consists of four sub-
components which are:

◦ Refactoring Rules contains all the rules which
will be applied to the legacy code
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Fig. 1. Modernator Framework.

Fig. 2. Refactoring Rules Metamodel.

◦ Refactoring Manager process and takes care
of the refactoring processes.

◦ AST’s API contains needed API to understand
the structure of the legacy code.

◦ Reflection API contains needed API to call
rules that will be applied at runtime.

• Microservices Creator is responsible for taking refac-
tored code and organize it and auto-generate the new
microservices.

• Microservices Packager is responsible for taking
newly created service and package it as a Docker
image or jar/war.

• Microservices Exporter is responsible for exporting
ready service to the user.

F. Framework Refactoring Rules Metamodel

Fig. 2 illustrates the metamodel of refactoring rules that
are used in the framework. This figure shows that each rule

is associated with a function. Either it is associated with a
function signature or a function body. Each rule should have an
Id, Type, Description, Condition, Action Description, Action
Method Name and Related Rules.

G. Framework Refactoring Rules Table

The below table contains all the rules that will be applied
to a legacy code. The rules are categorized into two types as
follow:

• Function Signature rules that will be applied on
the legacy function signature which is either on the
function parameter or function return type.

• Function Body is rules which will be applied in the
body of the legacy function.

The main target of this work is designing and developing
a tool that can modernize java applications. The legacy appli-
cation will be used as input to the tool. The refactoring task
will be performed at the controller’s level in the web layer.
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TABLE I. SET OF REFACTORING RULES

Rule
ID

Rule-Condition Related -
Rules

Before Refactoring After Refactoring

Rule Type: Function Signture
R1 Applied when :

ModelMap object
is presented
as function
parameter

R [2, 3, 4,
5, 6, 7, 8,
9, 10]

String FunX (ModelMap map) String FunX (){}

R11 Applied when:
ModelAndView
object is
presented
as function
parameter

R [12 – 36] String FunX(ModelAndView MAV){} String FunX(){}

R37 Applied when:
ConcurrentModel
object is
presented
as function
parameter

String FunX(ConcurrentModel CM){} String FunX(){}

R38 Applied when:
ExtendedMod-
elMap object
is presented
as function
parameter

String FunX( ExtendedModelMap
EMM){}

String FunX(){}

R39 Applied when:
RedirectView
object is
presented
as function
parameter

String FunX( RedirectView rv){} String FunX(){}

Rule Type: Function Signture
R40 Applied when:

Map object
is presented
as function
parameter

String FunX( Map m){} String FunX(){}

R2 Applied when:
addAttribute
function is called

R1 String FunX(ModelMap map)
map.addAttribute(“msg”,”hello”)

String FunX(ModelMap map) Ar-
rayList<String,String>data = new Ar-
rayList<>();
data.add(“msg”,”hello)

R3 Applied when:
ModelMap
function is called

R1 ModelMap md = new ModelMap (at-
tributeName, attributeValue);

ArrayList<String,String>md = new
ArrayList<>();
md.add (attributeName, attributeValue)

R4 Applied when:
ModelMap
function is called

R1 ModelMap md = new Mod-
elMap(attributeValue);# attributeValue
is of type Object

ArrayList<String,String>md
= new ArrayList<>();
md.add(attributeValue)

R5 Applied when:
addAtribute
function is called

R1 addAttribute(attributeValue); #
attributeValue is of type Object

ArrayList<String,String>md
= new ArrayList<>();
md.add(attributeValue)
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R6 Applied when:
addAllAttributes
function is called

R1 addAllAttributes(attributeValues); # at-
tributeValue is of type Collection<?>

ArrayList <String,String>md = new
ArrayList<>();
md. add(attributeValues)

R7 Applied when:
addAllAttributes
function is called

R1 addAllAttributes(attributes); #
attributes is of type Map<String,?>

ArrayList<String,String>md = new
ArrayList<>(); md.add(attributes)

R8 Applied when:
mergeAttributes
function is called

R1 mergeAttributes(attributes); #
attributes is of type Map<String,?>

ArrayList<String,String>md = new
ArrayList<>(); md.add(attributes)

R9 Applied when:
containsAttribute
function is called

R1 containsAttribute(attribute);
# attribute is of type String

# deleted

R10 Applied when:
getAttribute
function is called

R1 getAttribute(attribute);
# attribute is of type String

# deleted

R12 Applied when:
ModelAndView
function is called

R11 ModelAndView mav = new Mode-
lAndView()

# look for mav references move its
data then delete it

R13 Applied when:
ModelAndView
function is called

R11 ModelAndView mav = new Mode-
lAndView(viewName)

# look for mav references move its
data then delete it

R14 Applied when:
ModelAndView
function is called

R11 ModelAndView mav = new Mode-
lAndView(view)

# look for mav references move its
data then delete it

R15 Applied when:
ModelAndView
function is called

R11 ModelAndView mav = new Mode-
lAndView (viewName,Model)
#model is type of Map<String,?>

HashMap<String,?>model = new
HashMap<>(); Model.putAll(Model);

R16 Applied when:
ModelAndView
function is called

R11 ModelAndView mav = new Mode-
lAndView (viewName,status) #model
is type of HttpStatus

HttpStatus hs = status ;

R17 Applied when:
ModelAndView
function is called

R11 ModelAndView mav = new Mode-
lAndView (viewName,model,status)
#model is type of HttpStatus

HashMap<String,?>model = new
HashMap<>(); Model.putAll(Model);
HttpStatus hs = status ;

R18 Applied when:
ModelAndView
function is called

R11 ModelAndView mav = new Mode-
lAndView (modelName,ModelObject)
#ModelObject is of type Object

HashMap<String,Object>model=
new HashMap<>();
Model.put(ModelName, Mode-
lObject);

R19 Applied when:
setViewName
function is called

R11 setViewName(viewname) # delete

R20 Applied when:
getViewName
function is called

R11 getViewName() # delete

R21 Applied when:
setView function
is called

R11 setView(view) # delete

R22 Applied when:
getView function
is called

R11 getView() # delete

R23 Applied when:
hasView function
is called

R11 hasView() # delete
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R24 Applied when:
isReference
function is called

R11 isRefrence() # delete

R25 Applied when:
getModelInternal
function is called

R11 getModelInternal() # delete

R26 Applied when:
getModelMap
function is called

R11 getModelMap()
#return Model ( need review)

# delete

R27 Applied when:
getModel function
is called

R11 getModel()
#return Model ( need review)

# delete

R28 Applied when:
setStatus function
is called

R11 setStatus(status) # HttpStatus hs = status ;

R29 Applied when:
getStatus function
is called

R11 getStatus() # delete

R30 Applied when:
addObject
function is
called

R11 addObject(attributeName,
attributeValue)

HashMap <String,Object>model
= new HashMap<>();
Model.put(attributelName,
attributeVAlue);

R31 Applied when:
addAllObjects
function is called

R11 addAllObjects(modelMap) # attribute-
Value is of type Map<String,?>

HashMap<String,?>model
= new HashMap<>();
Model.putAll(modelMap);

R32 Applied when:
clear function is
called

R11 clear() # delete

R33 Applied when:
isEmpty function
is called

R11 isEmpty() # delete

R34 Applied when:
wasCleared
function is called

R11 wasCleared() # delete

R35 Applied when:
toString function
is called

R11 toString() # delete

R36 Applied when:
formatView
function is called

R11 formatView() # delete

Fig. 3. Tool’s Backend Architecture.
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The refactoring task will be based on a set of rules (as shown
in Table I) predefined by the tool to modernize the legacy
application. Right after the refactoring, the tool can package
the new application into a container which enables it to be
cloud compatible, and in the final stage, the software architect
will be able to download the newly modernized application.

The main target of this work is designing and develop-
ing a tool that can modernize java applications. The legacy
application will be used as input to the tool. The refactoring
task will be performed at the controller’s level in the web
layer. The refactoring task will be based on a set of rules (as
shown in Table I) predefined by the tool to modernize the
legacy application. Right after the refactoring, the tool can
package the new application into a container which enables it
to be cloud compatible, and in the final stage, the software
architect will be able to download the newly modernized
application. The proposed tool has been divided into two
separate architectures: front-end architecture which represents
the tool views and the Back-End architecture which represents
the backbone of the developed tool and its functionalities. The
front-end architecture is being developed using the Angular
framework and comprises four (4) main modules:

• App Module: represent the starting point of the appli-
cation such as index.html.

• Core Module: contains singleton components and ser-
vices such as toolbar components.

• Feature Module: provides a feature that the application
offers such as file upload.

• Shared Module: contains highly reusable components
and services such as services that communicate with
the back-end.

The core components (as illustrated in Fig. 3) of the back-
end architecture are the following:

• Service Layer: handle incoming requests and security
mechanisms such as authorization and authentication.

• Business Layer: concerned with service creation,
refactoring, and packaging.

• Data access object layer: persist data into database.

IV. CORRECTNESS AND EFFICIENCY EVALUATION

In this study, we have conducted a survey to conduct an
initial evaluation of the proposed semi-automated approach.
The subsequent questions are formulated based on the research
problem:

• Q1: Does the semi-automated approach promote effi-
ciency in transforming legacy architecture into modern
system architecture?

• Q2: How is the correctness of the generated system
using a semi-automated approach?

A. Evaluation Setting

Since this work is an initial work of microservice moderni-
sation, we conducted an initial expert evaluation to evaluate
the effectiveness and the correctness of our approach. We

selected three (3) experts to evaluate our approach (based
on our developed tool). All of the selected experts have at
least five years of experience and have a software engineering
background. The evaluation setting is the following:

• Step 1: The experts were asked to manually modernise
a simple architecture module of software to microser-
vice architecture.

• Step 2: The experts were introduced to the tool and
allowed to use the tool.

• Step 3: The experts were asked to modernise a sim-
ple architecture module of software to microservice
architecture by using the semi-automated tool.

• Step 4: The experts were required to answer several
questions regarding the tool’s correctness and effi-
ciency in performing the modernisation task.

B. Results

As mentioned above, we aim at evaluating the correctness
and the effectiveness of our approach (by using the semi-
automated tool) in performing modernisation tasks. The result
is based on the experts’ answers to our survey.

1) Correctness: After performing all the required steps, we
asked the experts about the error found (on average) when they
use the manual approach and the error found after performing
the modernisation task using our approach. In terms of the
manual approach, one (1) expert mentioned that the 0 errors
were found and the other two (2) experts stated that 1 –
5 errors were found in the manual approach. On the other
hand, when we asked the experts on the correctness of our
approach, all experts mentioned that (on average) they found
1 – 5 errors after they used our approach. From this result, we
can summarize that the manual approach still produces better
accuracy than using our approach. However, the result shows
that the difference is not far (as illustrated in Fig. 4).

2) Efficiency: To evaluate the efficiency of our approach
based on the semi-automated tool, after performing all the
steps in Section IV, the experts were required to answer on the
time to complete the tasks. By using a manual approach, all
experts mentioned that they need to spend more than 4 hours
to complete the microservice modernisation task. In contrast,
by using the semi-automated approach, the experts stated that
the modernisation task will be faster. One (1) expert mentioned
that it takes 1-2 hours, one (1) expert mentioned that it takes
2-3 hours and another expert stated that it will take 3-4 hours.
With this, we can summarize that by using our semi-automated
approach, the modernisation task will be faster to complete
compared to the manual approach (as illustrated in Fig. 5).

V. DISCUSSION

This chapter discusses the implications of the practical and
theoretical implications of the study as well as a list of the
limitation of this approach.

A. Practical Implications

To better understand the practical implication of this study
will compare it to previous studies from an enterprise’s point of

www.ijacsa.thesai.org 914 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 13, No. 10, 2022

Fig. 4. Evaluation on the Tool’s Correctness.

Fig. 5. Evaluation on the Tool’s Efficiency.

view. Service cutter is a tool that assists in software transition
from monolith to microservice by taking monolith domain
model as input and suggested new decomposed domain model
as microservices. On the other hand, our approach, Modernator
is a tool that has been proposed and developed by this study
which takes as an input monolith application(spring MVC) and
does refactoring on the web layer, and produces microservice
(spring boot) as an output.

We believe as organizations are looking to ease the transi-
tion from monolith to microservice while reducing the number
of resources allocated to the transition in this case Modernator
will have a positive impact on their transition as it produces
production source code that can be alerted if needed comparing
to service cutter that will produce domain model that needs
to be implemented from scratch. However, Modernator will
be useful only in the spring framework environment but
since spring framework is widely used by enterprises as the
backbone of their information systems that give Modernator a
high rate to be widely used as well.

B. Theoretical Implications

This study has introduced a list of refactoring rules that
can be used to refactor legacy spring MVC controllers that
in nature returns JSP pages to modern spring boot controllers

that return data in JSON format that is compatible with modern
architecture such as microservice.

The construction of the rules has been made by following
spring framework documentation and by identifying spring
MVC legacy classes and mapping them to spring boot classes.
The proposed rules can be dived into two type function signa-
ture which focuses of refactoring legacy function signature and
function boy that find legacy function calls. We were able to
construct around 40 rules, however; these rules do not include
all possible cases there might be other legacy classes that we
did not discover in this study.

C. Limitation

Since this work is an initial work for this study, we see a
lot of possibility to improve this work based on the following
limitations:

• Lack of boarder Evaluation.

• Support limited to java and more specifically applica-
tion built with spring framework.

• Did not test all proposed refactoring rules.

• Refactoring focused only on Web Layer.

• Did not propose all possible refactoring rules.
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VI. CONCLUSION AND FUTURE WORK

The motivation behind this study is to fulfill the need of
the industry to have a semi-automated approach for easy and
smoothly transforming legacy system architecture to modern
architecture. As the manual transition is inefficient due to its
time-intensive and the significant amount of effort required.
Therefore, this research proposed to develop a semi-automated
tool to provide transformation rules and guidelines. An Expert
Evaluation was conducted to evaluate the correctness and the
efficiency of the approach. Lastly, this research has proved that
the new approach promotes an efficient migration process and
produces correct software to some extent.

For future work, we plan to conduct a Broader Evaluation
of the proposed refactoring rules to further validated their
correctness as well as constructing new rules for refactoring
other layers such as the business layer and data access object
layer.
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Abstract—In recent decades, Intelligent home systems are 

popular because they improve comfort and quality of life. A 

growing number of homes are becoming "smarter" by 

incorporating Internet of Things (IoT) technology to improve 

comfort, energy efficiency, and safety. Increases in resource-

constrained IoT devices heighten security threats and 

vulnerabilities connected with them. Using SDN and 

virtualization, the IoT's size and adaptability can be managed at a 

lower cost than ever before. Using these intelligent security 

solutions, we can achieve real-time detection and automation for 

attack detection and prevention using artificial intelligence. 

Consequently, a large variety of solutions utilizing machine 

learning and deep learning have been developed to mitigate 

attacks on the IoT. Thus, the goal of this work is to use machine 

learning and deep learning to defend smart homes with SDN-

based. We have designed smart home environments using 

Software-Defined Networking and Mininet that provide Instant 

Virtual networks for IoT in smart homes. Two datasets were used 

in this work: the first SDN dataset, which we acquired from smart 

homes by launching real attacks and creating normal traffic, and 

the second IoTID20 dataset, which is publicly available online. On 

both datasets, conducted ML and DL experiments. The best 

accuracy on SDN Dataset was 99.9% using Xgboost classifier, and 

on IoTID20 was 98.9% LSTM in binary classification, and ANN 

85.7% on multiclass. 

Keywords—SDN; smart home; security; machine learning; deep 

learning 

I. INTRODUCTION 

The Internet of Things (IoT) paradigm attracted a lot of 
attention from the scientific and business communities 
throughout the last decade [1]. Basically, such a technique is 
responsible for transferring massive data over a large network 
without the need for human intervention. The environment of 
the IoT consists of a huge number of smart devices that 
communicate with one another for sending and collecting 
massive sensing data, including wearables devices, sensors, 
actuators, mobile phones, smart home devices, etc. In 2021, the 
total number of installed smart devices in the world was 35.82 
billion devices, while the total number of smart devices might 
increase to 75.44 billion by 2025 [2]. An environment will 

change the way we work, communicate, and interact with one 
another. 

At the same trend, IoT devices in the Smart Home provide 
some facilities, such as monitoring temperature, air condition, 
humidity, gas leakage, and fire. The IoT devices furthermore 
can be used in smart Refrigerators to automatically check the 
available or missing foods and to automatically lock and open 
doors. The mentioned facilities are just some of many that can 
be provided by the IoT devices in the smart home environment. 
Therefore, the Internet of Things (IoT) is the core of Smart 
Homes that provides electronic, sensor, software, and network 
connectivity within a home. Smart home technology has 
revolutionized human life by allowing access to information 
and services from anywhere and at any time [3]. On the other 
hand, some limitations existed in the Smart Home environment 
because of using IoT devices. The IoT devices have limited 
resources and are vulnerable to various attacks, so much 
research has been investigated to lessen such attacks by taking 
into account the limited resources of the IoT devices. Machine 
and deep learning have been utilized to protect against various 
cyber-attacks in the Smart Home environment, such as 
distributed denial of service (DDoS) attacks, eavesdropping, 
Man in the middle attacks (MiTM), and many others. 
Furthermore, Software-Defined Networking (SDN) is a 
technique used for enhancing security in the Smart Home 
domain. 

Large-scale IoT networks in smart homes provide new 
issues in areas including device management, data storage, 
transmission infrastructure, computation, and privacy 
protection due it has different connectivity methods, 
transmission protocols, architecture, and applications that make 
it a security and privacy challenge so have been extensively 
researched to improve it. Various types of attacks come from 
different resources due to the lack of security mechanisms in 
the architecture of smart homes such as attacks on application 
layer-based, attack network layer-based, attack perception 
layer-based, and attack on middleware layer. 

Machine learning algorithms are support vector machine 
(SVM), Random Forest (RF), and XGboost. For deep learning 
algorithms, we use Artificial neural networks (ANN), Long 
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short-term memory (LSTM), and Convolutional neural 
networks (ConvNet/CNN). The main contributions of this work 
are as follows: 

 We built a suitable framework that integrates machine 
learning or deep learning with SDN, which makes the 
framework able to detect and prevent various type of 
attacks like DDoS, Man-in-the-middle, Jamming, and 
SQL injection. 

 Designed a smart home system to provide security at a 
low cost based on minicomputer Raspberry Pi and 
Zodiac-Fx OpenFlow Switch. 

 The effectiveness of the proposed technique was 
verified utilizing a recent publicly available dataset. 

 We selected an appropriate SDN controller that was 
compatible with our needs and implemented simulation 
for the proposed system and tested the result. 

The remainder of this paper is formulated as follows. 
Section II reviews related works. Section III is the proposed 
methodology. Section IV presents the discussion of the 
experiment results. Finally, Section V presents a conclusion of 
our work and highlights our future research directions. 

II. RELATED WORK 

In [4], X. Huang et al. have proposed a Deep Reinforcement 
Learning paradigm, which combines two algorithms; Deep 
Learning and Reinforcement Learning which is based on 
learning by the concept of trial and error. This paradigm is 
proposed to be applied in SDN-based IoT networks to control 
the data overflow. This paradigm consists of three components, 
the environment, the SDN-enabled network, and the agent, 
which is the central controller of the network where Deep 
Reinforcement Learning is applied. The third component is the 
customer, who provides feedback regularly, where the agent 
responds immediately and controls the flow of the data 
accordingly to meet the customer's satisfaction. Their 
experimentation shows that this paradigm significantly 
enhanced the Quality of Experience of users compared to 
previously proposed studies. The simulated network topology 
was built using OMNET++, which is consisted of 65 nodes and 
108 links, and the resulting confidence interval was 95%. 

Another work conducted by G. Stampa et al.[5], also 
utilized the same concept of applying Deep Reinforcement 
Learning, but for the sake of optimizing the traffic routing, by 
learning on the go the normal and abnormal behavior of the 
flow of the network and keeping reconfiguring the network 
settings accordingly. For simulating the network topology, 
OMNET++ was used, and as stated by the authors, the results 
indicate a better user experience within SDN-based IoT 
networks in terms of network performance optimization. 

In [6], T. Tang et al. have proposed a deep learning 
approach for SDN-based IoT networks to work as flow-based 
anomaly detection. Their proposed approach utilized the Deep 
Learning Network in Open Flow Controllers as the central 
network controller, where they applied it to a dataset called 
NSL-KDD. They worked on features selection and extraction, 
where they selected only six out of forty-one features, namely: 

Duration, Protocol-type, Src-bytes, Dst-bytes, Count, and Srv-
count. After that, they trained and tested the controller against 
common networking attacks. For the performance analysis, 
they used the following evaluation metrics: precision: 83, 
Recall: 75, and F1 score: 74, where the learning rate was set to 
0.0001. for the accuracy, it was 75%, while the loss was 20%, 
compared to previously implemented algorithms such as Naïve 
bias, Random Forest, multi-layer perception, and support vector 
machine. 

In [7], M. Ahmed et al. have proposed a mitigating DDoS 
attacks approach in SDN-based IoT networks, using machine 
learning algorithms such as Support Vector Machine, Gaussian 
Mixture Model, and Artificial neural networks. These 
algorithms are applied to the central controller of the network. 
The dataset used was a real dataset captured from the traces of 
a real network, where it contained 80,000 TCP connections, and 
these connections are split into three classes, 87% for HTTP, 
6% for FTP, and 7% for attacks. The features of the data set are 
only three, which are being selected for training and testing the 
model that will classify the traffic of the network as either 
benign or malicious. The three features are the Total number of 
packets, Connection Duration Time, and the ratio of source and 
destination bytes. To prove the feasibility of their proposed 
approach, simulations were conducted by creating a prototype 
that utilizes the Dirichlet process mixture model for two web 
protocols, HTTP and FTP. 

In [8], A. Al-Zahrani and M. Alenazi have proposed a 
machine learning-based Intrusion Detection system for SDN-
based IoT networks. In their experimentations, they used the 
dataset NSL-KDD, and they selected only five features out of 
41 features, namely: Duration, protocol type, Src-byte, Srv-
count, Dst-host-same-src-port-rate. For the machine learning 
algorithms, they utilized the classical and advanced tree-based 
algorithms such as decision tree, random forest, and XGBoost, 
where they applied these algorithms at the OpenFlow switches 
to analyze the network traffic against network attacks such as 
Denial of service attacks, User to Root attacks, Remote to Local 
attacks, and probe attacks. The used dataset was split for 
training and testing, where the number of samples was 125.973 
for training and 22.554 for testing. The results gave an accuracy 
of 95.95%, which indicates a high classification rate. 

In [9], Q. Niyqz et al. have proposed a DDoS Detection 
System in IoT-based Software Defined Networks (SDN) using 
a stacked autoencoder as the deep learning algorithm used to 
build a classification model to analyze the network traffic 
against DDoS attacks. The dataset contains regular internet 
traffic with DDoS attacks in the protocols TCP, UDP, and 
ICMP. For performance analysis, all evaluation metrics were 
measures such as precision, recall, f1 score, and accuracy, 
where the last gave a value of 95%, indicating a high rate of 
classification that is suitable to be used in real networking 
environments. Moreover, an average computational time was 
computed where the training time took 524s, while the 
classification time took 0.0835s. 

In [10], S. Sen et al. have proposed a DDoS detection 
system for SDN-based IoT networks using a Machine learning 
approach in the central controller of the network. For the 
experimentations, they applied a virtual SDN environment by 
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using the Adaboost decision stump to train the model on a 
dataset that contains private networking data. Their 
experimentation gave an accuracy value of 93%, with a low 
false-positive rate. 

In [11], Y. Qin et al. have proposed an anomaly detection 
scheme based on machine learning algorithms to be applied in 
IoT-based SDN networks. An ensemble deep learning 
algorithm was used combining Convolutional Neural Network 
and Recurrent Neural Network, where this ensemble algorithm 
is used to deeply learn the main features of the traffic being 
analyzed against malicious attacks. The proposed method was 
implemented using Graphic Process Unit enabling a Tensor-
Flow as the main controller of the SDN-based network. The 
experimentation was conducted on three datasets, namely: 
CTU-13, CSIC, and Sim_data. For performance analysis, 
evaluation metrics were computed, such as accuracy, recall, and 
F1-score, where the accuracy given was 99.86%. 

In [12], S. Mohammed et al. have proposed a DDoS 
Detection system based on machine learning in an SDN-based 
IoT network to protect such networks from such threatening 
attacks. The machine-learning algorithm used is Naïve Bayes, 
and the data set was NSL-KDD. Precision, Recall, and F1 score 
were calculated for performance evaluation measurements. 

In [13], S. Dey et al. have proposed an anomaly detection 
system based on machine learning to be also applied in the 
OpenFlow controller of the SDN-based IoT networks. The 
machine-learning algorithm that was used is the Random Forest 
Classifier, which was applied to NSL-KDD dataset that 
contained 41 features. These features were processed for 
features selection and extraction using automatic tools such as 
Info Gain, Gain Ration, and CFS Subset Evaluator. The 
resulting accuracy is 82%. 

In [14], J. Wu et al. have proposed a network link 
congestion prediction methodology for predicting whether the 
links are congested or not in SDN-based networks. The 
proposed methodology used machine learning to learn the 
information that features network congestion. During their 
implementation, they simulated a network topology that 
consists of 12 hosts and 13 switches, using a Mininet Simulator, 
and produced 559929 records of data being recorded from this 
simulated network and saved as the dataset to be preprocessed 
and learned to be used later for congestion classification. For 
the learning process, four algorithms were used, SVM, MLP, 
KNN, and IDCNN, where the last one gave the highest 
accuracy of 98.3%. 

In [15], T. Tang et al. have proposed an Intrusion Detection 
System based on Machine learning for SDN-based networks to 
classify the flow of data in the network into legitimate and 
anomaly to check against many types of attacks such as DoS, 
R2L, U2R, and Prob. They used the dataset NSL_KDD and two 
learning algorithms, namely: Gated Recurrent neural network 
and a Fully connected deep neural network. For performance 
analysis, they got 90% for GRNN. In addition, they evaluated 
the performance of their intrusion detection model over their 
simulated network in terms of resource utilization, throughput, 
and latency. 

In [16], B. Susilo and R. F. Sari have proposed an Intrusion 
Detection Mechanism using Machine and Deep learning in 
SDN-based IoT networks, where their proposed methodology 
consists of three tiers, namely: Data plane that is responsible for 
the packet flow in a network, Control Plane that is responsible 
for network configuration and management, and Application 
plane that is responsible for the end-user applications. For 
implementation, they used three virtual machines: Kali Linux 
VM, Minimet VM, and Metasploittable VM, all installed on a 
Windows OS. For controlling the dataflows to classify and 
detect anomalies and network attacks, the Random Forest 
algorithm was used as a machine learning algorithm, and the 
Convolutional Neural network as a deep learning algorithm; 
both algorithms were applied to two datasets, BoT-IoT to be 
used for classifying Botnet Attacks, and CIC-IDS-2018 for 
classifying Intrusidion attacks. Experimentations gave 
accuracy values of 90% for Bot-IoT and 99.95% for IDS-2018 
when using CNN. 

In [17], M. M. Raikar et al. have proposed a data traffic 
classification using supervised machine learning algorithms in 
SDN-based IoT networks, such as Support Vector Machine, 
Nearest Centroid, Gaussian Naïve Bayes (NB) over a dataset 
containing traces from a real network. The experimentation 
results gave accuracy values of 92.3% for SVM, 91.02% for 
nearest centroid, and 96.79% for NB. 

In [18], Y. Handa and A. Mudanna have proposed an 
intrusion detecting model using deep learning to be applied in 
SDN-based IoT networks. As the network is split into three 
tiers, the data layer, controller layer, and application layer, the 
proposed model will be applied in the data layer of the network 
to check the data flow and classify it and filter it against 
anomalies and malicious attacks such as DoS attack, Probe 
Attack, User to root attacks (U2R), and Remote to Local attacks 
(R2L). For deep learning, Convolutional Neural Network was 
used first to do the feature extraction and then to do the learning 
and classification. The dataset used was called KDD 99, and the 
learned features were six; Duration, Protocol-Type, Src_bytes, 
Dst_bytes, Count, and Srv_Count, where the data being 
examined in these features are learned to classify the data in 
packets flow into normal or malicious and hence detect 
intrusion attacks in SDN based networks. 

The authors in [32] suggest a deep learning classifier-based 
SDN-based intrusion detection system for the Internet of 
Things. The suggested study is carried out in a simulated 
setting, with test accuracy of IDSIoT-SDL compared using a 
number of different matrices. From previous studies, gaps in 
IoT security solutions are costly and occur during a realistic 
attack environment. So, it is of the utmost need to develop low-
cost solutions that can detect and prevent cyber-attacks in 
simulation environments that are carried out against or through 
IoT devices in real attacks. 

III. MATERIAL AND METHODS 

A secure, adaptable architecture is proposed in this section 
for intelligent homes and is based on where monitoring network 
traffic. SDN architecture is examined from a security 
standpoint in this study. The proposed intelligent system for 
detecting attacks based on machine learning deep learning and 
utilizing SDN for security purposes SDN will be the suitable 
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technique for implementing SDN-based smart homes 
architecture. The proposed smart system uses the recent 
technique to classify network traffic and prevents attacks. 

The proposed system consists of software or hardware that 
monitors traffic in real-time to detect and prevent security 
breaches as shown in Fig. 1. The system architecture consists 
of three layers: the First Layer sensor or data flow layer, the 
Second is the OpenFlow layer, and the third is the SDN 
controller. In our system, the Raspberry Pi will be used as a 
gateway for connecting sensors that use different protocols to 
the Internet via Wi-Fi, Ethernet, or Zigbee, Bluetooth, and 
cellular communications via protocol translation. OpenFlow 
switch called Zodiac-OpenFlow FX's it represents the second 
layer to forward data and control IoT device: There are four 
physical ports on Zodiac-OpenFlow FX's switch: port 4 for 
connecting the controller to the switch, and ports 1 to 3 for 
connecting switches with each other [19]. The controller in the 
system will be Raspberry Pi installed inside it ubuntu OS with 
Ryu controller. Data processing and forwarding are both under 
the control of the controllers. 

 

Fig. 1. Proposed System. 

A. SDN Controller 

SDN controller was used as middleware or as framework 
for our system. There are a lot of type of controllers such as 
ONOS, Open Daylight Controller, Ryu. In our study, we have 
used Ryu for high traffic and network agility, so the Ryu 
controller is the best choice in our study. APIs and well-defined 
software components were incorporated into Ryu. Python was 
used as the coding language of choice for the Ryu game 
controller. We suggested installing Ryu on Raspberry Pi 4, 
which will minimize the cost. A decision is made by the 
controller about how each flow is forwarded. The data plane's 
flow table stores the decision, which can be made either 
reactively to newly discovered flows or proactively in the flow 
table. The controller function as the following: 

 Data collection by Information snooper based on statics 
features for each type of attack this snooper is a python 
script. 

 Send a request to open for the switch to start collecting 
the static feature from data table entry via southbound 
API. 

 Extract some features related to attacks like MITM 
DDoS attacks. 

 Select the critical feature for attacks that were 
predefined previously, like packet size, number of hops, 
etc. 

 Automatically call the Machine learning or deep 
learning classifier to identify if traffic is abnormal; if 
yes, add a flag to the header in the data flow entry to take 
any action to block the host and drop the packet. 

B. Proposed System Simulation 

 The simulation and experimentation will be described in 
the following part. It is possible to prototype and conduct 
research quickly and easily with Ryu Controller's python-based 
fork of Ryu Controller, thanks to the language's ease of learning 
and short development cycle. We created a virtual network 
using the Mininet OpenFlow network to test our machine 
learning algorithm shown in Fig. 2. 

 

Fig. 2. System Scenario. 

C. Mininet OpenFlow Emulator 

Mininet is a network emulation tool used to create a network 
of virtual hosts, links, and switches. To facilitate software-
defined networking and bespoke routing, the Linux distribution 
provides Networking software for Mininet hosts. Tir switches 
support OpenFlow [20]. Our study used this simulator to test 
the proposed system and its effectiveness in providing a secure 
environment for the Internet of Things devices that make up 
intelligent homes. This system can detect cyber-attacks with 
high accuracy and prevent them in real-time. We have created 
20 virtual hosts representing the IoT devices in smart homes 
and 20 OpenFlow switches, as shown in Fig. 3. 

 

Fig. 3. Mininet Topology. 
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1) Triggering attack: Smurf attacks are distributed denial-

of-service attacks in which huge numbers of Internet Control 

Message Protocol packets with the target victim's faked source 

IP are broadcast to a computer network using an IP broadcast 

address." In our experiment, we have triggered this type of 

attack for purpose traffic generation and collection. Parallelism 

is applied in traffic generation via the usage of the threading 

module, which allows several threads to execute at the same 

time. To produce faked IP addresses for non-existent nodes that 

are then used to flood targets, the rant function of the Random 

module is utilized, as is the random module. 0-255 is the range 

of the first, second, third, and fourth octets. It is also possible to 

utilize the OS module to allow. To specify the target IP address, 

port, and even the SYN TCP flag for the destination port. Hping 

tool has been used to generate this type of attack. 

2) Ryu controller: Ryu is an open-source controller 

Python-based. Ryu can support a wide range of protocols. Ryu 

provides a well-defined API for software components. Network 

management and control apps may be quickly developed by 

developers [21]. RYU controller has been installed on a 

VMware machine that contains ubuntu OS. SDN is the system's 

brain to manage open flow switches and hosts. This controller 

works by sending a flow stats req message to the OpenFlow 

switch and asking the controller to send a flow stat to reply 

message back. Requests for data from the Ryu controller 

module are made every five seconds, which was considered the 

best time frame for detecting assaults early enough to safeguard 

the controller. There is a "Flow Removed" message that the 

switch sends the controller when a flow entry is deleted, either 

because of a hard timeout or because of a period of inactivity. 

Only if the "OFPFF SEND FLOW REM" flag is set in the Flow 

MoD message will the "Flow Removed" message be delivered. 

FlowMod messages from the controller may also remove flow 

entries, resulting in the "Flow Removed" message. It is possible 

that "Flow Removed" is caused by a timeout, which may be 

either an idle timeout, which occurs when there are no matching 

packets for some time or a hard timeout, which occurs when 

there is a predetermined amount of time remaining. 

D. Data Processing and Models 

1) Dataset collection: We have used two datasets; the first 

one is called the SDN dataset. It has been collected by training 

real attack on the SDN environment, and the second one it's 

available publicly on the internet for research purposes. 

For SDN dataset, the data was captured using the Wireshark 
app as (pcap). This monitored all ports and captured the 
incoming and outgoing data in all ports with different protocols. 
The Wireshark program (pcap) captured the data by listening to 
all ports and capturing the incoming and outgoing data in 
multiple protocols. Protocols, flow duration flags, byte count 
per Second, and the source and destination IP port numbers. 
Python controller module accepts the flow monitor's data and 
extracts it into a format that the trained model can use for 
prediction. Then we utilize entropy (statistics features) to 
estimate the distribution of these variables and train the model 

using normal and atypical traffic data for smurf or DDoS 
assault. 

In this work, we have collected by triggering attacks and 
normal traffic. The Attack was performed on the Mininet host 
that represents Internet of things devices. The Attack is 
implemented using the Hping tool and "pingall "command and 
Normal traffic is collected by ping command between each 
device. Then data is collected as a CSV file on the SDN 
controller (RYU) that enables the socket to listen on all ports 
on the Open flow switch that is included on Mininet topology 
as shown in Fig. 8. The process iterated till we reached the 
required size of data. the data size reached above 250 MB that 
size is enough to train the model. The Normal traffic collection 
process shown in Fig. 4 and the attack traffic shown in Fig. 5. 

For IoTID20 Dataset, we have used the IoTID20 dataset, 
collected by Imtiaz [22]. This dataset was collected using the 
SKT NGU and EZVIZ Wi-Fi cameras, which are smart home 
devices. The dataset contains 86 features; after pre-processing 
the features have been reduced to 80 features. We performed 
pre-processing; First, we removed all nulls and invalid values, 
then we labelled and scaled the data using a stander scaler, label 
encoder, and a data splitting using K-fold to 10 groups to 
combat overfitting in the second experiment splitting data by 
ratio of 25 %for testing and 75 for training. 

2) Data Pre-processing: Data pre-processing is the process 

of transforming unstructured data into a form that can be read, 

accessed, and analyzed. The raw data cannot be used in data 

mining; therefore, this is a critical step. Check the data quality 

before using machine learning or other methods. The primary 

purpose of data pre-processing is quality control. 

 

Fig. 4. Normal Traffic Collection in Mininet. 

 

Fig. 5. Attack Traffic Collection in Mininet. 
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The following are ways to evaluate the level of quality to 
ensure that the data entered is accurate. 

 Checking for completeness: determining whether the 
data has been captured. 

 To ensure that all the data is maintained in the same 
location, one must ensure that all information is 
consistent. 

3) Data normalization: Normalization is generally 

required when we are dealing with attributes on different scales 

because, if it is not done, it may lead to a dilution in the 

effectiveness of an important equally important attribute on a 

lower scale because of another attribute having values on a 

larger scale. Normalization is generally required when we are 

dealing with attributes on different scales. When there are 

several attributes, but those attributes have values that are 

measured on different scales, this can result in inadequate data 

models when executing data mining activities. Therefore, they 

must be normalized so that all the properties may be measured 

on the same scale. 

4) Feature extraction: The goal of feature extraction is to 

cut down on the total number of features in a dataset by 

generating new features based on the ones that are already there 

and skipping the original features. After being trimmed down, 

this new collection of features ought to be capable of 

summarizing most of the information that was included in the 

initial set of features. By combining the components of the 

original set in this way, it is possible to generate a condensed 

version of the original features. 

5) Feature selection: The act of selecting the features that 

will most significantly contribute to the prediction variable or 

output that you are interested in can be done either 

automatically or manually and is referred to as "feature 

selection." Feature selection reduces the amount of predictive 

model input variables. Reducing the amount of input variables 

can minimize modelling costs and increase model performance. 

Statistical-based feature selection approaches evaluate each 

input variable's relationship to the target variable and select 

those with the strongest association. The choice of statistical 

measures depends on the input and output data types. 

6) Machine learning models: The project model's primary 

goal in the IoT-smart homes-based collection is to detect 

whether a traffic flow is normal or abnormal based on learning 

from an existing labelled data. The flow-based detection 

module needs a model that can distinguish an attack from a 

regular flow to work. 

7) Xgboost: Extreme Gradient Boosting (Xgboost) 

Learning techniques are used to transform weak models into 

strong estimators that function sequentially as circular 

iterations [23]. As in neural networks, each one seeks to rectify 

a mistake in its preceding model in order to minimize the loss 

function. There are several ways to increase your model's 

performance, but Gradient Boosting is one that focuses on 

fitting the new predictor to fit on the pseudo-residuals (errors) 

of its predecessor, rather than modifying the weights for each 

wrong classification at each iteration. In order to attain the best 

possible accuracy, ensemble machine learning uses a variety of 

ML models. An ensemble machine learning methodology for 

classification, regression, and ranking problems, XGBOOST is 

a current ensemble machine learning method. Fast and efficient 

implementation of Gradient boosting structure to identify the 

best tree models. On August 1st, 2016, Tianqi Chen and Carlos 

Guestrin launched the project. Uses Gradient Boosting to 

discover the best and most accurate tree model, emphasizing 

computation speed. Parallelization, Cache Optimization, 

Distributed Computing, and processing a vast dataset are all 

supported by XGBoost. 

We have used this algorithm in our study. After training the 
model, we tested the pre-trained model's performance on actual 
attacks on IoT devices in an intelligent home virtual 
environment using the Mininet with SDN controller. The 
captured data from the OpenFlow switch passes through this 
classifier to identify if traffic is benign or malicious. If the 
traffic is malicious, add a flag to the packet in SDN to take any 
action and send a request to open the flow switch to drop it, as 
shown in Fig. 6. 

 

Fig. 6. Packet with Flag. 

8) Support Vector Machines (SVM): SVM is a set of 

supervised learning techniques applied for classification or 

regression. SVM classifier has been adopted in our model for 

intelligent home security. A key objective of the SVM 

technique is to find the optimum decision boundary or line that 

can divide n-dimensional space into classes [24], allowing us to 

classify new data points quickly. A hyperplane denotes the 

border of optimal decision-making inside a problem domain. 

To create the hyperplane, the SVM uses the most extreme 

points/vectors in the dataset. So-called "support vectors" refer 

to these extreme circumstances, and the process is known as a 

Support Vector Machine. 

9) Random Forest (RF): It is commonly utilized in 

Classification and Regression issues as a supervised Machine 

Learning Algorithm. It creates decision trees on various 

samples and uses their majority vote to classify and average the 

data[25, 26]. The Random Forest Algorithm's ability to handle 

data sets with continuous variables, such as regression, and 

categorical variables, such as classification, is critical. When it 

comes to categorization challenges, it does a better job. 

10) ANN classifier: Computerized Brains ANN is a 

computer system component that attempts to simulate the 

human brain by personifying the nervous system. Many 

neurons link to one other. Every node or neuron in an artificial 

neural network follows the same paradigm for receiving 

information. An artificial neural network (ANN) consists of 

input neurons, weights, biases, hidden layers, activation 

functions, and an output layer that can be fed-forward or back-

propagated. 
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11) Long short-term memory: Schmid Huber and Hoch 

Reiter proposed the LSTM deep learning algorithm in 1997 as 

a variant of the RNN network. It's made to store previously 

entered data. Classification and forecasting of time series are 

both possible applications most frequently used on Sequential 

data, such as speech recognition, translation, and picture 

captioning, which are well-suited to LSTM. LSTM is a good 

choice for applications related to the period. It types a back-

propagation neural network. Forget, input, and output are the 

three gates of the LSTM [27]. 

The input gate picks the appropriate value from input 
samples to adjust the cell's memory and input. For three gates, 
the Sigmoid function is employed as a combining function that 
returns a value between 0 and 1. Calculated values are given 
additional weight by the Tanh or Relue functions. Sigmoid is a 
forget gate that decides whether new information should be 
stored in the cell state or discarded. Sigmoid input gate layers 
pick Tanh and Relue to update next. The next concealed state 
that should be remembered when the output gate is closed is 
selected. The concealed state decides what data should be 
preserved for the following phase and the hidden state is used 
for predictions. 

We will use two layers of LSTM with 200-500 neurons and 
various optimizers, such as Adam, Rmsprob, Nadam, -SGD, 
loss sparse categorical cross-entropy, Activation Relu, and 
Activation Relu. Dropout = 0.2 or 0.5, 6 Dense layers with 
varying values, SoftMax for towing and four classes. 

12) Convolutional neural network: ConvNet/CNN) is a 

deep learning system that can feed an image or numerical data 

and apply a filter, adding adjusted weights and 

minimizing biases to various objects in the picture and be able 

to discern one from the other. This approach requires less pre-

processing than previous classification methods. Rather than 

relying on hand-engineered or traditional technique filters, 

CNN may be trained to learn these filter characteristics over 

time. The arrangement of the Visual Cortex served as 

inspiration for the design of the CNN architecture, which is 

similar to the neuronal connection pattern found in the human 

brain [28]. A visual field area known as the Receptive Field is 

where neurons respond to visual input. The whole visual field 

is covered by a group of such fields that overlap. Neurons in 

convolutional neural networks are geometric functions that 

calculate the weighted sums of numerous inputs, output and 

initiation values. The first layer of CNN commonly detects 

essential visual characteristics. Data is then passed from one 

layer to the next, allowing for increasingly complex features 

each time. The layers of CNN can recognize more complex 

characteristics, such as faces, objects etc. 

IV. EXPERIMENTAL RESULTS 

In this experiment, four machine learning algorithms have 
been used KNN, Xgboost, SVM, and random forest. Each 
classifier is trained to classify the IoT traffic as either normal or 
abnormal. The binary classification shows excellent results in 
detecting the attack in passive mode and real-time mode, the 
result is shown in Table I. 

TABLE I. PERFORMANCE METRICS IN MACHINE LEARNING 

Classifier Accuracy Confusion Matrix 

SVM 99.8 
[[ 6860 1] 

[ 0 217712]] 

RF 99.9 
[[ 6861 0] 
[ 1 217711]] 

XGBOOST 99.9 
[[ 6861 0] 

[ 0 217712]] 

KNN 99.7 
[[ 6861 2] 
[ 0 217703]] 

1) Artificial Neural Network (ANN): Artificial neural 

network model consists of three layers with 100 neurons for 

each layer, input shape 78, and RELU Activation function. And 

sigmoid for binary classification. The same architecture has 

been used on multi-classification but with differences in last 

layer SoftMax for five classes. The model was trained with 200 

epochs by the Adam optimizer. the obtained accuracy reached 

98.9 for binary classification and 83.2 % for multi-classification 

as shown in Fig. 7 and Fig. 8. Confusion matrix of ANN binary 

classification shown in Fig. 9. 

In the LSTM model the architecture consists of two layers 
with 200 neurons for first one and 50 neurons for second. The 
next layers are dropout with 0.2, four dense layers with 
activation Relu, and the last layer is softmax for two classes. 
The model trained on binary classes and multiclass with five 
classes on different optimizers. The best result was obtained for 
the binary classes with an Adam optimizer, 200 epochs, and 
batch size 3000. The performance of the two models for LSTM 
shown in Fig. 10 and Fig. 11. The accuracy reached to 99% on 
binary classification and 84.7% for multiclassification. 
Confusion matrix of LSTM with multi classification shown in 
Fig. 12. 

 

Fig. 7. Accuracy ANN Model with Binary Classification. 
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Fig. 8. Loss for Train vs Validation with Binary Classification. 

 

Fig. 9. Confusion Matric for ANN Model with Binary Classification. 

 

Fig. 10. Accuracy on Two Classes with Adam Optimizer. 

 

Fig. 11. Loss for Train vs Validation with Multi Classification. 

 

Fig. 12. Confusion Metric for LSTM Model with Multi Classification. 

V. DISCUSSION 

After running an experiment, we triggered attacks for data 
collection purposes and trained three Machine Learning 
algorithms on the training set. In the Software-Defined 
Networking (SDN) environment we have made simple attacks 
to test the machine learning models in real-time. The second 
section shows the result deep learning experiment. The 
evaluation of the two experiments on two datasets is shown 
below. The result shows an excellent performance to detect the 
attack on IoT devices on smart homes that have been simulated 
on SDN and open virtual open flow switches and (Hosts) that 
represent IoT devices. Five machine learning classifiers have 
been used; the highest obtained accuracy achieved by Xgboost 
classifier. In the second experiment on IoTID20. Several 
experiments have been conducted using machine learning and 
deep learning: 

 On binary classification two classes normal and attack. 

 Multiclassification for five classes ("Mira, Dos, Scan 
cat, Normal, MTM ARP Spoofing"). 

 Binary classification with 5-k fold cross-validation and 
10-k fold cross-validation. 

 Multiclassification with 5-k fold cross validation and10-
k fold cross-validation. 

The result shows the superiority of deep learning in 
detecting electric attacks, Internet of things devices in smart 
homes as shown in Table II and Table III. The output has been 
evaluated using accuracy, precision, f1-score, Sensitivity, and 
Specificity. Two models have been implemented for each 
neural network. The evaluation on stander data splitting using 
traditional method 70% and 30 % is shown in Table IV. The 
second experiment conducted by splitting date to 10-k fold 
groups the result was better than 5-k fold groups is shown in 
Table IV. According to the results of our model compared to 
the results of previous studies shown in Table III, the proposed 
model achieved high accuracy results and it is recommended to 
apply it to actual discovery in IoT environments. 
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TABLE II. PERFORMANCE METRICS USING 70-30% SPLITTING 

Model Accuracy Sensitivity Specificity 
F-Score 

Class0 

F-Score 

Class1 

F-Score 

Class2 

F-Score 

Class3 

F-Score 

Class4 

ANN 2classes 98.9 84.9 99.9 0.99 0.91 - - - 

ANN 5classes 83.2 85 99.2 0.99 0.25 .88 .76 .52 

LSTM 2classes 98.9 83.3 99.8 0.99 0.90 - - - 

LSTM 5classes 83.3 100 99.9 1.00 0.27 0.89 0.78 0.51 

CNN2classes 98.6 86.8 99.5 0.99 0.90 - - - 

CNN5classes 85.7 100 99.9 1.00 0.29 .90 .77 .53 

SVM 2classes 96.5 83.4 99 .99 86 - - - 

SVM5 classes 79.2 80 99 .99 0.26 .87 .75 .49 

Xgboost 2classes 97.2 83 99.8 .99 .92 - - - 

Xgboost 5classes 81.3 82 99 98 .27 .88 .76 .50 

RF 2classes 96 83.4 99 .99 88 - - - 

RF5classes 80.1 82 98 .98 .26 .85 77 .51 

KNN2classes 97 84.4 99 .99 89 - - - 

KNN5classes 77.5 92 80 .98 .24 .85 .73 .38 

TABLE III. PERFORMANCE A COMPARISON OF MODEL WITH OTHER ML & DL MODELS FOR BINARY AND MULTI CLASSIFICATION 

Ref Algorithm Accuracy in binary class % Algorithm Accuracy in multi class % Dataset used 

[29] Xgboost 98.89 Xgboost 93.48 IoTID20 

[30] DT 94.22 ANN 96 Bot-IoT and the IoTID20 

[31] LR 91 ANN 96 IoTID20 

[32] autoencoder models 94.70 autoencoder 95.20 NSL-KDD, IoTID20 

[33] DCNN 99.84 DCNN 98.12 IoTID20 

Our model Xgboost 99.9 LSTM 98.9 
IoTID20 and SDN dataset 

collected 

TABLE IV. K-FOLD SPLITTING DATA TO 10 GROUPS 

Model Accuracy Sensitivity Specificity 
F-Score 

Class0 

F-Score 

Class1 

F-Score 

Class2 

F-Score 

Class3 

F-Score 

Class4 

ANN 2classes 97.3 84.9 99.8 0.97 0.92 - - - 

ANN 5classes 83.2 85 99.2 0.99 0.25 .88 .76 .52 

LSTM 2classes 98.9 83.3 99.8 0.99 0.90 - - - 

LSTM 5classes 83.3 100 99.9 1.00 0.27 0.89 0.78 0.51 

CNN2classes 98.6 86.8 99.5 0.99 0.90 - - - 

CNN5classes 85.7 100 99.9 1.00 0.29 .90 .77 .53 

SVM 2classes 96.5 83.4 99 .99 86 - - - 

SVM5 classes 79.2 80 99 .99 0.26 .87 .75 .49 

Xgboost 2classes 97.2 83 99.8 .99 .92 - - - 

Xgboost 5classes 81.3 82 99 98 .27 .88 .76 .50 

RF 2classes 96 83.4 99 .99 88 - - - 

RF5classes 80.1 82 98 .98 .26 .85 77 .51 

KNN2classes 97 84.4 99 .99 89 - - - 
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VI. CONCLUSION 

There is a rapid expansion of the Internet of Things (IoT) 
into previously unimagined areas and domains. In addition to 
factories, agriculture, cities, and transportation are included in 
this. In recent years, the Internet of Things (IoT) has grown in 
popularity as a growing number of applications and devices, 
such as medical devices, home sensors, wireless sensors, and 
other closely linked IoT gadgets, have been implemented. IoT 
security is sometimes overlooked since it takes time to fully 
assess a device's vulnerabilities. Widespread use and quick 
adoption of such technologies raises security concerns. 
Cyberattacks affect resource availability, causing financial and 
material damage. As a result, fresh strategies are needed to 
increase not only IoT's security against cyberattacks, but also 
their identification and mitigation from IoT networks. Smart-
home security IoT is a big concern due to lack of computing 
power and device heterogeneity. IoT devices can't handle 
computationally intensive and latency-sensitive security tasks 
due to their low processing power. Our research aimed to 
defend smart home-based Internet of Things devices from 
hacking. It is of the utmost need to develop low-cost solutions 
that can detect and prevent cyber-attacks that are carried out 
against or through IoT devices. We thus proposed in this work 
a smart system to guard against attacks on smart homes utilizing 
Software-Defined Networking, Machine learning, and Deep 
learning at a cheap cost to prevent threats on devices from both 
the inside and the outside. 

We have implemented the classification process of the IoT 
traffic in a simulation environment using Ryu SDN controller 
and Mininet for detection attacks on traffic using Machine 
learning classifiers; SVM, KNN, RF, Xgboost, we collected 
data by trigged real attacks on IoT devices and generated 
normal traffic also, then we have trained the models and test 
them or testbeds environment (SDN). The result showed the 
ability to identify the normal and abnormal traffic with 
accuracy reached 99.9 %. Then we introduced deep learning as 
proof of concept to detect the attack in a smart home 
environment, IoTID20 dataset has been used for training the 
deep learning models, ANN, LSTM, and CNN. The turning 
process was conducted on the binary classification to classify 
their traffic as normal or abnormal, and multi-classification to 
identify the attack type on IoT. The highest achieved accuracy 
for binary classification was 98.9 % using long short-term 
memory (LSTM), 85.7 % on multiclass using Convolutional 
Neural Network (CNN). Other deep learning classifiers can be 
investigated for use in the improvement of future work. The 
suggested model's simulation results can be put to the test in a 
live setting with both heavy attack and typical traffic. 
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Abstract—Cells in any area of the body might develop cancer 

when they begin to grow uncontrollably. Other body regions may 

become affected by it. Skin cancer known as melanoma develops 

when melanocytes, or cells that create melanin, the pigment that 

gives skin its appearance of color, start to develop out of control. 

Melanoma is deadly because, if not caught early and addressed, it 

has a high propensity to spread to other regions of the body. 

Analyzing digital dermoscopy images, create a unique approach 

to categorizing melanocytic tumors as malignant or benign. 

Every single newly formed mole has a unique shape and colour 

compared to the pre-existing moles and given few more issues to 

classify the melanoma. To overcome all of these issues, this paper 

uses deep learning techniques. In this paper, a four-step system 

for classifying melanoma is described. The first stage is pre-

processing, followed by the removal of hair from dermoscopic 

images using a Laplacian-based algorithm and then removing 

noise from the images using a Median filter. The second method 

is feature extraction from pre-processed images. Extracting 

features including texture, shape, and color using the Principal 

Component Analysis (PCA) technique. Thirdly, the LeNet-5 

approach is utilized to locate the lesion location and segment the 

skin lesion. Fourth, the ANU-Net technique is used to categorize 

the lesion as cancerous (melanoma) or non-cancerous (non-

melanoma). Evaluated based on performance parameters such as 

precision, sensitivity, accuracy, and specificity. Results are 

compared to those of current systems and show higher accuracy. 

Keywords—Melanoma; LeNet-5; ANU-Net; dermoscopy 

images; benign; classification 

I. INTRODUCTION 

Melanoma is a prevalent form of malignant that develops 
in the epidermal layer of the skin from abnormal cells caused 
by exposure to UV light. In an area with intense sunlight, one 
in five Americans (US) is at risk of developing skin cancer. 
Melanoma is the nineteenth most prevalent malignancy 
overall among all forms of skin cancer, with around 3.0 
million new cases reported in 2018 [1]. In the US alone in 
2019, melanoma claimed the lives of 2,490 females and 4,740 
males on average. In 2020, there will likely be 1.0 million new 
cases of melanoma, according to projections. 2020 is expected 
to see an estimated 6,850 additional cases of melanoma deaths 
in the US alone, with 2,240 females and 4,610 males [2]. Skin 
cancer is currently diagnosed using a variety of imaging 
methods, including dermoscopic images, magnetic resonance 
imaging, optical coherence tomography, and confocal 
scanning laser microscopy. Dermatologists examine those 
images visually, which is frequently a laborious and time-
consuming operation. 

Melanoma is the worst type of cancer among skin cancers, 
and its prevalence is rising quickly globally. Early detection is 
crucial since skin cancer can be treated with a straightforward 
excision. Most of the time, the visual analysis could be 
inappropriate and result in a false identification because the 
different skin lesions (non-melanoma and melanoma) are 
similar to one another [3-5]. A non-invasive skin imaging 
procedure called dermoscopy enables a magnified view of the 
skin's surface and subdermal processes. By aiding in the early 
detection of MM, dermoscopy images have significantly 
increased the survival rate of patients. While still the 
undisputed top standard, expert human diagnoses are 
nevertheless prone to bias. 

The number of skin cancer diagnoses is increasing in past 
years. Melanoma and benign skin cancer are the two main 
varieties. Melanoma is one of the worst forms of skin cancer 
and is a major cause of death in young people each year [6, 7]. 
The severity and symptoms of skin disorders vary; for 
instance, a nevus is a normal skin lesion caused by the growth 
of pigment-producing cells also known as melanocytes, but 
melanoma is a severe form of skin cancer that can arise from a 
benign lesion [8]. 

The same nevus cells that produce pigment can give rise to 
melanoma. Melanoma is a fast-evolving disease that is 
responsible for a high death rate among the global population, 
according to research in both the medical and analytical fields 
[9-11]. With the early-stage discovery, the skin lesion can be 
treated. If melanoma is detected early, the survival percentage 
will be higher and it will be treatable. However, the manual 
diagnosing process necessitates dermatology specialists with 
appropriate training. An experienced dermatologist is very 
expensive and takes a lot of time. The most important phase in 
these systems is feature extraction, where several features can 
be utilized to check the pigmentation, shape, or evolution of 
skin lesions or to distinguish melanomas from benign lesions 
[12]. These features include asymmetry, border irregularity, 
and color. Dermoscopy technology offers a further 
improvement in diagnosis. Applying the dermoscopy 
approach to the skin will allow you to highlight locations by 
taking illuminated, magnified images of the skin lesion 
without making any incisions. Additionally, if the skin surface 
reflection is eliminated, the visual impact of the deeper skin 
layer can be enhanced. However, due to a variety of problems, 
classifying melanoma dermoscopy images is a challenging 
task [13]. In this paper, proposed four steps to classify the 
melanoma. They are pre-processing, feature extraction, 
segmentation, and classification. Initially, utilize a Laplacian-
based algorithm to remove hair from dermoscopic images 
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during the pre-processing stage, and then a Median filter to 
eliminate noise to segment the dermoscopic images. The 
principal component analysis method is used for feature 
extraction to extract features including texture, shape, and 
color. After feature extraction completed, the skin lesion is 
segmented using the LeNet-5 technique to identify the lesion 
region, and the classification process is then carried out. Using 
the ANU-Net approach, categorize the lesion into benign 
(non-melanoma) and malignant (melanoma) during the 
classification stage. The key contribution of this paper is: 

• This paper uses deep learning techniques for 
classifying melanoma into malignant and benign by 
using dermoscopic images. First, do pre-processing to 
remove hairs on images to get better segmentation and 
also remove noise on images. 

• A PCA method using for feature extraction process to 
obtain the features such as shape, color, and texture of 
the image. 

• Then utilizing LeNet-5 technique for segment the skin 
lesion area in dermoscopic images and after that 
classify the skin lesion into non-melanoma or 
melanoma using ANU-Net technique. Here collect 
dermoscopic images from ISIC 2020 dataset. 

This paper is structured as follows. The related research on 
deep learning-based melanoma classification is covered in 
Section II. The proposed methodology and its components are 
covered in detail in Section III. The experimental strategy is 
described in Section IV. The study is reviewed in Section V 
along with suggestions for additional research. 

II. LITERATURE SURVEY 

A literature review is presented and discussed in this paper 
to offer a speculative background about melanoma skin cancer 
classification. Hosny et al. [14] suggested a classification 
method based on DCNN. There are three primary steps in the 
suggested procedure. In the beginning, the ROI is segmented 
in the input color skin images during preprocessing. Second, 
translation transformations and rotation are used to enhance 
the segmented ROI images. Third, various deep convolutional 
neural network (DCNN) designs are used, including 
GoogleNet, Alex-net, and ResNet101. To better suit the task 
of classifying lesions, the final three layers are removed and 
replaced with fresh ones. DermIS & DermQuest, MED-
NODE, and ISIC 2017 are three separate datasets that were 
used to assess the performance of the suggested technique. 

To detect and categorize dangerous skin lesions 
(melanoma type), Ponomaryov et al. [15] introduced a 
computer-aided detection (CAD) system that combines 
handcrafted features from the medical algorithm Asymmetry 
Borders-Colors-Dermatoscopic Structures (ABCD) rule with 
DL features using Mutual Information (MI) measurements. 
Pre-processing, extraction of features, feature fusion, and 
categorization are the steps in a CAD system that may be 
distilled into a single phrase. To identify the Region of Interest 
(ROI), a lesion image is improved, segmented, and filtered 
during the preprocessing stage. The feature extraction method 
is then carried out. Shape, color, and texture are examples of 

handcrafted features that are utilized to represent the ABCD 
rule. DL features are obtained using a CNN framework that 
has been pre-trained on ILSVRC ImageNet. Utilizing MI 
denotes a fusion rule, the most crucial data from both kinds of 
characteristics are gathered. Finally, numerous techniques are 
used during the classification process, including Relevant 
Vector Machines (RVMs), Linear Regression (LR), and 
Support Vector Machines (SVMs). The public dataset from 
ISIC 2018 was used to evaluate the developed system. 

An excellent and efficient melanoma detection approach 
was presented by Masood et al. [16]. Three steps make up the 
suggested approach: 1) image preprocessing, 2) use of a 
Faster-RCNN for skin cancer localization, and 3) application 
of an SVM for the categorization of customized skin cancer 
regions into malignant and benign classes. The suggested 
technique's effectiveness is assessed utilizing data from the 
benchmark ISIC-2016 dataset, which was made available by 
the ISBI Challenge 2016. This dataset is diverse in terms of 
differences in color, luminescence, melanoma size, and 
texture, as well as the noise presence, blurring, small blood 
vessels, and hairs, among other things. Additionally, they 
validated the technique across multiple datasets using the 
ISIC-2017 dataset to demonstrate its effectiveness in practical 
settings. 

The Automated Skin-Melanoma Detection (ASMD) 
system with Melanoma-Index (MI) was presented by Tang et 
al. [17] as being unique and original. The system includes 
binary classification, entropy, and energy feature mining, 
image pre-processing, Bi-Dimensional Empirical Mode 
Decomposition (BEMD), and image texture improvement. 
The system's design was influenced by feature ranking, and 
the quality of the system was evaluated using Student's t-test 
and other statistical techniques. Using benchmark databases, 
the proposed ASMD was applied to 600 DD malignant and 
600 benign images. 

Four steps are included in the Kumar et al. [18] proposed 
system for melanoma identification and categorization: pre-
processing, which includes dermoscopic images being resized, 
and noise and hair being eliminated; image segmentation, 
which involves locating the site of the lesion; extraction of 
feature, which involves obtaining features from the segmented 
lesion and then categorization; and classifying the lesion as 
benign or malignant. To produce skin lesions, a modified 
GrabCut algorithm is used. Using machine learning techniques 
like ANN, k-NN, SVM, and logistic regression, segmented 
lesions are categorized, and their performance is assessed in 
terms of specificity, accuracy, and sensitivity. 

Rahman et al. [19] introduced an automated approach for 
pixel-based seed-segmented images with multilevel and fusion 
characteristics downsizing for the recognition and detection of 
skin lesions. The suggested approach entails four crucial steps: 
Implemented methods include: (a) mean-based function 
feeding input to bottom-hat and top-hat filters that were later 
fused for contrast increasing; (b) graph-cut method-based 
lesion segmentation and seed region growing and fusing both 
segmented lesions through pixel-based fusion; (c) simple 
concatenation and multilevel feature extraction; The method's 
effectiveness is tested in two independent experiments. 
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From the literature survey, some of common problems are 
noticed. They are, every single newly generated mole differs 
from the pre-existing moles in terms of shape and colour. The 
mole's outline or outer covering is uneven, largely 
asymmetrical, and appears gritty. It states that around half of 
the moles present do not match the other half of the moles. 
Accurately determining the importance of a specific feature is 
challenging. For effective medical image diagnosis, a 
collection of more sophisticated deep-learning architectures 
should be used. To overcome these issues this paper used 
effective recent proposed methodologies to classify the 
melanoma clearly. 

III. PROPOSED METHODOLOGY 

The most dangerous type of skin cancer, melanoma is on 
the rise all over the world. Melanoma incidence has increased 
globally during the past ten years. The proposed methodology 
has four steps: Pre-processing, Feature Extraction, 
Segmentation, and Classification. And every step is evaluated 
below. Initially, pre-processing for removing hair from the 
dermoscopic images using the Laplacian-based algorithm, and 
then removing noise from the images using the Median filter. 
In addition, feature extraction from pre-processed images 
using the Principal Component Analysis (PCA) approach for 
extracting the characteristics like texture, shape, and color. 
Furthermore, the segmentation process for identifying the 
lesion area and segmenting skin lesion using the LeNet-5 

technique, and then, classification; here categorizing lesion as 
benign and malignant using the ANU-Net method. It is 
classified into benign (non-melanoma) and malignant 
(melanoma). 

The complete performance of the melanoma classification 
process is displayed in Fig. 1. 

A. Pre-processing 

In pre-processing step, remove the hair from input images 
and then denoise the images for better segmentation of 
melanoma. Initially, remove the hair from dermoscopic input 
images because some melanoma is significantly or partially 
obscured by body hairs using Laplacian-based algorithm to 
every image. A sharpening filter based on the Laplace 
operator is applied to the image is made grayscale. Then the 
original input image is seperate from the filtered image. It 
employs a 3x3 Wiener filter adaptive noise removal to 
eliminate any potential noise. After hair removal done, here 
remove noise from dermoscopic images. 

Such noise is removed from dermoscopic images using the 
median filter, which uses a weighted average sum of the 
nearest pixels. The median filter performs well in terms of 
maintaining an image's edges. After hair removal, images are 
given to a median filter to eliminate noise. Fig. 2 illustrates the 
effectiveness of the noise and hair removal processes during 
the pre-processing stage. 

 

Fig. 1. The Proposed Architecture for Melanoma Classification. 
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Fig. 2. Process of Hair Remove and Noise Removal in Pre-processing Step. 

B. Feature Extraction 

After pre-processing, the characteristics that would be 
useful in features of the images are extracted using feature 
extraction techniques. For better prediction of melanoma from 
dermoscopic images, features like shape, color, and texture 
should be extracted. In this step, the features were extracted by 
using Principal Component Analysis (PCA). The obtaining of 
features is a significant phase in the model construction 
process. A system can be built using a variety of features, 
including color, shape, and texture, as well as SURF (speeded-
up robust features). The PCA method is utilized to increase 
explainable while simultaneously reducing the loss of details 
to reduce the dimension of the dataset being used. The goal of 
PCA, a mathematical approach that uses a principal 
component examination, is to reduce the dataset dimension. 
An orthogonal linear transformation is another name for the 
process of transforming data into a new coordinate system. 
With the aid of linear combinations, the native features show 
new features. The traits with increasing variance are 
appropriate for dispatching. Accordingly, the PCA method 
converts the n vectors x_1,x_2,….,x_n  from the d-
dimensional space to the n vectors x_1,x_2,….,x_n  in a new 
d-dimensional space. 

𝑥′𝑖 = ∑ 𝑘 = 1𝑑′𝑎𝑘, 𝑖𝑒𝑘, 𝑑′ ≤ 𝑑,            (1) 

Where, 𝑑′ is a space with n dimensions, n vectors, and 
𝑒𝑘 eigenvectors that are the greatest eigenvectors for 𝑎𝑘, 𝑖 are 
the projections of the original vector 𝑥′𝑖 and scatter matrix S 
on the eigenvector 𝑒𝑘. 

In PCA, Single Value Decay (SVD) is typically 
established on the input data matrix. Based on the 
optimization algorithm, a PCA technique may be developed. 
During the optimization process, the data reconstruction error 
and variance maximization of the projected input data can be 
examined. 

ninSiW = ,....3,2,1,  information variance can be 
estimated in the orthonormal direction with a constrained 
amount of options using PCA to determine the orthonormal 

direction O in a given space. Without losing any data in the 
resulting structure of dimension 𝑑 ∈ 𝑆𝑛, the input vector is 
translated into O-dimensional space. In the input data, which 

consists of vector d, the O-Dimension is projected usingW , 

where the inner product )( Witd  is obtained and the misplaced 

outcome dimension is obtained. Since PCA calculates unit 
directions, the information can be anticipated into the input 

vector. Where Y = Witd , it has a large variance and is 

signified by greater variance. It will be written as: 
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Apply the estimation in the linear square estimation after 

reconstructing the input data, or d̂ . 
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With the use of data reconstruction, the error can be 
recreated and identified by comparing the differences between 
the original and corrected data. 
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To predict this issue, implement a novel method for 
dimension restricting and increasing the entertainment of PCA  
following in overall presentation development. Based on PCA, 
the reconstruction error can be reduced. When extending k-
dimensional data to subspace, calculations are visible. 

𝑃𝐶𝐴 𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛
= 𝑃𝐶 𝑠𝑐𝑜𝑟𝑒𝑠. 𝐸𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑇 + 𝑀𝑒𝑎𝑛 

Based on the proposed technique, a maximum likelihood-
based model may be used to map the underlying space into the 
data space. 

++= x                (5) 

In a linear transformation, the variable (𝑝 ∗ 1) is 
designated as the variable, x is denoted as the high-
dimensional factor and is also defined as (𝑝 × 𝑂), 𝑓 𝑖𝑠 (𝑂 ×
1), 𝛬 → 𝑥, 𝜇(𝑝 × 1) is defined as the mean vector, and 𝜀 is 
defined as Gaussian random error, the 𝜇(𝑝 × 1) denoted as the 
input signal vector of noise. The feasible result's input vector 
is represented by 
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It will increase by the conditional probability of  
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The dataset of the absolute distribution of a specific space 
is delivered by such a model without changing any errors or 
data that were not distributed for the specified probabilistic 
limit. The PCA model's primary goal can be achieved by fully 
revealing unknown parameters like 𝛬 and 𝜇, maximum noise 
variance 𝜎2-based likelihood observations. 
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Another way to express maximum likelihood observation 

is in 
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 where S is a possible expression, 
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The maximum log-likelihood can be expressed using the 
equation below.  

−−=





 ||log

2
)2log(

2
|2,,

nnp
xL 







−− Str
n 1

2  (10) 

Based on PCA’s data reconstruction, 𝛬 and 𝜎2 the error 
can be minimized while still producing a superior answer. The 
highest possible possibility of 𝜎2. 
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Effective parameters are reduced in the feature 
reconstruction process by applying the maximum likelihood 
model, which is based on the above-mentioned model's 
decreased error and increased production in feature extraction 
based on PCA. The PCA method giving significant results as 
expected and extract the feature of melanoma or benign 
dermoscopic images well. The major benefit of PCA for index 
generation over traditional techniques is that it does not assign 
arbitrary and subjective weights to various indicators. The 
results of a multivariate statistical analysis of a few chosen 
indicators are used to determine the weights allocation in PCA 
for the construction of the index. The principal component 
analysis method extracted the features such as shape, color, 
and texture very well. And this method work better to feature 
extraction without any issues. 

C. Segmentation 

Following feature extraction, the image segmentation 
procedure separates the scene into the background and 
foreground. After extracted the features from dermoscopic 
images, at next step need to segment the issue part from 
images. Because segmentation of issue part is more important 
to predict that if it’s melanoma or not. In this research, the 
segmentation process was carried out using LeNet-5 
technique. When the background and foreground colors of an 
image are highly similar, the LeNet-5 method is used. Because 
the other technique’s results are unsuccessful. Below is a 
description of the LeNet-5 method. 

Using this segmentation network, the effective deep skin 
lesions are divided into groups. Many other CNN types can be 
used for segmentation depending on the objectives of the 
application, and the melanoma was segmented using a LeNet-
5 pre-trained network. An input layer, two pooling levels, one 
fully connected layer, two convolutional layers, and an output 
layer made up a total of seven layers in LeNet-5 [21]. Table I 
displays the precise design of the LeNet-5. LeNet-5's weighted 
layers are constructed using the idea of removing convolution 
layer blocks by utilizing shortcut connections. The 
"bottleneck" blocks, which are the fundamental construction 
blocks, follow two design principles: The same amount of 
filters are used to create the same output feature size. The 
convolution layers down-sample at a rate of two strides per 
layer. Batch normalization is carried out both before and after 
each convolution and before the rectified linear unit (ReLU) is 
activated. 

An identity shortcut is used when the input and output 
dimensions are identical. The projection shortcut utilising 1x1 
convolutions is used to match the dimensions when the 
dimensions are enhanced. The segment of the skin lesion 
region is transmitted to the classification and RPN networks 
from the last convolutional layer. In the LeNet-5 segmentation 
network, only the 49 convolutional layers are utilized; fully 
connected and average pooling layers are not. Because only 
the segmentation network, not the final classification is 
required by the RPN and classification network. 

These region proposals are used by the final segmentation 
network to classify objects. In the RPN, anchor boxes with 
various scales and aspect ratios are first formed across each 
pixel of the feature map. Usually, nine anchor boxes with 
aspect ratios of 1:1, 1:2, and 2:1 and scales of 128, 256, and 
512 are used. RPN forecasts the likelihood that a backdrop or 
item will appear in an anchor box. The necessary object 
proposals are forwarded to the following stage as a list of 
filtered anchor boxes. To convert the final anticipated region 
proposals from the anchor boxes, apply Eq. (12) and (13). 
Equation illustrates the scale-invariant translation between the 
center coordinates (12). The height and width are translated 
into log space using equation (13). 

𝑉𝑥 =
𝑥𝑝−𝑥𝑎

𝑤𝑎
, 𝑉𝑦 =

𝑦𝑝−𝑦𝑎

ℎ𝑎
           (12) 

𝑉𝑤 = log (
𝑤𝑝

𝑤𝑎
) , 𝑉ℎ = log (

ℎ𝑝

ℎ𝑎
)          (13) 
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TABLE I. LENET-5 SEGMENTATION NETWORK 

Layers Name of the Layers Input size Output size Pooled area Convolution kernel size Step size 

Input Input layer 32*32 28*28  5*5 1 

Layer1 Convolutional layers 6@28*28 6@14*14 2*2  2 

Layer 2 Pooled layers 6@14*14 16@10*10  5*5 1 

Layer 3 Convolutional layers 16@10*10 16@5*5 2*2  2 

Layer 4 Pooled layers 16@5*5 120@1*1  5*5 1 

Layer 5 Fully connected layer 1*120 1*84    

Layer 6 Fully connected layer 1*84 1*7    

Output Output layer 1*7     
 

Dermoscopic Original Image Segmented Skin Lesion A lesion with a Segmented Binary Form 

   

 
  

   

Fig. 3. Sample Segmentation Performance using the LeNet-5 Technique. 

Where the bounding box regression vectors are 

represented by xV yV wV , and hV , and coordinates for the 

height, width, and center in x and y are depicted by h, w, and 

x, y. Additionally, ax px  are the corresponding centers of the 

anchor and proposal box. The convolutional layers and fully 
connected layers of LeNet-5 technique are utilized in 
segmentation step to segment the melanoma issue part in 
dermoscopic images based on extracted features. The LeNet-5 
method segments the skin lesion area accurately. 

Some of the sample processes of segmentation of skin 
lesion performance are shown in above Fig. 3. It shows the 
segmented skin lesion area from dermoscopic images and also 
given the binary form of segmented skin lesion area using 
segmented technique LeNet-5. 

D. Classification of Benign and Malignant 

In the classification step, classify the segmented skin 
lesion into malignant or benign using the ANU-Net technique. 
It uses the skin lesion from segmented images for classifying 
whether the issue part is melanoma or not. Images with 
closely matched foreground and background colors are used 
with the ANU-Net technique. The ANU-Net technique is 
described below. 

Develop an integrated network called Attention U-Net++ 
for medical image classification. Using nested U-Net 
architecture, which takes it from DenseNet, a series of U-Nets 
with different depths are integrated. In contrast to U-Net, 
which used nested convolutional blocks and constructed dense 
skip links between the decoder and encoder at various levels, 
the nested Framework makes use of convolutional blocks that 
are layered within each other [20]. Every nested convolutional 
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block in layered U-Nets employs numerous convolution layers 
to gather semantic data. The concatenation layer can integrate 
semantic data from different levels since each layer in the 
block is connected via connections. The following are some 
benefits of the new nested design: 

• Layered architecture may avoid the time-consuming 
procedure of choosing deep and shallow features by 
assessing the value of features at various depths on its 
own. 

• Only an encoder must be trained because the feature 
extractor is shared by all of the U-Nets in a nested 
arrangement. 

• Since different decoder paths independently restore 
distinct layers of features, they can collect hierarchical 
decoded masks from a variety of levels in tiered 
architecture. 

1) Attention Gate (AG): Attention Gate employs the 

PASSR net's model and includes an effective AG into nested 

architecture. 

The AG feature selection Phase is described as follows: 

)]()[(1 gbgT
gWfbfT

f
WF +++= 

         (14) 

)(2 
 bFTW +=            (15) 

= foutput            (16) 

The effective function of the Attention Gate allows it to 
classify the task-related target region more effectively while 
suppressing the task-unrelated target region. In research, 
Attention Gate is used to enhance the capability of semantic 
data propagation across skip links in the creatively 
recommended network. 

2) Attention-based nested U-Net: The ANU-Net is a 

network that is integrated for classifying medical images and 

is based on the Attention mechanism and Nested U-Net 

architecture. In the ANU-Net, which utilizes nested U-Net as 

its main network architecture. Then, additional helpful 

hierarchical characteristics can be retrieved. The encoder 

sends the context data it has gathered to the appropriate layers' 

decoder via the wide skip connections. 

For each convolutional block, the decoder receives two 
equivalent image features when there are multiple dense skip 
connections: The preliminary feature maps are produced by 
earlier Attention Gates with residual connections at the same 
depth, while the final feature map is produced by a deeper 
block deconvolution procedure. The decoder reconstructs 
features starting at the bottom and adding up all received 
feature maps. 

The extracted feature map from ANU-Net may be 

expressed as follows: Let jiX , indicate the outcome of the 

convolutional block, while the feature depth is denoted as 𝑖 
and the convolution block’s sequence as j. 










=

=
 =

= −+

−

0j,         )](),Ag(X[

0j,                                                  ][

1j
0k 1,1ki,

,1
,

ji

ji
ji

XUp

X

X

   
(17) 

)( 1,1 −+ jiXUp and )Ag(X ki,  the attention gate and 

mean up-sampling selection accordingly,  =
=
1j
0k ki, )Ag(X

indicate that concatenate the outcome of the AG from node Xi, 
k=0 to Xi, k= j−1 in the 𝑖𝑡ℎ layer. 

After the concatenation operation, the decoder's 
convolution blocks will only employ the encoder's chosen 
same-scale feature maps rather than all of the feature maps 
that were acquired via dense skip connections. This layer's 
output from the j previous blocks acts as an input, while the 
second layer's up-sampling function of block X1 provides 
additional input. The network transfer of features gathered by 
the encoder is one of two significant ANU-Net innovations. 
Furthermore, Attention Gate is used in the decoder path 
between layered blocks that are recovered at different layers 
and can be connected with a specific choice. As a result, 
ANU-Net accuracy ought to be raised. The proposed 
classification technique works well and classify the 
dermoscopic image as malignant or benign. The ANU-Net 
techniques improved the time complicity of classification and 
given better classification accuracy. 

IV. RESULTS AND DISCUSSION 

This section's compares the approach to “state-of-the-art” 
techniques by categorizing melanoma using the dataset's 
analysis and technique for extracting features from skin 
lesions. Given are the assessment findings based on 
experimental data in the following subsections to evaluate 
methodology. 

A. Dataset Description 

There are 33,126 dermoscopic images of benign and 
malignant skin lesions in the ISIC-2020 dataset, with a high 
percentage of benign lesions. Only 584 of the 33,126 skin 
lesion images were classified as malignant melanoma. The 
primary factor that led to the selection of this dataset above 
others was the fact that the skin lesions are discernible and are 
not masked by any artifacts. Furthermore, the skin lesions' 
micro-features are distinct and easy to see. The efficiency of 
feature extraction is improved by this. The dataset sample 
images are seen in Fig. 4. 
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Fig. 4. Shows Various Images of Skin Lesions in the Dataset. 

 

Original Picture After-Hair Removal Image After Noise Removal Image Segmented Images Classification of 

Melanoma 

    

Melanoma Affected 

    

Non-Melanoma 

    

Melanoma Affected 

    

Melanoma Affected 

(a) (b) (c) (d) (e) 

Fig. 5. The Experimental Outputs: (a) Original Image, (b) After Hair Removal Image, (c) After Noise Removal Image, (d) Segmented Images, (e) Classification 

of Melanoma. 
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B. Quantitative Metrics 

The performance of the proposed method for classifying 
the skin lesion into malignant or benign is to give a better 
result. Here, first, are given an input dermoscopic image from 
ISIC 2020 dataset. For a better segmentation process, remove 
the hair from input dermoscopic images and then the noise 
from this input image in pre-processing step. Segment the skin 
lesion portion from the dermoscopic image using LeNet-5 
technique. It determines the skin lesion's malignant 
(melanoma) or benign (benign) status using this segmented 
image (non-melanoma) utilizing the classification technique 
ANU-Net. The experiment performed well and produced 
superior results. The findings of the experiment are displayed 
in Fig. 5. 

C. Evaluation Metrics 

In terms of performance measures, looked at the proposed 
method's Accuracy (A), Precision (P), F1-score (F), and 
Recall (R). These metrics indicate: 

Accuracy 

The percentage of samples that were correctly identified 
relative to all samples is known as accuracy. In general, a 
classifier performs better the higher accuracy. Eq. (18) 
illustrates the meaning of accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
           (18) 

Sensitivity 

Sensitivity, also known as recall, measures how well a 
classifier can identify positive samples by representing the 
percentage of all positive samples that are predicted. Eq. (19) 
defines sensitivity. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
           (19) 

Specificity 

Specificity measures the classifier's capacity to identify 
negative samples by representing the percentage of all 
negative samples that are successfully classified. Eq. (20) 
illustrates the definition of specificity. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
           (20) 

Precision 

Precision is defined as the ratio of precisely anticipated 
positive occurrences to all anticipated positive observations. 
Precision is the capacity to do the following things: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
           (21) 

D.  Performance Evaluation 

In experimental performance, the proposed technique has 
the highest classification accuracy compared with other 
existing techniques. Table II shows the results for DenseNet-
121, ResNet-50, Inceptionv3, and the proposed ANU-Net on 
the ISIC 2020 dataset in terms of accuracy, specificity, 
sensitivity, and Precision. Based on the results, the proposed 
methodology has higher classification accuracy values than 

other existing approaches. It is consistent with the 
experimental findings for the melanoma classification into two 
types, malignant and benign. By using the proposed ANU-Net 
classification technique, the time complexity is reduced, 
effective training is performed, and the overall performance of 
the classification is improved compared with other existing 
techniques. 

Here, for comparison three other existing methods are 
chosen to compare with the proposed technique. Compared 
with other techniques, the proposed methodology gives high 
accuracy values for classification. In Table II, the 
classification accuracy achieved 98.78% utilizing the 
proposed methodology ANU-Net technique compared with 
other techniques DenseNet-121 has 93.65%, ResNet-50 has 
96.96%, and Inceptionsv3 has 97.17%. The proposed 
methodology provide effective outcomes and the classification 
accuracy is higher than others. Additionally, when compared 
to other existing methodologies, DenseNet-121 has the lowest 
accuracy rate at 93.65%. This accuracy comparison model is 
shown in Fig. 6. 

In Table II, the sensitivity metric achieved 98.39% using 
the proposed method ANU-Net technique compared with 
other techniques DenseNet-121 has 95.83%, ResNet-50 has 
96.53%, and Inceptionsv3 has 96.32%. This sensitivity 
comparison model is shown in Fig. 7. 

TABLE II. THE PERFORMANCE OF CLASSIFICATION TECHNIQUE 

Models Accuracy Sensitivity Specificity Precision 

DenseNet-121 93.65 95.83 93.48 96.13  

ResNet-50 96.96 96.53 96.53 95.32 

Inceptionv3 97.17 96.32 96.46 97.74 

Proposed 

(ANU-Net) 
98.78 98.39 97.98 98.12 

 

Fig. 6. Analysis of Accuracy based on different Techniques. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

937 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 7. Analysis of Sensitivity based on different Techniques. 

The specificity metric achieved 97.98% using the proposed 
method ANU-Net technique compared with other techniques 
DenseNet-121 has 93.48%, ResNet-50 has 96.53%, and 
Inceptionsv3 has 96.46%. This sensitivity comparison model 
is shown in Fig. 8. 

The precision metric achieved 98.12% using the proposed 
method ANU-Net technique compared with other techniques 
DenseNet-121 has 96.13%, ResNet-50 has 95.32%, and 
Inceptionsv3 has 97.74%. This sensitivity comparison model 
is shown in Fig. 9. 

 

Fig. 8. Analysis of Specificity based on different Techniques. 

 

Fig. 9. Analysis of Precision based on different Techniques. 

The analysis made by the different classification 
techniques is illustrated in the above figures. Compared with 
InceptionV3, ResNet-50, and DenseNet-121, the sensitivity 
value of ANU-Net is high and accurate the values are very 
clear and deep as shown in Fig. 7. And the same time also 
gives a better specificity percentage compared with other 
techniques as shown in Fig. 8. And also Fig. 9 shows the 
recall comparison of the ANU-Net technique. 

 

Fig. 10. Confusion Matrix of ANU-Net for Classification. 

The confusion matrix is the most common tool for 
evaluating classification errors. Developed the confusion 
matrix for the ANU-Net proposed model based on the 
confusion matrix explanations offered. The graphic illustrates 
that the ANU-Net model can correctly categorize the two 
melanoma states (Malignant and Benign), with melanoma 
having a high ratio to malignant images and melanoma having 
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the lowest ratio to benign images. This indicates the 
classification of the two statuses has been completed 
appropriately. Fig. 10 presents the retrieved confusion matrix 
for the classification cross-validation test. 

V. CONCLUSION AND FUTURE WORKS 

Melanoma is the worst type of cancer among skin cancers, 
and its prevalence is rising globally. Early detection is crucial 
since skin cancer can be treated with a straightforward 
excision. But the mole's outline or outer covering is uneven, 
largely asymmetrical, and appears gritty. It states that around 
half of the moles present do not match the other half of the 
moles. To overcome all of this issues, proposed an effective 
methodology in this work. In this paper, the proposed system 
for melanoma classification involves four steps: Initially, pre-
processing, removing hair from the dermoscopic images using 
a Laplacian-based algorithm, and then removing noise from 
the images using a Median filter. In addition, feature 
extraction from pre-processed images. Using the principal 
component analysis approach for extracting the characteristics 
like texture, shape, and color. These features for help to 
segment the skin lesion accurately from dermoscopic images. 
Furthermore, the segmentation process for identifying the 
lesion area and segmenting skin lesion using the LeNet-5 
technique, and then, classification; categorizing lesion as 
benign (non-melanoma) and malignant (melanoma) using the 
ANU-Net method from the segmented skin lesion. It is 
classified into benign and malignant. The proposed technique 
solve these challenges in melanoma classification and given 
higher classification accuracy compared to other existing 
approaches. Therefore, based on the experimental findings, the 
ANU-Net method's accuracy for the ISIC2020 dataset is 
98.78%. Since the ANU-Net model has the maximum level of 
accuracy, it can be effectively employed as a classifier to 
distinguish between malignant and benign skin lesions. It was 
established that the proposed model's categorization output 
was more accurate than that of the approaches under 
comparison. In the future, will work on new optimization 
techniques for better classification accuracy. 
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Abstract—Method for determination of tealeaf plucking date 

with cumulative air temperature and Photosynthetically Active 

Radiation: PAR which is provided by the remote sensing satellites: 

Terra/MODIS and Aqua/MODIS is proposed. Also, a 

confirmation of thermal environment at the intensive study tea 

farm areas with Landsat-9 TIR (Thermal Infrared) image is 

conducted. Through a regressive analysis between the harvested 

tealeaf quality and the cumulative air temperature and PAR at the 

intensive study areas, it is found that there is a highly reliable 

relation between both. Also, an importance of air temperature 

environment at the sites is confirmed with Landsat-9 TIR image. 

Keywords—Plucking date; elapsed days after sprouting; 

cumulative air temperature; Landsat-9 TIR; theanine; regressive 

analysis 

I. INTRODUCTION 

It is obvious that nitrogen rich tealeaves taste good while 
fiber rich tealeaves taste bad. Theanine: 2-Amino-4-(ethyl 
carbamoyl) butyric acid that is highly correlated to nitrogen 
contents in new tealeaves are changed to catechin [1],[2],[3] 
due to sun light. In accordance with sunlight, new tealeaves 
growth up so that there is a most appropriate time for harvest to 
maximize harvest amount and taste of new tealeaves 
simultaneously. On the other hand, fiber content indicates the 
age of the tealeaf in concern. Fiber content is getting large in 
accordance with the age and old tealeaf is getting harder. 
Therefore, young tealeaf is much tasty rather than the old taleaf. 

Depending on the elapsed days after sprouting, tealeaf 
quality (theanine content) is decreased. On the other hand, 
tealeaf yield is increased with increasing of the days after 
sprouting. Therefore, there is most appropriate plucking date 
and is very important. Usually, it is determined by the 
Normalized Difference Vegetation Index: NDVI derived from 
handheld NDVI cameras, drone mounted NDVI cameras, and 
visible to Near Infrared: NIR radiometer onboard satellites 
because NIR reflection and NDVI depend on tealeaf quality and 
yield. It, however, does not work so well in terms of poor 
regression accuracy (r2 value: determination coefficient) and 
there is a species dependency. Moreover, it takes time 
consumable works for finding appropriate tealeaves for 
determination from the acquired camera images [4]. 

Although the previous method for determination of most 
appropriate plucking date using the elapsed days after sprouting 
is effective in some extent, reliability of the method is not good 

enough. The method proposed here for determination of most 
appropriate plucking date is using the cumulative air 
temperature together with Photosynthetically Active Radiation: 
PAR derived from Terra and Aqua satellites at the tea farm 
areas. PAR represents much more directly connected with the 
tealeaf quality (theanine content) than the other factors, air 
temperature, sunshine duration time a day. This approach is 
totally new and is expected to improve reliability of the method. 
Experiments with the proposed method are conducted and 
confirmed its reliability with the thermal environment at the 
areas with Landsat-9 TIR image (thermal environment). 
Plucking date determination with PAR and cumulative air 
temperature is the first attempt, brand new approach. 

In the following section, the research background is 
described followed by the proposed method. Then, the 
experimental method together with experimental results are 
described. After that, concluding remarks and some discussions 
are also described. 

II. RELATED RESEARCH WORKS 

There are some related research works to the determination 
of the most appropriate plucking date determination for 
harvesting the best quality of tealeaves, theanine content rich 
tealeaves. This section describes such those research works 
from a methodology point of view. 

A method for estimation of grow index of tealeaves based 
on Bi-directional Reflectance Distribution Function: BRDF 
measurements with ground-based network cameras is proposed 
[5]. Wireless sensor network for tea estate monitoring in 
complementally usage with Earth observation satellite imagery 
data based on Geographic Information System: GIS is also 
proposed and validated through a plenty of experiments [6]. A 
method for estimation of total nitrogen and fiber contents in 
tealeaves with ground-based network cameras is, on the other 
hand, proposed [7]. 

Monte Carlo Ray Tracing: MCRT simulation for BRDF and 
grow index of tealeaves estimation is conducted with the 
ground truth data [8] together with fractal model-based tea tree 
and tealeaves model for estimation of well opened tealeaf ratio 
which is useful to determine tealeaf harvesting timing of 
plucking date [9]. Grow index can be measured with green 
meter of instruments. Using this, growing processes are 
monitored. 
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Meanwhile, a method for tealeaves quality, theanine content 
estimation through measurements of degree of polarization, 
Leaf Area Index: LAI, photosynthesis available radiance (PAR) 
and normalized difference vegetation index (NDVI) for 
characterization of tealeaves is proposed [10]. On the other 
hand, optimum band, and band combinations for retrieving total 
nitrogen, which is closely related to the theanine content, water, 
fiber, etc. in tealeaves through remote sensing based on 
regressive analysis is discussed [11]. 

Appropriate tealeaf harvest timing (plucking date) 
determination based on NIR images of tealeaves is attempted 
[12] together with appropriate harvest timing determination 
referring fiber content in tealeaves derived from ground based 
NIR camera images [13]. 

Method for vigor diagnosis of tea trees based on nitrogen 
content in tealeaves relating to NDVI is proposed [14]. In the 
meantime, cadastral and tea production management system 
with wireless sensor network, GIS, based system and IoT 
technology is created [15]. 

BRDF model for new tealeaves and tealeaves monitoring 
with network cameras is well reported [16] together with BRDF 
model for new tealeaves on old tealeaves and new tealeaves 
monitoring through BRDF measurement with web cameras 
[17]. 

Estimation method for total nitrogen and fiber contents in 
tealeaves as well as grow index of tealeaves and tea estate 
monitoring with network cameras is proposed [18]. Meanwhile, 
multi-layer observation for agricultural (tea and rice) field 
monitoring is overviewed [19]. Furthermore, Tealeaf plucking 
workloads and environmental studies is conducted [20]. 

III. RESEARCH BACKGROUND 

Accelerating market-in product creation is desired so that 
strengthening production area power to win the competition 
between production areas. Also, special crop is focused. 
Meantime, further expansion of strategic items is required 
together with enhancement of safe and secure product supply 
system and promotion of environment-friendly agriculture, 
forestry, and fisheries. Further acceleration of structural reform 
for realization of smart agriculture, forestry, and fisheries. Also, 
labor saving and efficiency improvement of work. 

With the conversion of tea gardens to adultery, the 
development of base tea factories is underway, and it is 
important to secure a stable supply of actual demand and 
profitability commensurate with investment. 

The management scale of the contracted tea plantation 
exceeds 40 ha per corporation, and it is an issue to achieve both 
work efficiency and proper management at the production site. 

Therefore, it is important to establish management 
technology for the second tea season, when working conditions 
are strict, and improve quality. The following items are, 
therefore, major concern, 

1) Clarification of criteria for determining the appropriate 

time for plucking. 

2) Development of technology for extending the optimum 

plucking period. 

3) Introduction of physical control technology. 

For that, it is developed a diagnostic imaging technology 
that is supposed to be installed in a field management system 
and improve labor productivity through advanced use of the 
system. Development of ichiban-cha1 (first plucking tealeaves 
of a year) sprouting day specific technology by image diagnosis 
is needed which results in the following steps are needed. 

Sprouting date identification → Growth diagnosis → 

Optimal plucking time → Appropriate prediction management 

After sprouting (after plucking), the growth of each tea 
season is diagnosed from the accumulated temperature. Thus, 
the following items are getting much important, 

1) The first tea sprouting day is the reference date for the 

start of tea growth. 

2) In the annual management system until winter 

dormancy. 

3) An important element of growth diagnosis. 

In the past, experienced people made judgments based on 
their own perspective. 

To realize the following economic effects by introducing 
new technology for tea producers, profit improvement by 
quality improvement for second plucking tealeaves in 
particular, improvement of labor productivity is needed. 

IV. PROPOSED METHOD 

Although the previous method for determination of most 
appropriate plucking date using the elapsed days after sprouting 
is effective in some extent, accuracy and reliability of the 
method are not good enough. Another attempt for 
determination of most appropriate plucking date using the 
cumulative air temperature which is obtained from the 
meteorological agency in Japan and PAR derived from Terra 
and Aqua satellite at the tea farm areas is proposed here together 
with a confirmation of its validity with the thermal environment 
at the areas with Landsat-9 TIR image. Plucking date 
determination with PAR is the first attempt, brand new 
approach together with the cumulative air temperature. 

A component with a wavelength of 400 to 700 nm (effective 
photosynthesis wavelength range) used for photosynthesis of 
green leafy plants. Normally, the light that passes through 
clouds and the atmosphere from the sun and reaches the surface 
of the earth has a wavelength range of 300 to 4,000 nm, of 
which the energy ratio of the wavelength range of 
photosynthetically active radiation is about 45%. Some of the 
light that hits the leaves is not absorbed but is reflected on or 
inside the leaves or passes through the leaves. Since the 
photosynthetic pigment absorbs the red and blue wavelength 
regions of the photosynthetically active radiation well, the 
reflected light contains a large amount of the green wavelength 
region. That is why the leaves look green. Photosynthetically 
active radiation is measured in units of energy (W/m2) or 
mol/m2/s as the photosynthetic effective wavelength region 
photosynthetic flux density (photosynthetic effective photon 
flux density). In tea cultivation, around 88 nights, counting 
from the beginning of spring, is the time to pick the shoots that 
contain plenty of nutrients stored during the winter. The climate 

1Tea is called “Cha” in Japanese. 
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differs depending on the production area, so there are various 
times when new tea is picked. In warm Kagoshima, early April, 
in Shizuoka, mid-April, and in Kyoto, etc., new tea picking 
often starts from late April to early May. Therefore, plucking 
date determination using cumulative days after Lichen: the first 
day of spring is meaningful but not so accurate. Meanwhile, 
PAR is directly present a required light energy from the sun. 
Therefore, it is expected that much accurate plucking date 
determination can be done with PAR rather than cumulative 
date from the Lichen. 

In order to investigate a relation between nitrogen content 
in the harvested tealeaf and cumulative air temperature, 
regressive analysis is conducted together with a relation 
between NDF: fiber content in the harvested tealeaf. 
Cumulative air temperature can be gathered from the 
meteorological agency of Japan. Also, Landsat-9 TIR image 
can be gotten through EO browser site provided by European 
Space Agency: ESA2. On the other hand, PAR data can be 
downloaded from the NASA Earth Data Search site3. It is 
MODIS/Terra and MODIS/Aqua Photosynthetically Active 
Radiation Daily/3-Hour L3 Global 5km SIN Grid V006 data. 

V. EXPERIMENT 

A. Intensive Study Area 

The intensive study area is situated at Oita Prefectural 
Agriculture, Forestry and Fisheries Research Center, Bungo 
Ohno in Oita Prefecture, Japan 32.99 N, 131.59 E). The 
institute is established by Oita prefectural local government for 
promoting agriculture, forestry and fisheries as well as training 
and guidance of farmers and fishermen. Fig. 1 shows the 
location of the intensive study area. There is experimental tea 
farming area in which several species of tea trees (Okumidori, 
Fushun, Sayama-Kaori, Meiryoku, and Yabukita) are planted. 

The tea tree ``Okumidori'', which is the basis of sencha, is a 
breed made by crossing ``Yabukita'', ``Yabukita'' and 
``Shizuoka Zairai No. 16'', and it reaches its season after 
``Yabukita''. It is characterized by its mild taste and low 
bitterness. It is also attracting attention as tencha (a raw material 
for tencha and matcha) and gyokuro. Okumidori tea tree has a 
large number of buds, so you can expect a large yield. 

In ̀ `Fushun'', which has a slightly upright tree, if the spacing 
between plants is 60 cm and the row spacing is changed from 
the customary 50 cm to 25 or 60 cm, the annual yield of fresh 
leaves will decrease. In the case of Fushun, when the row 
spacing is 50 cm, the annual fresh leaf yield decreases when the 
plant spacing is increased from the conventional 60 cm to 75 
cm and the planting density is reduced to 80% of the 
conventional planting density (1481 plants/10a). 

“Sayamakaori” is characterized by its strong aroma. The 

leaves are firmer and have a better shape than Yabukita tea. 
Because it contains a lot of catechins, which are tannins, the tea 
has a strong and astringent taste. 

The plucking period of ``Meiryoku'' is the same as or 
slightly earlier than that of ``Yabukita'', and the tree is vigorous 

and grows vigorously. Four or five years after planting, the total 
yield of first and second tea leaves is relatively high. The 
quality is the same as or slightly better than that of Yabukita. It 
is suitable because it is rather strong. 

One of the characteristics of "Yabukita" is its strong cold 
resistance. It is resistant to red wilt, blue wilt, and frost damage. 
It is also characterized by good rooting and is highly adaptable 
to various soils. Another strength in terms of growth is that the 
roots and shoots are uniform and grow quickly, making it easy 
to replant. For this reason, it is highly rated by farmers as an 
easy-to-grow variety. 

B. Estimation of Most Appropriate Plucking Date 

The most appropriate plucking date is defined as the date on 
when the nitrogen content in a harvested tealeaf is getting 
maximum and Neutral Detergent Fiber: NDF of fiber content in 
a harvested tealeaf is much lower. Nitrogen content is 
proportional to Theanine of Amino Acid which is highly 
correlated to the taste of tea. On the other hand, fiber content is 
negatively proportional to the age of tealeaf (obviously, young 
tealeaf is much better quality). 

If harvest day is delayed, then Theanine changes to catechin 
(taste not so good) and fiber content is getting large. Therefore, 
it is important to determine the most appropriate plucking date. 
Through a monitor the nitrogen content and fiber content, then 
the most appropriate plucking date can be determined. In the 
proposed method, cumulative air temperature after the 
sprouting is used. 

   
(a) Google Map (Test Site in Japan: Right, Detailed Location: Left). 

 
(b) Detailed Location of the Test Site for Five Species of Tealeaves. 

Fig. 1. Intensive Study Area of Bungo Ohno, Oita, Japan. 

2 https://apps.sentinel-hub.com/eo-browser/ 
3 https://search.earthdata.nasa.gov/search/granules?p=C1420474189-

LPDAAC_ECS&pg[0][v]=f&pg[0][gsk]=-start_date&q=C1420474189-

LPDAAC_ECS&sb[0]=130.85156%2C32.56312%2C131.48438%2C33.1962
4&tl=1652665964!3!!&lat=30.758713867830966&long=105.046875&zoom=

3 
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(a) Relations between Total Nitrogen Content and the Days after the 

Sprouting. 

 
(b) Relations between NDF: Fiber Content and the Days after the Sprouting. 

 
(c) Relations between Total Nitrogen Content and the Cumulative Air 

Temperature at the Site. 

 
(d) Relations between Fiber Content and the Cumulative Air Temperature at 

the Site. 

Fig. 2. Relations between Total Nitrogen Content and NDF: Fiber Content 

and the Days after the Sprouting as well as the Cumulative Air Temperature. 

Fig.2 (a), (b) shows relations between (1) total nitrogen 
content and the days after the sprouting as well as (2) fiber 
content and the days after the sprouting. Fig.2 (c), (d) shows 
relations between (3) total nitrogen content and the cumulative 
air temperature as well as (4) fiber content and the cumulative 
air temperature at the fields. 

C. Relation among Cumulative Air Temperature, Solar 

Irradiance and PAR 

In these cases, cumulative air temperature and irradiance as 
well as PAR after the Vernal Equinox Day is shown in Fig. 3. 
In Fig. 3, PAR data is downloaded through the NASA Earth 
Data Search site. A screenshot of the site as searching the 
intensive study area is shown in Fig. 4. 

 

Fig. 3. Relation among Cumulative Air Temperature and Irradiance as Well 

as PAR after the Vernal Equinox Day. 

 

Fig. 4. NASA Earth Data Search Site. 

D. Confirmation of Uniformity of Air Temperature at the Sites 

It is found that the most appropriate plucking date can be 
determined with cumulative air temperature. The next thing it 
would be better to do is confirmation of uniformity of air 
temperature at the sites because the temperature environment in 
the sites is not uniform. In order to check the uniformity, 
Landsat-9 TIR image which is acquired on 19 April 2021 is 
used. Fig. 5 shows the intensive study site of tea farm areas and 
thermal infrared image which is taken by Landsat-9 satellite 
and, false color composite image which is acquired by Landsat-
9 satellite. 

Table I shows the specification of Landsat-9 of TIR-1 and 
2. Thermal environment can be evaluated with Landsat-9/TIR-
2 of band 11 data with 100 m of spatial resolution. As a result, 
it is found that the temperature environment in the sites is 
uniform enough with 232.88 (Mean) and 1.97 (Standard 
Deviation). 
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(a) Google Map of the Intensive Study Sites of Tea Farm Areas. 

 
(b) Landsat-9/L2: Brightness Temperature Image (Orange Rectangle Shows 

the Intensive Study Areas). 

 
(c) Close-up Scene of the Test Site. 

 
(d) False Color Composite Image of Landsat-9/L1. 

Fig. 5. Intensive Study Site of Tea Farm Areas and Thermal Infrared Image 

Which is Taken by Landsat-9 Satellite and, False Color Composite Image 

Which is Acquired by Landsat-9 Satellite which is Acquired on 19 April 
2021. 

TABLE I. SPECIFICATION OF LANDSAT-9 OF TIR-1 AND 2 

Band No. Thermal No. Wavelength Region Spatial Resolution 

Band 10 TIR 1 10.60–11.19 100m 

Band 11 TIR 2 11.50–12.51 100m 

VI. CONCLUSION 

A method for estimation of most appropriate tealeaf 
plucking date is proposed. The method uses cumulative air 
temperature, Photosynthetically Active Radiation: PAR, and 
thermal environment. These are gathered from the remote 
sensing satellite data. Through a regressive analysis between 
the harvested tealeaf quality and the cumulative air temperature 
at the intensive study areas, it is found that there is a highly 
reliable relation between both. Thus, the tealeaves quality of 
theanine content can be monitored and also the plucking date 
can be determined maximizing the theanine content in 
tealeaves. 

VII. FUTURE RESEARCH WORKS 

Next thing it would be better to do is estimation of most 
appropriate harvest date with deep learning which can be 
applied to these estimations. 
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Abstract—Access to health remains a real problem in Africa 

especially for the follow up of patients with chronic diseases. 

Many cases of heart attack deaths are still recorded before 

victims can access treatment. This is due to several factors, 

namely the insufficient number of cardiologists, the 

inaccessibility of hospitals with adequate infrastructure, the 

carelessness and ignorance of people about their health. In 

response to these limitations, internet of Things, thanks to its 

remarkable technological contribution, allow to follow from afar 

and easily patient’s condition. In this paper, we offer a 

ubiquitous surveillance solution distance from patients with 

cardiovascular disease in order to minimize or eliminate the risk 

of heart attacks. The proposed solution is based on a micro- 

service architecture and consists of two essential parts that are 

data acquisition and data transfer. It will allow the patient to 

access their physical data and submit them in real time to the 

doctor through a dedicated medical application. The doctor will 

then be able to analyse the data obtained and return a 

prescription to the patient in case of abnormality .We used the 

microcontroller Arduino esp8066, the heart Rate Monitor 

AD8232 ECG (electrocardiogram) to measure the electrical 

activity of the heart that can be traced as an ECG, a pulse-eater, 

a photoresistor LDR and an potentiometer to regulate and 

modify the current flow in the circuit. We also used add-in PLX-

DAQ for data acquisition and Jira software for data transfer to 

the doctor. Our solution is inexpensive and allows people not yet 

suffering from cardiovascular disease to prevent it. 

Keywords—Cardiovascular diseases; microcontroller arduino; 

esp8086; AD8232; Plx-DAQ; IoT; ECG 

I. INTRODUCTION 

According to the World Health Organization, 
cardiovascular diseases are a group of troubles affecting the 
heart and blood vessels, with the most common being heart 
attacks and strokes. These diseases are and expected to remain 
the leading cause of death with a mortality rate of 31% 
worldwide [1] [2]. By 2030, almost 23.3 million people will 
die from cardiovascular disease (mainly heart disease and 
cerebrovascular accident) [3]. 

The cardiovascular morbidity and mortality burden is 
increasing worldwide, reaching even younger subjects in both 
developing and developed countries. The work of Kantako et 
al. reveals that, on a sample of 666 hospitalized patients, 301 

were suffering from cardiovascular diseases. Considering 
Table I below, these authors show that cardiovascular diseases 
can reach subjects as soon as 15 years old [4]. 

The Kantako et al. studies proposed Table II, to show that 
cardiac insufficiency was the most frequent reason for 
hospitalization with 41.9% of cardiovascular diseases. 

To prevent most cardiovascular diseases, behavioral risk 
factors such as smoking, unhealthy diet, obesity, physical 
inactivity, alcoholism and many others must be strategically 
addressed. Lifestyle change and physical effort would be one 
of the World Health Organization's recommendations for the 
prevention of cardiovascular disease [1]. Unfortunately, the 
precarious living conditions of populations in developing 
countries do not allow for easy prevention of cardiovascular 
diseases. Studies have shown that the symptoms of a heart 
attack, even a severe one, do not appear until two hours after 
the event. Hence the need to monitor cardiac activity and 
therefore to have an appropriate and low-cost sensor solution 
to prevent cardiovascular disease. 

Usually, people with cardiovascular disease live at home 
and go to the doctor when they feel sick. This is because the 
disease manifests itself when it is at a very advanced stage, 
and the damage is irreversible. Most of these patients die 
before receiving any treatment [5]. It becomes urgent to adapt 
to the current sociological changes, incorporating the digital 
revolution that improves the way patients interact with health 
institutions [6]. Patients of all ages will be able to be 
monitored without the need to travel. 

TABLE I. DISTRIBUTION OF CARDIOVASCULAR MORTALITY BY AGE 

GROUP [4] 

Age Range 
Numbers 

Number Specific mortality 
Deaths Percentage 

[15 – 29] 3 17.65 38 7.89% 

[30 – 44] 4 23.52 54 7.40% 

[45 – 59] 3 17.65 87 3.44% 

[60 – 74] 4 23.52 83 4.76% 

75 et plus] 3 15.65 39 7.69% 

Total 17 100 301 31.18% 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

946 | P a g e  

www.ijacsa.thesai.org 

TABLE II. REPARTITION OF PATIENTS WITH RISK FACTORS [4] 

Reason of hospitalization Numbers Percentage 

Hypertensive flare-up 96 31.9 

Chest Pain 6 2.0 

Heart insufficiency 126 41.9 

Rhythm trouble 13 4.3 

Stroke 58 19.3 

Other 2 0.7 

Total 301 100.0 

Using Internet of Things technologies, the physical 
condition of patients can be monitored in a customary way and 
in real time wherever they are. The acquired data can be sent 
to remote doctors at low cost [7] [8]. These technologies can 
also be used to prevent these diseases. 

The aim of this paper is to propose a solution that will 
allow subjects from 15 years old, to be followed by a doctor at 
a distance if they already have a cardiovascular disease, or to 
follow their physiological parameters to prevent any 
cardiovascular pathology. 

In this work, the technologies of the Internet of Things are 
used to realize a solution dedicated to the recovery of certain 
physiological parameters of the person, in particular the heart 
rate and the number of pulsations. The data collected via a 
data acquisition software will be transmitted to the doctor via 
a dedicated platform. 

The rest of this paper will proceed as follows. Related 
work will be discussed in Section II and Section III will 
illustrate the system under three aspects namely: the 
architecture of the proposed system, data acquisition, data 
transmission. In Section IV we will present the results and a 
discussion with a presentation of a prototype of the proposed 
system. Section V presents the conclusions and perspectives. 

II. RELATED WORK 

All related work on smart health systems integrating the 
internet of Things unanimously demonstrate the efficiency and 
time savings in patient care. The internet of Things has 
become an important technology for health monitoring 
systems. In professional medical centers, ECG data collection 
is done using twelve electrodes due to their good performance 
in short-term calibration.  Unfortunately, these devices are not 
laptops and patients are often forced to visit medical centers 
for regular checks-up. Which could be tedious and very 
expensive for patients [9]. 

Tamana Shawn et al. designed a system to frequently 
monitor the electrocardiogram signal collected from the 
patient’s body using the wearable sensors and the data is 
stored in the database of data that can be viewed by authorized 
personnel [7]. This solution has been implemented so that 
seniors can receive accurate care without having to make 
frequent trips to hospitals. When a malformation is detected, 
an automatic email is sent to users and doctors to analyse the 
critical condition of patients and provide emergency health 
assistance. 

Hasan et al. proposed an ECG monitoring system that 
consists of an AD8382 ECG sensor to read patient data, an 
Arduino Uno, an ESP8266 Wi-Fi module, and the Blynk IoT 
app. The proposed ECG allows the physician to monitor the 
patient remotely via the Blynk IoT app installed on the 
patient's smartphone. The monitoring process can be 
performed anytime and anywhere without the need to 
physically come to the hospital [10]. 

Deli and AL. proposed a platform for disease prediction 
cardiovascular. This platform uses an IRI compatible ECG 
telemetry system that acquires the signal ECG, processes it 
and alerts the doctor in case of emergency. Their contribution 
incorporates a monitoring system based on lot for ECG signal 
analysis. The statistical characteristics of the raw ECG signal 
are calculated. They have analysed the ECG signal using the 
QRS detection algorithm of Pan lampkins to obtain the 
dynamic characteristics of the ECG signal to capture the 
characteristics of heart rate variability. The statistical 
characteristics and dynamics are then applied to the 
classification process to classify cardiac arrhythmias. This 
solution allows users to check their heart condition by 
acquiring the ECG signal, even when they are at home. The 
size of the system is reduced, and requires less maintenance 
and operational costs [11]. 

A wearable health monitoring system combined with the 
Internet of Things (IoT) is a promising alternative to 
conventional health systems according to author Wu and 
colleagues. They proposed a small, flexible, and wearable 
real-time electrocardiograph (ECG) monitoring system 
embedded on a T-shirt. This system uses a biopotential 
analogy front-end chip (AFE), AD8232, to collect ECG data 
from subjects. The collected ECG data is transmitted via 
Bluetooth low energy (BLE) to an end device for real-time 
display. Their solution incorporates a PC graphical user 
interface (GUI) and smartphone application designed for real-
time viewing. The power consumption of the proposed 
portable ECG monitoring system can be as low as 5.2 mW. 
Their portable system is Powered by a 240 mAh rechargeable 
battery and can operate for over 110 hours continuously. To 
extend the battery life, a flexible solar energy sensor is also 
integrated into this system [12]. 

Mishra et al. proposed and implemented a smart healthcare 
application using an IoT system. They used an AD8232 heart 
rate sensor interfaced with Arduino UNO and connected to the 
Cloud. Their system uses an ESP8266 wireless LAN module 
for data transfer [13]. 

Xu has proposed an Internet of Things-assisted 
electrocardiogram (ECG) monitoring framework with secure 
data transmission. The proposed solution aims to contribute to 
the continuous monitoring of cardiovascular health. The 
author analysed the ECG signal intensity for automatic 
classification. For the implementation of the solution, he used 
ECG sensors, Arduino microcontroller, Android phones, 
Bluetooth and a cloud server. The work also proposed 
Lightweight Secure IoT (LS-IoT) and Lightweight Access 
Control (LAC) for secure data transmission [14]. The authors 
do not specify the security levels of the cloud that stores the 
data collected by the proposed system. 
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Chao LI and al. monitor multiple parameters that may not 
be limited to single parameters physiological. These non-
physiological parameters are considered because they provide 
information contextual services. This can facilitate remote 
analysis or support for contextual services. Their solution 
involves a ubiquitous system that can send patients’ physical 
signs to remote medical applications in real time. Compared to 
single parameter monitoring systems, multi-parameter systems 
can provide more accurate and richer information to remote 
experts [5]. The solution proposed by Chao does not provide 
follow-up for subjects already suffering from cardiovascular 
disease. The doctor cannot plan the follow-up with the 
patients. 

The work presented in this literature review, although very 
interesting and edifying, has some limitations. Some authors 
have worked on heart activity monitoring using the Internet of 
Things. For this purpose, they used in most cases the unique 
AD8232 sensor for heart rate monitoring and the Arduino 
microcontroller. These solutions allow patients to be followed 
by their respective doctors in real time via a dedicated 
platform. Other work has focused on multi-parameter 
monitoring systems. The results of these approaches offered 
more accuracy and help to make the best decisions on the 
condition of the subjects. On the other hand, the proposed 
works do not specify the level of security of the cloud in 
which the data acquired via sensors are stored. The proposed 
solutions are dedicated either to subjects in senior age or 
suffering from a cardiovascular disease. 

The literature also reveals that cardiovascular diseases 
affect a layer of young people from the age of 15 years and 
that the mortality rate is higher for the age intervals of [15-29], 
[30-44] and [75-plus] See Table I of this paper. The mortality 
rate from cardiovascular disease is expected to increase by 
2030 according to the WHO. This paper proposes a real-time 
monitoring (multi-parameter) and management system for 
patients of all ages with cardiovascular disease. In order to 
prevent the explosion of the mortality rate due to 
cardiovascular diseases, the proposed monitoring system will 
also allow people not yet affected by cardiovascular disease to 
monitor their activity and participate in the reduction of the 
mortality rate of cardiovascular diseases. The proposed 
monitoring system is designed at very low cost and the 
acquired data is stored on a platform based on the plans made 
by the physician. 

III. INTERNET OF THINGS (IOT) BASED HEART ACTIVITY 

MONITORING SYSTEM ARCHITECTURE 

Detecting a heart attack encompasses several purposes. It 
is above all a question of making an appropriate diagnosis, so 
that the patient who suffers a heart attack receives treatment as 
soon as possible. The monitoring of cardiac activity from the 
ECG module makes it possible to prevent a heart attack, but 
also to guide subjects to improve their lifestyle to safeguard 
their health. To monitor the patient's cardiac activity, our 
solution uses heart rate sensors and the pulse sensor. 

A. Proposed System Architecture 

Our architecture (Fig. 1) includes two essential phases, 
which are data acquisition, and data transfer. This architecture 

is designed on the general model of IoT applications 
composed of the detection layer, the transport layer and the 
application layer. Fig. 1 shows the architecture of the Internet 
of Things-based remote heart activity monitoring system for 
heart disease patients. 

 

Fig. 1. System Architecture. 

1) Components of the architecture: The proposed 

architecture is composed of sensors (AD8232 module, pulse 

sensor, potentiometer, LDR photoresistor), an Arduino board, 

PLX-DAQ, the ECG signal display screen and the Jira 

platform. 

a) AD8232 ECG sensor: The AD8232 ECG module 

shown in Fig. 2 separates nine connections from the IC 

commonly referred to as "pins" to connect wires or header 

pins. It is used to determine the heart rate (heart rate or HR). 

 

Fig. 2. AD8232 ECG. 

As shown in Fig. 3, we have connected five of the nine 
pins of the ECG module to the Arduino Uno microcontroller. 
The five pins are labeled GND, 3.3v, OUTPUT, LO- and 
LO+. This connection collects signals from the human body 
which can be displayed on the screen as an ECG signal via the 
Arduino IDE. 

 

Fig. 3. Connected the Pins of the ECG Module to the Arduino. 
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b) Electrocardiography ECG: Electrocardiography 

(ECG) is the analysis of the electrical activity of the heart over 

a period. It is used to determine the heart rate, the regularity of 

the heartbeats, the size and position of the cavities, the 

existence of a possible heart attack. 

 

Fig. 4. ECG Signal. 

The normal ECG signal is shown in Fig. 4. The ECG 
signal contains five characteristic peaks and valleys called P, 
Q, R, S, and T. The intervals of the ECG signal are the PR 
interval, the QT interval, and the QRS [15]. Fig. 4 illustrates a 
normal ECG signal 

c) Pulse sensor: It is connected directly on the Arduino 

board using the Signal VCC and GND pins. The operating 

voltage of this sensor is +5V or +3.3V. Once the sensor is 

connected to the Arduino board, the code entered in the 

Arduino IDE and uploaded back to the board will activate the 

pulse sensor. 

 

Fig. 5. Prototype Connection of the Pulse Sensor. 

Fig. 5 shows a prototype connection of the pulse sensor that we 
have made. 

d) Arduino Uno: The Arduino Uno in Fig. 6 is a board 

based on the 16 MHz ATmega328P microchip. It has 14 

digital I/O pins, six analog pins, and an ICSP In-Circuit Serial 

Programming header. It can supply up to 5 V to the 

components that connect to it. The Arduino Uno board is 

relatively large and has the disadvantage of using a USB 

connector to interface with computers [16]. 

2) Functioning of the architecture: When the patient 

connects to the AD8232 ECG sensor and pulse sensor, the 

signals are picked up by the Arduino board and displayed on 

the screen as a curve. Thanks to the PLX-DA software, a 

macro that only runs on Excel, the data is retrieved and stored 

on an Excel sheet. The patient can then save them and transfer 

them to the doctor via the Jira platform. The doctor receives 

the results, analyzes and provides feedback on the results to 

the patient. The patient sends his results according to the 

planning made by the doctor in the Jira platform. 

 

Fig. 6. Arduino Uno. 

B. Data Acquisition with PLX-DAQ 

The data acquisition part is mainly composed of sensors 
worn by the patients or connected to them, as shown by the 
architecture of the proposed system illustrated in Fig. 1. These 
sensors will collect the signals and transmit them to the 
microcontroller. The parameters to be monitored in this 
solution are the heart rate and the pulsation. 

Data management plans typically include sections on data 
collection, data storage and backup, data security, data 
retention, data sharing and reuse [17]. It is in the sense that we 
used the add in PLX-DAQ confer Fig. 7, for Microsoft Excel 
in order to acquire up to 26 channels of data from any 
microcontroller. Easy spreadsheet analysis of data collected in 
real time will be done. 

 

Fig. 7. PLX-DAQ. 

C. Transmission of Data Collected from the Patient to the 

Doctor 

After collecting the data from PLX-DAQ, the patient will 
send it to his doctor via the Jira platform so that it can be 
analyzed. Indeed, the dedicated Jira platform will make work 
fluid and facilitate exchanges between the patient and the 
doctor through a single interface. 
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IV. USE CASE DIAGRAM SYSTEM 

To properly express the needs of this backend and to 
identify the functionalities of each actor, we used the UML 
(Unified Modeling Language) formalism of use cases. These 
were developed by Ivar Jacobson long before the appearance 
of UML. Nevertheless, they have been integrated into this 
modeling language to represent the functionalities of the 
system from the user's point of view. 

As shown in Fig. 8, these use cases allow us to structure 
and articulate the interactions between the actors. 

 

Fig. 8. The use Case of System. 

We illustrate below the description of the two main use 
cases. 

A. Description of the use Case to Display it Heart Rate 

The Table III shows the description of the use case to 
display it heart rate. 

TABLE III. DESCRIPTION OF THE USE CASE TO DISPLAY IT HEART RATE 

Title Show Data 

Actor Patient, System, API 

Purpose Display the patient's heart rate 

Preconditions 

Have a card and install Arduino IDE and the LFCSP 

box, having a computer, having AD8232 or Pulse 

sensor sensors, 

Nominal scenario 

1 - The patient places the sensor on him and 

connects to Arduino 

2 - The patient executes the code already uploaded 

on the Arduino environment 

3 - The system will display the frequency heart on an 

electrogram 

Alternate Scenario 

1-The sensor is not properly connected to the patient 

2-Server unavailable 

3-Error in entering the code 

B. Description of the Data Collection use Case 

The Table IV shows the description of the use case of data 
collection. 

TABLE IV. DESCRIPTION OF THE DATA COLLECTION USE CASE 

Title Collect data 

Actor Patient, Micro-service 

Purpose Collect patient data 

Preconditions 

Have a card and install Arduino IDE and the 

LFCSP box, having a computer, having 

AD8232 or Pulse sensor sensors, 

Nominal scenario 

1 – The patient connects to PLX-DAQ 

2 – The patient presses connect 

3 – PLX-DAQ automatically displays the data 

collected 

4-The patient saves the results file 

Alternate Scenario 
1-The data is not displayed because the sensors 

are incorrectly connected 

V. RESULTS AND DISCUSSION 

As mentioned above, the implementation of our solution 
involves two main processes which are the acquisition of the 
ECG signal and that of the pulse, then the transfer of data. 

The ECG signal is detected using the prototype 
implementation shown in Fig. 9. The AD8232 ECG sensor is 
connected to the Arduino microprocessor. 

 

Fig. 9. The AD8232 ECG Sensor. 

With the use of the serial port, the system obtains the 
analog values after uploading the code to the Arduino board. 
The sensors are connected to a 24-year-old young man. The 
sensors will retrieve the data and transmit it via the 
microcontroller once the system is activated. The following 
Fig. 10 show the codes that will allow communication 
between different peripherals, the collection and display of 
information from the AD8232 ECG sensor and the pulse 
sensor. 

The code in Fig. 10 specifically shows the connection of 
the AD8232 ECG and Pulse sensors. It also considers the 
connection between the Arduino IDE and PLX-DAQ for data 
acquisition. This code allows to generate the ECG signal as 
shown in Fig. 11. 

The code in Fig. 12 only relates to the activation of the 
pulse sensor. It will allow the led connected to Pin 13 to turn 
on and off each heartbeat. 
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Fig. 10. Uploading the Code to the Arduino. 

 

Fig. 11. The Electrocardiogram in Green and its Derivative in Orange. 

 

Fig. 12. The Codes to Activate the Pulse Sensor. 

It should be noted that the normal heart rate of an adult at 
rest varies between 70 and 250 beats per minute. In children 
aged 7 to 15, it is between 70 and 115 beats per minute. Fig. 
13 and 14 display the pulse sensor results (Fig. 13) and the  

Pulse plot results (Fig. 14), respectively. 

 

Fig. 13. The Pulse Sensor Results. 

 

Fig. 14. The Pulse Sensor Results. 

 

Fig. 15. Potentiometer and LDR of the Subject. 
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Electrical components such as the potentiometer and the 
LDR have been connected to the proposed system. Their data 
can be retrieved using data acquisition software. PLX-DAQ. 
La Fig. 15 shows the acquisition of the data emitted from the 
IDE on Arduino using the PLX-DAQ. 

VI. CONCLUSION 

The damage caused by cardiovascular diseases remains 
spectacular. These diseases are the first cause of death in the 
world and reach all age groups from the 15 years old. The 
urgent need to minimize the mortality rate caused by these 
diseases consists in using the Internet of Things, in order to 
connect the physical world to the virtual world. 

This paper proposes a cardiac activity monitoring system 
based on the Internet of Things and integrating the PLX-DAQ 
add-on module. For the design and implementation of the 
system, low-cost equipment’s have been used. They are a 
computer, sensors (pulse, ECG AD8232), electrical 
components (potentiometer and LDR), the Arduino 
microcontroller for the recovery and display of information on 
the heart rate as well as the pulse of the subject, the JIRA 
software which allowed to establish the connection to 
facilitate the exchange of data between the actors of the 
system, the PLX-DAQ for the collection of these data. The 
results of the analysis of the data collected via the Arduino 
board allow the user to follow his health status and monitor 
his performance. In addition, the subject no longer needs to 
travel to health centers to be monitored. This represents a 
saving of time and money. The Jira platform allows the 
physician to plan the submission periods of the data acquired 
via PLX-DAQ. 

In perspective, the solution will be improved by 
integrating more sensors to collect physiological data 
(temperature, blood sugar, etc.) from the subject. For 
emergency management, the aim will be to integrate 
environmental parameters to facilitate patient location in case 
of emergency. The security of the transferred data and the 
handling of the connected object will be addressed. 
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Abstract—Surveillance systems are widely used in malls, 

colleges, schools, shopping centers, airports, etc. This could be due 

to the increasing crime rate in daily life. It is a very tedious task to 

monitor and detect abnormal activities 24x7 from the surveillance 

system. So the detection of abnormal events from videos is a hugely 

demanding area of research. In this paper, the proposed 

framework is used for deep learning concepts. Here SlowFast 

Resnet50 has been used to extract and process the features. After 

that, the deep neural network has been applied to generate a class 

using the Softmax function. The proposed framework has been 

applied to the UCF-Crime dataset using Graphics Processing Unit 

(GPU). It includes 1900 videos with 13 classes. Our proposed 

algorithm is evaluated by accuracy. Our proposed algorithm 

works better than the existing algorithm. It achieves 47.8% more 

accuracy than state of art method and also achieves good accuracy 

compared to other approaches used for detecting abnormal 

activity on the UCF-Crime dataset. 

Keywords—Accuracy; GPU (Graphics Processing Unit); 

SlowFast Resnet50; Softmax; UCF-Crime dataset 

I. INTRODUCTION 

Abnormal activity detection is a very monotonous process 
for monitoring and identifying the abnormal events. In daily 
life, the use of surveillance cameras is increasing due to the 
huge crime rate. It may happen for somebody activity is 
suspicious activity while for others it is not. So to choose an 
appropriate framework for identifying suspicious activity plays 
a very significant role [1]. Recently surveillance system uses 
deep learning models to identify abnormal activities. Deep 
learning is very popular and one of the classes of machine 
learning. It is popular because of its ability to perform well on 
unstructured data. Deep learning uses and implements deep 
learning neural networks. It has good computing capability. It 
also provides good flexibility when it has to process a large 
number of features. These features have been taken from 
unstructured data. The Deep learning models have several 
layers and it passes the data through these layers. Each layer 
extracts the features progressively from unstructured data. 
These features have been passed to the next layer of the 
network. Low-level features have been extracted from initial 
layers and succeeding layers combines the features. It creates a 
complete form of feature representation. It addresses a variety 
of challenges that occur in a conventional surveillance system. 
It gives better performance with deep neural networks [2]. The 
literature study [2, 3, 4, 5, 6] summarizes the following point 
that inspire to use of deep learning in the surveillance systems. 

• Anomaly events are irregular and unknown. 

• Due to this one class of anomaly may differ from the 
other class of anomaly. 

• The scalability of the data also plays a vital role in 
increasing the complexities of a system. 

• Beacause the chances of misclassification of anomalies 
is too costly than the normal instances, the classes are 
imbalanced. 

• Diversity in types of abnormalities. 

II. RELATED WORK 

Abnormal activity detection can be performed in two kinds 
of categories. The first one is an individual activity video and 
the second one is a crowd activity video. Sonkar et al. [7] 
represent the deep learning system which provides control over 
the crowd. This will help to avoid suspicious activities. CNN 
model has been used to analyze crowd behavior. With CNN 
model KNN- K Nearest Neighbour is also used to calculate the 
position difference between two consecutive frames of an 
object. The motion has been analyzed using three attributes: 
Speed, Direction and angle. Using the thresholding technique, 
the event is classified. This may vary based on the application. 
Chaudhary et al. [8] proposed framework, in which five 
different features are extracted. The features are Speed, 
Centroid, Direction, Movement and Dimensions. After 
extracting features, rule based classification has been 
performed. This algorithm is capable of handling multiple 
activities which are abnormal activities. It performs 
successfully and gives an accuracy up to 90%. Kaminski et al. 
[9] proposed an unsupervised method for detecting abnormality 
from videos. UMN dataset has been used. They have used 
motion descriptors for classification, Particle filter algorithm is 
used. This algorithm does not require any predefined samples. 
The results obtained are highly efficient compared to other 
existing algorithms. Landi et al. [10] explored the need for 
spatiotemporal tubes instead of the whole frame from the 
surveillance video. The experimental results show that the 
network trained with these features gives much better 
performance than the ordinary way. This method is robust 
against different localization errors. Dubey et al. [11] focuses 
on minimizing false rate in abnormal activity detection. 
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Fig. 1. Illustration of the SlowFast Network with Parameters [15]. 

3D Resnet has been used to extract spatio-temporal 
features. These features are used for deep neural networks and 
greatened scores. Multiple Instance Learning is used to classify 
the activities. The algorithm gives the best performance in the 
UCF-Crime dataset. Sargano et al. [12] present a novel method 
using CNN and a combination of SVM and KNN. In terms of 
accuracy, the proposed algorithm gives better performance than 
the existing methods. Sultani et al. [13] proposed a ranking 
method to classify the activities from the bag of videos. For 
better localization, sparsity and smoothness have been used. 
The results of experiments show that the proposed algorithm 
performs significantly higher than the other baseline 
algorithms. 

III. SLOWFAST RESNET – 50 

Generally, with videos, the frames consist of two part: static 
area in frames and Dynamic area in frames. The static area 
cannot be changed or slowly changed though the frame has 
been changed while in a dynamic area, it has changed the 
object, background and other things. For example, during a 
meeting, two persons doing handshaking is dynamic and fast 
but the background and other objects are static. Here in this 
paper, SlowFast CNN [14] has been introduced for capturing 
abnormality. Here slow pathway is designed to capture static 
information from video with low frame rates and slow 
refreshing speed. Another pathway is the fast pathway where 
all dynamic information is captured with high frame rates and 
fast refreshing speed. The formal pathway is very light 
weighted. Both pathway are merged by lateral connections. 
SlowFast network uses the Resnet model in both pathways and 
runs 3D convolution operations on it. The slow pathway uses a 
large strides. The stride means the number of frames skipped 
per second. In general, it is set to 16. Approximately allowing 
two sampled frames per second. The fast pathway uses too 
smaller a stride typically eight. This allows 15 frames per 
second. 

Fig. 1 shows the illustration of the network with parameters. 
The parameters used in networks are as follows [15]: 

• S = Spatial. 

• T = Temporal. 

• C = Channel size. 

• α = Speed ratio (Frame skipping rate). 

• β = Channel ratio. 

Both the SlowFast network uses the 3D Resnet model. It 
captures several frames from videos and applies 3D 
convolution operation on them. The Slow Pathway uses a large 
stride, here it is 16. The Fast Pathway uses small size stride, 
here it uses two. As shown in Fig. 1, data from the Fast pathway 
faded to the Slow pathway via lateral connections. This 
connection allows the Slow pathway to be aware of the result 
of the Fast pathway. Data transformation should require as the 
shape of the data is different. This can be done by applying 
Time-strided convolution. In this, it performs 3D convolution 
of 5x12 kernel. Global average pooling has been one at the end 
of each pathway. It reduced its dimensionality of it. Now it 
concatenates the result of both pathways and inserts it into a 
fully connected classification layer [15]. 

IV. PROPOSED METHOD 

Fig. 2 shows the flow of the proposed algorithm. The 
proposed algorithm has been classified as abnormal and normal 
activity. Here UCF – Crime data set has been used. It is a very 
large dataset and it contains 1900 videos. It includes videos of 
normal and abnormal activities. There are 13 abnormal 
activities in this dataset [13]. This algorithm has been 
implemented with the SlowFast Resnet50 model. Resnet is a 
residual network that implemented identity mapping. Because 
of it, Resnet is able to solve vanishing gradient problem. So in 
the proposed algorithm Resnet has been used. This model is pre 
trained model. The steps of the algorithm have been mentioned 
below: 

1) Take a surveillance video S for processing. 

2) Initialize the value of the number of frames and the 

number of the segment. 
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Fig. 2. Proposed Algorithm: Abnormal Activity Detection using SlowFast Resnet50 (AADSFR50). 

3) Evenly divide Normal and abnormal videos into variable 

segments using the below formula. 

𝑐𝑙𝑖𝑝 =  
𝑇𝑜𝑡𝑎𝑙_𝑓𝑟𝑎𝑚𝑒_𝑣𝑖𝑑𝑒𝑜

𝐼_𝑓𝑟𝑎𝑚𝑒∗𝐼_𝑠𝑒𝑔𝑚𝑒𝑛𝑡
             (1) 

Where Total_frame_video is a total number of frames of the 
video, I_frame is the initial value of the number of frames and 
I_segment is the initial value of the segment. 

4) The instance of normal and abnormal video groups has 

been given to SlowFast Resnet pre-trained models. 

5) Data from the fast pathway is going to feed into the slow 

pathway network using the lateral connection. 

6) Using average pooling, slow pathway feature vector has 

been generated. 

7) Using average pooling, fast pathway feature vector has 

been generated. 

8) Two feature vectors have been fused by performing 

concatenation. 

9) A fused feature vector has been given to a fully 

connected classifier layer where the Softmax function is used 

to classify the activity. 

V. IMPLEMENTATION RESULTS AND DISCUSSION 

UCF–Crime dataset has been used to evaluate the 
AADSFR50 – proposed algorithm. This dataset is widely used 
to research abnormal activity detection. It contains 1900 videos 
and 13 classes. The classes are Abuse, Arrest, Arson, Assault, 
Accident, Burglary, Explosion, Fighting, Robbery, Shooting, 
Stealing, Shoplifting, and Vandalism [13]. Google colab has 
been used to implement this algorithm. It provides NVIDIA 
Tesla K80. 

Table I shows the comparison of different existing 
algorithms and our proposed algorithm (AADSFR50). Here as 
a measuring parameter Accuracy has been used. As observed 

from Table I, our proposed algorithm works better than the 
existing algorithm. 

Fig. 3 describes the pictorial information of a comparative 
study of existing algorithms and our proposed algorithm 
AADSFR50. Here the evaluation parameter taken is accuracy. 
Fig. 3 shows that our proposed method works better than 
existing algorithms. It achieves 47.8% increase in accuracy 
compared to state of the art method. Other approaches also have 
been considered. In that case also our proposed method 
(AADSFR50) achieves better accuracy. 

Fig. 4 shows the sample of the output video that has been 
generated after implementing AADSFR50. Fig. 4(a) shows the 
true positive case where abnormal video was detected as 
abnormal. Fig. 4(b) shows the true negative case where normal 
video was detected as normal. Fig. 4(c) shows the false positive 
case where abnormal video was detected as normal. Fig. 4(d) 
shows the false negative case where normal video was detected 
as abnormal. 

TABLE I. COMPARISON OF DIFFERENT EXISTING ALGORITHMS AND OUR 

PROPOSED ALGORITHM (AADSFR50) 

Sr. No Algorithm Accuracy (%) 

1 C3D[16] 23 

2 TCNN[17] 28.4 

3 3D Resnet 34[18] 27.2 

4 3D ConvNets[19] 45 

5 Semi- supervised GAN[20] 40.9 

6 VGG-16[21] 72.66 

7 VGG-19[21] 71.66 

8 FlowNet[22] 71.33 

9 Our proposed Algorithm (AADSFR50) 75 
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Fig. 3. Comparative Study of Different Methods with our Proposed Method (AADSFR50). 

  
  (a) Sample of Abnormal Video Detected as Abnormal.   (b) Sample of Normal Video Detected as Normal. 

 

  
 (c) Sample of Abnormal Video Detected as Normal.   (d) Sample of Normal Video Detected as Abnormal. 

Fig. 4. Implementation Results of our Proposed Method (AADSFR50) - (a) Sample of Abnormal Video Detected as Abnormal (b) Sample of Normal Video 

Detected as Normal (c) Sample of Abnormal Video Detected as Normal (d) Sample of Normal Video Detected as Abnormal. 
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VI. CONCLUSION 

Well known task has been found among researchers to 
detect abnormal activity from surveillance videos. Much 
progress has been achieved on this task but still, it is an open 
and interesting task for the researcher. Here in this paper, UCF 
crime dataset has been taken which contains challenging videos 
for the classification of abnormal and normal activities. 
SlowFast Resnet 50 has been used to perform the feature 
extraction. The fast pathway is used to analyze the static content 
and the Slow pathway is used to analyze the dynamic content 
of videos. Good accuracy has been achieved with the 
AADSFR50 method compared to state of art method and other 
existing approaches. For state of art method 47.8% accuracy 
increases and with other approaches 2.34% – 52% accuracy is 
increased. Still, there is the scope for applying a more optimized 
model such as Deeper Resnet to achieve more accurate results. 
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Abstract—The price of the solid-state drives has become a 

major factor in the development of flash memory technology. 

Major semiconductor companies are developing quadruple-level 

cell NAND-based SSDs for smart devices. Unfortunately, SSDs 

composed of quadruple-level cell (QLC) flash memory may suffer 

from low performance. In addition, few studies on internal page 

buffering mechanisms have been conducted. As a solution to these 

problems, an address pattern recognition flash translation layer 

(APR-FTL) is proposed in this study. APRA-FTL gathers the data 

in a page unit and separates random data from sequential data. 

Furthermore, APRA-FTL proposes address mapping algorithm 

which is compatible to the page buffering algorithm. Experimental 

results show that APRA-FTL generates a lower number of write 

and erase operations compared to previous FTL algorithms. 

Keywords—Memory management; nonvolatile memory; smart 

devices 

I. INTRODUCTION 

Price has become an important factor in the development of 
flash memory system, as many semiconductor manufacturing 
companies are competing for dominance in the smart device 
market [1]. Some semiconductor companies have recently 
turned their attention to developing QLC flash memories for 
smart devices as a means of providing large capacity at a low 
price [2]. As a result, instead of applying high-performing 
single-level cell (SLC) or multi-level cell (MLC) technology to 
smart devices, major semiconductor companies are developing 
QLC flash memory for smart devices. However, implementing 
QLC flash memories on smart devices may drastically diminish 
device performance and durability and even generate 
inconsistent response times, as smart devices must generate 
frequent updates from temporary files and metadata [3]. 

Furthermore, smart devices may execute unnecessary write 
operations on QLC-based SSDs because of the large page size 
of QLC flash memory. Although the page size of SLC or MLC 
flash memory is only four to eight times larger than the data 
sector of the file system [4], the page size of QLC flash memory 
is predicted to be 64 to 512 sectors. Because of the large page 
size of QLC flash memory, there is a considerable chance that 
the file system may frequently command a page re-access in the 
flash memory. However, the number of partial programming 
(NOP) requirements within a page is limited to only one to 
avoid program-disturbing errors [5]. Therefore, QLC flash 
memory tends to use an internal register or page buffer to gather 
data in a page unit. 

Well-optimized flash translation layers (FTLs) are based on 
SLC/MLC/TLC flash memory [6], and therefore they do not 
give considerable attention to their own page buffering 
mechanisms (PBMs). This is an issue that has yet to be fully 
researched. In this study, the implementation of an address 
pattern recognition flash translation layer is proposed. APRA-
FTL gathers the data sectors and rearranges them into the page 
size of the QLC flash memory, instead of writing data on the 
flash memory immediately. Furthermore, APRA-FTL proposes 
address mapping algorithm which is compatible to the page 
buffering algorithm. The efficient data collection of APRA-
FTL provides improved performance and consistent response 
despite the use of low-performing QLC flash memories. 

II. RELATED WORKS 

Previous PBMs can be classified into fine- and coarse-level 
PBMs. A fine-level PBM [7] gathers data sectors without a 
logical address boundary. However, this method reveals every 
corresponding physical sector number in DRAM. Therefore, it 
requires approximately 8 GB per 1 TB of flash memory. By 
contrast, a coarse-level PBM [8][9] gathers data using the same 
logical page number (LPN). Fig. 1 shows an example of a 
coarse-level PBM. Here, the extensive data from the write 
command are broken down into a unit of file system data 
sectors. A logical sector number (LSN) and its corresponding 
data are shown as (LSN, data). For simplicity, the size of a 
block is assumed to be four pages, where each page consists of 
only four sectors. Because they all belong to LPN 0, (0, A), (1, 
B), and (2, C) belong to a single page (= 0/4, = 1/4, = 2/4). 
However, when (16, D) occurs, the data within the page buffer 
are sealed as a page and written to flash memory because (16, 
D) belongs to LPN 4 (= 16/4). Finally, the page buffer is 
flushed, and data “D” are written to the emptied page buffer. 
Similarly, other data are gathered as a page unit. The coarse-
level PBM generates six subpages, as shown in Fig. 1, although 
the file system issues only nine data sectors. If each page is 
filled with data, the coarse-level PBM generates only three 
pages. In Fig. 1, it is assumed that a page consists of only four 
subpages. However, we should note that the page size of QLC 
flash memory ranges from 64 to 512 sectors. There is a 
considerable chance that the space utilization of a QLC-NAND 
SSD will decrease drastically because of the frequent 
occurrence of subpages. 
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Fig. 1. Coarse-level Page Buffering Mechanism. 

III. ADDRESS PATTERN RECOGNITION FLASH TRANSLATION 

LAYER 

A. Address Pattern Recognition Algorithm 

Address pattern recognition algorithm (APRA) modifies 
previous adaptation layer [10] and provides compatible address 
mapping algorithm according to the experiments in Section 
III.B. In other words, the address pattern recognition FTL is 
composed of address pattern recognition algorithm and address 
mapping algorithm. 

The QLC flash memory cannot access to a page for an 
additional write operation because of the restricted NOP. 
Therefore, the QLC flash memory requires an efficient PBM.  
Unfortunately, the coarse-level PBM generates five page write 
operations, as previously explained in Section II. We should 
note that the QLC flash memory consists of 8 to 16 sectors per 
page. Because the amount of random data tends to fill the space 
of only one to four sectors, it is likely that the scenario will 
frequently occur. As a solution for the unnecessary write 
operations, the address pattern recognition algorithm (APRA) 
has been proposed [10]. 

APRA is shown as Algorithm I. The main objective of 
APRA is to segregate the random data from the sequential data 
and to allow the address mapping algorithm in FTL to 
separately manage them [10]. When the file system issues a 
write command along with the LSN, APRA first checks 
whether (LSN, data) is sequential to the sequential buffer 
(Algorithm 1 line 1). If (LSN, data) is sequential to the 
sequential page buffer, it is considered as the sequential data, 
and therefore it is inserted into the sequential page buffer 
(Algorithm 1 line 2). On the other hand, if the incoming data’s 
LSN already exists in the page buffers (Algorithm 1 line 3), 
APRA consider (LSN, data) as an update, and therefore it is 
inserted into the random page buffer (Algorithm 1 line 4). 
Finally (LSN, data) is included in the undefined buffer if (LSN, 
data) is not sequential pattern nor an update. 

ALGORITHM I: Address Pattern Recognition 

Input:  logical sector number (LSN), data (data) 

Procedure:  write_page_buffer (LSN, data) 

1: if (LSN, data) is sequential then 

2: data_insert(sequential_buffer, LSN, data); 

3: else if (LSN, data) is update then 

4: data_insert(random_buffer, LSN, data); 

5: else 

6: data_insert(undefined_buffer,  LSN, data); 

13 end if 

  

Input:  page buffer (PB), LSN, data 

Procedure:  data_insert (PB, LSN, data) 

14: if PB is full then 

15: Write PB to flash memory; 

16: Flush PB; 

17: Insert (LSN, data) into PB; 

18: else 

19: Insert (LSN, data) to PB; 

20: end if 

B. Address Mapping Algorithm 

The page buffering layer reorganizes the data sectors at the 
page unit, and the address mapping layer determines the 
physical address of the data to be written onto the flash 
memory. To evaluate the performance of the PBM and APRA, 
previous log-block algorithms were implemented in the address 
mapping layer. 

Log blocks are temporary buffers for physical blocks. Of 
previous address mapping algorithms, log-block algorithms are 
well known to be the most optimized FTL algorithms with 
respect to their DRAM requirements and performance. 
Previous log-block algorithms made use of variations in the 
associativity between the blocks and log blocks, which can be 
classified into block-level associativity, full associativity, and 
superblock-level associativity. In this study, address mapping 
algorithms based on block-level associativity, full associativity, 
and superblock-level associativity are referred to as BAST, 
FAST, and SAST, respectively. 

IV. PERFORMANCE EVALUATION 

A. Experimental Setup 

For this study’s experiment, an FTL simulator was 
developed, and trace-driven simulations were conducted. The 
traces were retrieved from smartphones running various 
multimedia services and applications. The developed FTL 
simulator consisted of two layers: a page buffering layer and an 
address mapping layer. The previous PBM and APRA were 
implemented in the page buffering layer, and the number of 
pages generated by both algorithms were then monitored. It is 
also assumed that each page and block consist of 64 sectors and 
256 pages, respectively, and that the performances of the read, 
write, and erase operations are 100 μs, 1,500 μs, and 6 ms, 
respectively. Furthermore, ARPA-FTL is analyzed by 
implementing block-level, full, superblock-level associative 
address mapping algorithms. 
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B. Performance Analysis 

After PBM and APRA generates the data in the unit of a 
page, the address mapping layer determines the physical 
address within the flash memory. Fig. 2 shows the number of 
write and erase operations executed on BAST, FAST, and 
SAST. In the case of Trace A, the PBM generated 
approximately 1,575,200, 1,571,900, and 1,569,800 write and 
358, 347, and 321 erase operations in BAST, FAST, and SAST, 
respectively. By contrast, APRA-FTL it executed 
approximately 1,546,700, 1,547,300, and 1,543,900 write and 
271, 269, and 261 erase operations in BAST, FAST, and SAST, 

respectively. Similarly, APRA-FTL executed fewer write and 
erase operations in the overall traces, as shown in Fig. 2. 

As previously indicated, the number of pages transferred 
from the page buffering layer considerably affects the number 
of write and erase operations. A close observation reveals that 
APRA-FTL avoids numerous operations in the address 
mapping layer because it collects small-sized random data at 
the page unit. We should note that the number of write 
operations executed on the flash memory is higher than that of 
the pages themselves. 

 
 

(a) Trace A (b)  Trace B 

  

(c)  Trace C (d)  Trace D 

  

(e)  Trace E (f)  Trace F 

 
 

(g)  Trace G (h)  Trace H 

Fig. 2. Number of Write and Erase Operations. 
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The cause of the deviation between the number of pages and 
write operations might be of interest, as the page buffering layer 
issues a write operation to the address mapping layer whenever 
it gathers the data into a page unit. This is because the address 
mapping layer executes additional write operations internally to 
copy the data from an old to a new block. When a block is 
determined to be erased in the address mapping layer, BAST, 
FAST, and SAST copy the valid data from the old block to a 
new block and then execute an erase operation on the old data 
block. Therefore, the number of additional write operations for 
copying the data is considerably influenced by the number of 
erase operations. Because APRA-FTL reduces the number of 
erase operations by gathering random data and avoiding 
unnecessary write commands, it reduces the overall number of 
write operations as well. 

V. CONCLUSION 

Major semiconductor companies are using QLC flash 
memory in smart devices to lower the prices of smart devices. 
Unfortunately, previous page buffering algorithms do not 
segregate random data, thus generating many unnecessary write 
commands in the QLC flash memory. This results in a drastic 
performance degradation in smart devices. Furthermore, there 
has not been any experiment that considers the compatibility 
between page buffering algorithm and address mapping 
algorithm. As a solution, an APRA-FTL was proposed in this 
study. The APRA-FTL may require additional DRAM or the 
use of an internal buffer. However, we showed that it accurately 
identifies random data and thus considerably reduces the 
number of write operations. From experiments conducted in 
this study, APRA-FTL reduced the overall number of 
operations. In a future study, APRA-FTL will be implemented 
in various wear-leveling algorithms, and additional 

experiments will be conducted on the durability and power-off 
recovery of smart devices. 

REFERENCES 

[1] MICRON Electronics, “Cache Programming  Operations,”  MICRON  
Electronics  Technical  Notes, 2022. 

[2] S. Kumar, P. K. Singh, S. Gupta, “A Survey of Erase Operation in NAND 
Flash Memory,” 2022 1st International Conference on Informatics (ICI), 
Noida, India, 2022, pp. 186-190. 

[3] Z. Du et al., “A Novel Program Suspend Scheme for Improving the 
Reliability of 3D NAND Flash Memory,” IEEE Journal of the Electron 
Devices Society, vol. 10, pp. 98-103, 2022. 

[4] Y. Luo, M. Lin, Y. Pan and Z. Xu, “Dual Locality-Based Flash 
Translation Layer for NAND Flash-Based Consumer Electronics,”  IEEE 
Transactions on Consumer Electronics, vol. 68, no. 3, pp. 281-290, 2022. 

[5] W. Zhou et al., “Temporal Correlation Detection Based on 3D NAND 
Flash In-Memory Computing,” IEEE Electron Device Letters, vol. 43, no. 
6, pp. 874-877, 2022. 

[6] H. Chen, Y. Dang, H. Wang, X. Xu, J. Zhang and Y. Huang, “Process 
Optimization and Yield Improvement for Erase Failure in Embedded 
Flash Memory,” 2022 China Semiconductor Technology International 
Conference (CSTIC), 2022, pp. 1-3. 

[7] P. Jin, C. Yang, X. Wang, L. Yue and D. Zhang, “SAL-Hashing: A Self-
Adaptive Linear Hashing Index for SSDs,” IEEE Transactions on 
Knowledge and Data Engineering, vol. 32, no. 3, pp. 519-532, 2020. 

[8] R. Mativenga, J.-Y. Paik, J. Lee, T. S. Chung, and Y. Kim, “RFTL: 
Improving performance of selective caching-based page-level FTL 
through replication,” Cluster Comput., vol. 22, no. 1, pp. 1–17, 2019. 

[9] D. Lee, D. Hong, W. Choi and J. Kim, “MQSim-E: An Enterprise SSD 
Simulator,” IEEE Computer Architecture Letters, vol. 21, no. 1, pp. 13-
16, 2022. 

[10] S. J. Kwon, “An Adaptation Layer for Hardware Restrictions of 
Quadruple-Level Cell Flash Memories” International Journal of 
Advanced Computer Science and Applications (IJACSA), vol. 13, no. 8, 
2022.

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

961 | P a g e  

www.ijacsa.thesai.org 

Hybrid Deep Learning Signature based Correlation 

Filter for Vehicle Tracking in Presence of Clutters 

and Occlusion 

Shobha B.S, Deepu.R 

Department of Computer Science and Engineering 

ATME College of Engineering, Mysore, Mysore, India 

 

 
Abstract—This vehicle tracking is an important task of smart 

traffic management. Tracking is very challenging in presence of 

occlusions, clutters, variation in real world lighting, scene 

conditions and camera vantage. Joint distribution of vehicle 

movement, clutter and occlusions introduces larger errors in 

particle tracking based approaches. This work proposes a hybrid 

tracker by adapting kernel and particle-based filter with 

aggregation signature and fusing the results of both to get the 

accurate estimation of target vehicle in video frames. 

Aggregation signature of object to be tracked is constructed 

using a probabilistic distribution function of lighting variation, 

clutters and occlusions with deep learning model in frequency 

domain. The work also proposed a fuzzy adaptive background 

modeling and subtraction algorithm to remove the backgrounds 

and clutters affecting the tracking performance. This hybrid 

tracker improves the tracking accuracy even in presence of 

larger disturbances in the environment. The proposed solution is 

able to track the objects with 3% higher precision compared to 

existing works even in presence of clutters. 

Keywords—Smart traffic management; background 

subtraction; vehicle detection; aggregation signature; hybrid 

tracker 

I. INTRODUCTION 

The Video surveillance based smart traffic management is 
the cost-effective solution for traffic monitoring and control. 
With the convergence of image processing and artificial 
intelligence, various traffic related applications like vehicle 
classification, congestion detection, accident detection, over-
speeding detection, tracking vehicles etc. can be realized for 
smart traffic management. Vehicle tracing is an important 
application in smart traffic management for various traffic 
violation detections and criminal forensics. 

Traditional vehicle tracking algorithms predict the vehicle 
location in consecutive frames based on its position in the 
previous frames. Some of the well-known tracking algorithms 
in this category are Kalman filter [1], mean shift [2], particle 
filter [3] and tracking learning detection [4]. Many methods 
have been proposed extending these approaches. Edge feature-
based extension to Kalman filter [5], SIFT based extension to 
mean shift filter [6], integrated mean shift with particle filter 
[7] and long-term TLC combining detection and tracking [8] 
are some of the works extending traditional tracking 
algorithms. The traditional algorithms and its extension have 
many challenges in tracking due to clutters, occlusion, speed 

of vehicle and lighting conditions [9]. In presence of these 
challenges, target vehicle localization becomes erroneous. The 
five important challenges considered in this work are lighting 
variations, object occlusion, fast movement, shape 
deformation and false positive. These challenges result in 
failure to detect and track the vehicles. Occlusion makes 
object detection difficult both in current frame and for 
updating future images. Fast movement introduces blurred 
effect in video frames. Clutters and occlusion jointly introduce 
either partial or complete deformation of the target object. 
False positives are introduced due to presence of multiple 
similar objects [10]. 

Based on functionality, the existing tracking methods can 
be divided into two classes: background modeling and 
foreground modeling [11]. Background modeling-based 
approaches uses the first frame or few initial frames to build a 
background model, and then compare the current frame with 
the background model to detect moving foreground objects, 
and finally review the background model. Most of the 
backgrounds modeling methods are supported on Bayesian 
filtering, Kalman and particle filters. Background modeling 
approaches suffer from illumination changes and dynamic 
background. Detailed survey on vehicle detection, recognition 
and tracking is provided [12].Foreground modeling approach 
uses vehicle shape properties to track the vehicle. Various 
features like local binary pattern (LBP), histogram, Scale 
invariant feature transform (SIFT) etc. are used for vehicle 
detection but in presence of occlusions, vehicle shape 
distortions create higher false positives in vehicle tracking. 
Thus the proposed solution addresses the problem of tracking 
in presence of lighting variations, object occlusion, fast 
movement, shape deformation and false positive which affects 
the precision of tracking the vehicles. 

In our proposed work we combine the best of both 
background and foreground modeling for effective vehicle 
tracking. The proposed solution preprocesses the video using 
background modeling that is adaptive to eliminate the effect of 
shadows, illuminations and clutters in the foreground. A novel 
hybrid tracker combining particle filtering with aggregation 
signature-based object detection is proposed for accurate 
tracing of object in presence of clutters and occlusion. The 
proposed aggregation signature is a deep learning feature of 
probability distribution of object in presence of clutter and 
occlusions in the frequency domain.The regions in the image 
are scored combining the results of particle filters and 
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aggregation signature tracking and the target vehicle is 
localized in the higher scored region.Following are the 
important contributions of this work. 

1) Adaptive background modeling to eliminate shadows, 

illuminations and clutters. 

2) A novel deep learning aggregation signature feature for 

occlusion and clutter distributed target object in frequency 

domain applying Quaternion Discrete Cosine Transform 

(QDCT) in frequency domain. 

3) An integrated hybrid tracker combining particle filter 

with deep learning-based aggregation signature feature. 

II. LITERATURE SURVEY 

The existing deep learning models for tracking of objects 
are detailed and the issues are presented in this section. 

Many deep learning models have been proposed for 
tracking of vehicles. These deep learning models are used 
separately or in combination with particle filter for tracking 
the vehicles. Zhang et al. [14] proposed a method to track 
vehicles using recurrent convolutional neural network. 
Recurrent network trained with reinforcement learning 
predicts the future locations in the next frames. Learning is 
done based on continuous inter frame correlation. The 
approach does not consider the presence of occlusions in 
learning process. Shobha B S et al. [13] proposed a traffic 
adaptive multiple vehicle classification using deep learning 
which tries to address the problem of vehicle categorisation in 
presence of clutters and occlusion.Multiple online trackers are 
fused for vehicle tracking by Leang et al. [15]. Set of trackers 
are combined in different stages of tracking. But in presence 
of occlusions, the localization error is amplified. Chen et al. 
[16] addressed the problem of occlusions in tracking but their 
approach was template based and computational complexity 
was very high. Hua et al. [17] used deep learning to localize 
the patches of interest. But the accuracy of localization 
decreases with decrease in the visibility of patch. Speed was 
prediction based on localization of patches. But with error in 
localization patches, the speed prediction also becomes 
erroneous. A two-stage model to track vehicles is proposed by 
Liu et al. [18]. In the first stage, recurrent convolutional neural 
network is adapted to detect object and in the second stage, 
Kalman filtering is done to track vehicles. In presence of 
clutters and occlusions, first stage fails and due to this tracking 
also fails. Integrated YOLOv3 with ORB tracking is used for 
localization of vehicles by Song et al. [19]. Feature points 
needed for ORB cannot be extracted in presence of occlusions 
and thus this approach fails in presence of occlusions. Xu et 
al. [20] used faster RCNN to detect objects. Features collected 
from target object were classified by RCNN to detect object. 
But the overhead is very high in this approach and in presence 
of large variances in features due to occlusion, the detection 
fails. A particle-based filtering based on motion of particles is 
proposed by Fang et al. [21] to track vehicles. But the model 
needs to be trained for all poses of vehicle. A fully 
convolutional region-based detector was used totrack vehicles 
by Dai et al. [22]. The method is faster compared to R-CNN 

but it is not resilient to even a small shape distortion. A 
correlation filter using the activations from convolutional 
layer of CNN was proposed Danelljan et al. [23]. Though 
method was able to detect vehicles better than hand crafter 
features, it is very sensitive to occlusions. Ma et al. [24] model 
the hierarchy of convolutional layers as a pyramid 
representation of image and use these multiple levels of 
abstraction for visual tracking. The correlation between the 
filters at each layer and the visual appearance is adaptively 
learnt and the response of each layer to detect the target is 
analysed. The features from the detected layer are then used 
for object localization. In presence of occlusions, the detection 
layer response is varying and thus training becomes 
cumbersome.. Various filters extending linear correlation filter 
for object tracking have been proposed. Works by Bolme et al. 
[27], Henriques et al. (2015)and Wang et al. [30] are some of 
the noteworthy extensions. Bolme et al. [27] extended the 
linear filter with sum of square error filtering. Though this 
extension made the approach robust against lighting, scale, 
pose and non-rigid transformations, the filter performance 
degrades in presence of clutters and occlusions.A dual 
correlation filter extending the linear correlation filter was 
proposed by Henriques et al. [26]for tracking the vehicles. The 
computational complexity increases exponentially with 
increase in the number of objects in the frames and the 
approach is not resilient to occlusions and clutters.A 
discriminant correlation filter (DCF) was proposed by Wang 
et al. [25]. It is an end to end light weight network architecture 
using Siamese network and back propagation trained to 
provide a heat map of object location in the frames. In 
presence of occlusion, the false positive is higher in this 
approach.Yang et al. [28] proposed a detection-based tracking 
framework using YOLO deep learning model. A light weight 
feature extraction for object using YOLO is combined along 
with filter template matching to localize the object. In 
presence of occlusions, the features have higher spatial 
difference compared to the region to be tracked in this 
method. This reduces the accuracy of tracking. 

III. HYBRID TRACKER 

The architecture of the proposed hybrid technique to track 
vehicles is given in Fig.1 Background is subtracted from the 
current frames using a fuzzy adaptive background model. The 
target vehicle to be tracked is selected by marking a 
rectangular bounding region. Aggregation signature is learnt 
for the target vehicle. Kernel correlation filter (KCF) and 
Particle correlation filter (PCF) are adapted to use the 
aggregation signature and provide the response. The response 
of the KCF and PCF filter are fused with weighted Newton 
fusion function to get the predicted position of the target 
vehicle in any frame. The details of each of the process are 
detailed in following subsections. 
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Fig. 1. Hybrid Tracking Architecture. 

 

Fig. 2. QDCT Coefficeints. 

A. Fuzzy Adaptive Background Modelling  

A fuzzy adaptive background model is constructed from 
few initial frames and it is updated on every successive 
frames. The background for every frame is subtracted from 
this model. The model is designed to eliminate the impact of 
shadows, illuminations and clutters in the foreground. The 
initial model is constructed based on first k frames as 

𝑝𝑘(𝑥) = �̃�𝑘−1(𝑥) + 
1

𝐺𝑘√2𝜋𝜎2
𝑒𝑥𝑝 (

−1

2
(
𝑥 − 𝑥𝑘

𝜎
)2) 

where 

p̃k(𝑥) =
pk(x)

∑ pk(x)𝑁
0

              (1) 

Where, xk is the pixel value observed at the kth frame. The 
value of p̃k is calculated for N frames. The parameter Gk is the 
learning rate whose value varies from 0 to 1. This value is 
adapted based on minimization of energy value between the 
current background and previous background. The energy (U) 
of a background is calculated in spatial and temporal level as  
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𝑈 = ∑ 𝐸𝑇(𝑖) +  ∑ 𝐸𝑠(𝑖)𝑖𝑖              (2) 

Where 𝐸𝑇(𝑖) is the temporal energy of a pixel 𝑖 and 𝐸𝑠(𝑖) 
is the spatial energy of a pixel 𝑖. 

𝐸𝑠(𝑖) = ∑ 𝑆𝑖𝑚(𝑖, 𝑖)𝑗∈𝑁𝑖
             (3) 

Where 𝑁𝑖 is the eight pixel neighborhood of 𝑖 and 𝑆𝑖𝑚 is 
the similarity function between pixel i and j. 

𝑆𝑖𝑚(𝑖, 𝑖) =  {
1 , 𝑖𝑓 |𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑡(𝑖) − 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑡(𝑗)| < 𝐷

−1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
    (4) 

The temporal energy of pixel 𝑖 is calculated as 

𝐸𝑡(𝑖) = ∑ 𝑇𝑆𝑖𝑚(𝑖, 𝑖)𝑗∈𝑁𝑖
             (5) 

𝑇𝑆𝑖𝑚(𝑖, 𝑖) =  {
1 , 𝑖𝑓 |𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑡+1(𝑖) − 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑡(𝑗)| < 𝐷

−1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

Every time before selecting the best value ofGk , the best 
value from 0 to 1 is selected which leads to a small difference 
to 𝑈. 

B. Aggregation Signature 

Most of existing trackers fail to localize the target vehicle 
in presence of occlusions. In this work an aggregation 
signature for target vehicle is created accommodating the 
clutters.Aggregation signature of image patch is formed from 
a set of probable noise occluded image patches using 
frequency domain deep learning model. On the image patch of 
the target vehicle, occlusion patches of various probabilistic 
distributions are added. QDCT is applied to the Noised image 
patches of target vehicles to get the low and high frequency 
components. QDCT for an image 𝑓(𝑥, 𝑦) is calculated as. 

(𝑥, 𝑦) = 𝐴𝑛
𝑞

𝑓(𝑥, 𝑦) + ∑ [𝐷𝑠,1
𝑞

𝑓(𝑥, 𝑦) + 𝐷𝑠,2
𝑞𝑛

𝑠=1 𝑓(𝑥, 𝑦) +

𝐷𝑠,3
𝑞

𝑓(𝑥, 𝑦) ]              (6) 

Where 𝐴𝑛
𝑞

𝑓(𝑥, 𝑦)and𝐷𝑠,1
𝑞

𝑓(𝑥, 𝑦) are low frequency and 

high frequency band of the image respectively. 

A low frequency part and n groups of high frequency parts 
are obtained after QDCT is applied on the image. 

The frequency of the coefficients are as shown in Fig.2. 

To reduce the dimension of the coefficients, average 
fusion is done on low frequency sub bands. Fusing of High 
frequency sub bands based on maximum value of energy of 
coefficients. Fusing the low frequency bands is carried by 
average of the coefficients pair wise between the Low 
frequency coefficients of two patch images. Selecting the 
maximum value of coefficient between the pair wise high 
frequency sub band is the fusion rule for fusing the high 
frequency sub bands.  

 

Fig. 3. Deep Learning Features Extraction. 

The QDCT coefficients are given as input to a frequency 
domain convolutional neural network shown in Fig.3. The 
coefficients pass through a sequence of ReLU and max 
pooling layer and a final average pooling layer to provide an 
output of 1× 512 dimension feature vector. The CNN 
configuration used for feature extraction is given in Table I. 
An aggregation signature is constructed from the feature 
vectors belonging to same image patch as below: 

• A unit random vector of dimension d (d<512) is 
generated {𝑟0, 𝑟1, … 𝑟𝑑}. A Gaussian function with 
mean 0 and variance 1 is used to sample each element. 
The d vector is put together into a matrix D of 
dimension 512 × d. This is generated on time at time of 
collecting the video as input for tracking. 

• An inner product between the feature vectors v and the 
matrix D is done to get vector 𝑢 = 𝐷𝑇𝑣. 

• For every vector u, following transformation function tf 
is applied produce the transformed feature vector �̅� 

• 𝑡𝑓(𝑢) =  {
1 𝑟. 𝑢 ≥ 0
0, 𝑟. 𝑢 < 0

 

• �̅� = {tfr1(u), tfr2(u), … . tfrd(u)} 

The feature vectors belonging to same image patch is now 
represented as bit stream of length d called as aggregation 
signature of the target image patch. 

The benefits of converting the features of same patch to 
binary bit stream of aggregation signature have two benefits 
of: compressed form and reduced time complexity for 
matching the aggregation distance between aggregation 
signatures. The value of d can be selected by making a 
compromise between the matching time and accuracy of 
matching. The time complexity for construction of 
aggregation signature is 𝑂(𝑛 × 512 ∗ 𝑑) where n is the 
number of feature vectors. 
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TABLE I. CNN CONFIGURATION FOR FEATURE EXTRACTION 

Layer Input  Filter Stride Padding Out 

MaxPool 32×32×128 2×2 2 0 16×16×128 

Conv2 16×16×128 3×3 1 1 16×16×256 

MaxPool 16×16×256 2×2 2 0 8×8×256 

Conv3 8×8×256 3×3 1 1 8×8×512 

AvgPool 8×8×512 8×8 1 0 1×1×512 

FC 512×1 - - - 2×1 

C. Hybrid Tracking 

The hybrid trackers performs vehicle tracking by fusing 
the results of modified KCF filter and modified PCF filter. 
Though KCF filter [24] is known for its effectiveness and 
robustness, it cannot handle the appearance variations caused 
due to occlusions. This is because it does not make 
decisionsbased on tracking result but utilizes the maximum 
response in the output response graph to localize the target and 
update the template. Occlusion results in tracking deviation in 
KCF. The modified KCF filter adds a re-detection module to 
the standard KCF filter. The re-detection is activated by 
calculating the average peak correlation energy(𝐴𝐶) as in [28] 
and comparing it historical mean. 

𝑨𝑪 =
|𝑭𝒎𝒂𝒙−𝑭𝒎𝒊𝒏|𝟐

𝒎𝒆𝒂𝒏(∑ (𝑭𝒘,𝒉−𝑭𝒎𝒊𝒏)𝟐
𝒘,,𝒉

            (7) 

Target re-detection is initiated when the AC is greater than 
historical mean. Re-detection is done by combining sliding 
window and template matching procedure.Template matching 
is done by calculating the hamming distance between the 
aggregation signature between the target and the candidate 
regions. Template matching on entire area of image takes 
significant amount of time, to avoid the probable area for 
matching is selected using Gray model GM (1,1) approach 
proposed in [29]. For each of the candidate regions identified 
by GM(1,1), template matching with aggregation signature is 
done with sliding window approach to get the hamming 
distance matching scores for each of the candidate regions as. 

𝑅1 = {< 𝐶1, ℎ𝑠1 > , < 𝐶2, ℎ𝑠2 > , … . < 𝐶𝑛, ℎ𝑠𝑛 >}          (8) 

Particle filters apply Monte Carlo simulation for visual 
tracking [30]. A particle filter can be effective only if it can 
capture all the variations in state space. But this introduces a 
higher computation overhead. Many approaches [31-34] have 
been proposed to increase the capability of particle filters.But 
these models don’t accommodate the appearance variations 
introduced due to occlusions. A correlation particle filter 
model is proposed in [35] which solves the problem of 
occlusions using a mixture and correlation filter. We modify 
the correlation particle filter algorithm proposed in [35] at the 
step 5 by removing the prediction step. 

 

Fig. 4. Correlation PCF [35]. 

Instead of step 5 of correlation PCF shown in Fig.4, we 
calculate the hamming distance scores for the results achieved 
in step 4 between aggregation signature of target and particle 
regions and return the result. The modified algorithm is given 
below. 

Algorithm: Modified PCF 

Input: frame ,agg_sig 

Output: Candidate regions 

1.Collect the current frame 

2Generate particles using the transition model 

p(𝑠𝑡|𝑠𝑡−1) and resample them  

3shift particles with a KCF correlation filter 

𝑠𝑡
𝑖 →  𝑆𝑚𝑐𝑓(𝑠𝑡

𝑖)  

4.𝑅2 = {} 

5for each particle region r 

6R2= {R2, (r, Hamming(r, agg_sig))} 

7end 

8return 

From the results of modified KCF (𝑅1) and modified 
PCF(R2) , the final target is found by fusion. Fusion is done 
by selecting the region with least hamming distance score in 
R1 and R2 and calculating the overlap of these regions. The 
overlap provides the target region.KCF filter is through the 
procedure of re-detection.The entire process flow of hybrid 
tracker is given in Fig. 5. 

TABLE II. COMPARISON FOR DIFFERENT DISTURBANCES 

Parameters/Solu

tions 

KCF 

track

er 

Parallel 

correlat

ion 

filter 

Combi

ned 

detecto

r-

tracker 

 
MUST

ER 

Propos

ed 

hybrid 

filter 

 
 Illumination 

variation 

Precision 0.548 0.846 0.907  0.862 0.961 

SR 41.4 81 84  86 97 

 
 Background 

clutter 

Precision 0.366 0.748 0.83  0.87 0.962 

SR 45.22 76 82.12  89.6 91.23 

  Occlusions 

Precision 0.635 0.743 0.855  0.881 0.97 

SR 40.54 75 82.12  89.1 91.96 
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KCF Tracker
AC > mean of past 

AC’s

Candidate Region detection using 

GM(1,1)

NO

YES

Calculate R1 from candidate regions 

of  GM(1,1)

Calculate R2 from Modified PCF

Best_R1ß select the candidate with 

least hamming distance from R1

Best_R2ß Select the candidate with 

least hamming distance from R2

Target_regionßIntersection(Best_R1

,Best_R2) 

Update KCF and PCF with new 

target

 

Fig. 5. HybridTracker Process Flow. 

IV. RESULTS 

The performance of the proposed hybrid tracker is tested 
against 10 videos from OTB 100 dataset [27]. OTB dataset is 
the visual tracking benchmark widely used for testing the 
performance of object tracking algorithms. The dataset has 
100 video sequences in different categories of objects, 
humans, vehicles etc.The video sequences have wide 
distribution of clutter, illumination variations and occlusions. 
The samples for testing are selected with presence of 
background clutter, illumination variation and occlusions. The 
performance is compared against vehicle tracking algorithms 
of KCF tracker [24], Parallel correlation filter [37], combined 
detector-tracker [26] and Multistore Tracker (MUSTER) [36]. 
The performance is measured in terms of precision and 
success rate. Precision is calculated in terms of central 
location error (CLE). It is calculated as the Euclidean distance 
with respect to the central location of tracked objects and 
manually labelled ground truth. Precision is computed as 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∏ 𝐶𝐿𝐸<𝑇ℎ𝑁

𝑁
             (9) 

Where N is the total number of frames and the Th value is 
set as 20 in the experiment as tracking performance evaluated 
for every 20 frames. Keeping a higher value, may lose the 
minor changes and reducing to lower value, increases 
computational complexity. So an optimum value of 20 was 
selected trial and error in the experimental setup. 

Success rate is computed as 

𝑆𝑅 =
𝑎𝑟𝑒𝑎(𝑅𝑡∩ 𝑅𝑔𝑡)

𝑎𝑟𝑒𝑎(𝑅𝑡∪𝑅𝑔𝑡)
           (10) 

𝑅𝑡 is the bounding box object tracked and 𝑅𝑔𝑡 is the 

bounding box corresponding to the ground truth. The 
performance is also compared in terms of two parameters of 
success rate and precision for varied degrees of 
occlusions/clutters. 

The average precision and success rate for videos are 
measured for various disturbances and the result is given in 
Table II. Both precision and success rate is higher compared 
to all the existing works. Comparison of precision and success 
rate across different solutions is shown in Fig.6 and Fig.7 
respectively. 
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Fig. 6.  Comparison of Precision Across Solutions. 

 

Fig. 7. Comparison of Success Rate Across Solutions. 

The precision and success rate has increased in proposed 
solution due to use of hybrid trackers which combines the best 
of modified KCF and modified PCF. Also the influence of 
lighting variations, clutters, occlusion have been reduced due 
to use of novel background modeling with adaptive gain in the 
proposed solution. 

The precision is measured for different error thresholds 
and the result is given in Fig. 8. 

 

Fig. 8. Precision vs Location Error Threshold. 

As location error threshold increases, the precision 
increases. Proposed hybrid tracker achieves highest precision 
among all other solutions even when location error threshold 
increases.Even if 50% of object is visible, the proposed 
solution is able to localize the vehicle accurately due to use of 
aggregation signature rather than exact matching. Aggregation 
signature is constructed with consideration for different 
probabilities of occlusions in the proposed solution and this 
helps to achieve better localization. 

The success rate is measured for different overlap 
threshold and the result is given in Fig. 9. 

 

Fig. 9. Success Rate vs Overlap Threshold. 

Even in presence of higher percentage of overlap, the 
proposed tracker is able to localize the object with higher 
success rate due to use of aggregation signature which already 
accommodates overlaps. 

Video with a synthetic shape in varied percentage of 
occlusion is created. The performance of precision and 
success rate is measured with this synthetic data and the result 
is given in Fig.10 and Fig. 11. 

Even in presence of 50% occlusion, the proposed hybrid 
tracker is able to achieve success rate of 0.82 and precision of 
84%. 

 

Fig. 10. Success Rate vs Occlusion %. 
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Fig. 11. Precision vs Occlusion %. 

The success rate decreases as the occlusion percentage 
increases, but the success rate is higher in proposed solution 
compared to other solutions. The average success rate in 
proposed solution is at least 3% higher compared to others. 
Usage of aggregation signature-based matching within the 
KCF and PCF has increased the success rate in the proposed 
solution. The average precision in the proposed solution is at 
least 3% higher compared to other solutions/ Use of deep 
learning features with operating on image in frequency 
domain has increased the precision in the proposed solution. 

A. Discussion 

Through performance results, the proposed tracker is 
found to effectively localize the target vehicle even in 
presence of various degrees of occlusion and overlap. 
Localization accuracy has improved due to use of aggregation 
signature in the proposed solution. The aggregation signature 
is constructed considering different probabilities of occlusions 
and it is binary signature. Matching is realized using hamming 
distance. Due to this, vehicle localization accuracy has 
increased. Most of the existing works used in comparison used 
deep learning features and comparison of the features to 
localize the object. But in presence of occlusion, the distance 
match crossed the threshold and they failed to localize the 
object. Due to error in localization, their tracking performance 
too reduced. Tracking performance improved in proposed 
solution due to two reasons: (i) avoidance of unnecessary 
background objects through adaptive gain background 
subtraction and(ii) hybrid tracker to localize combining both 
kernel and particle filtering.This helped to localize object even 
in presence of higher overlap. 

V. CONCLUSION 

A hybrid tracking technique combining deep learning-
based aggregation signature features with modified KCF & 
PCF is proposed in this work. Aggregation signature of target 
vehicle is created in frequency domain using QDCT and 
dimension reduced using deep learning. The proposed solution 
is able to achieve about 82% success rate and 86% precision 
in target even at 50% occlusion rate. In addition, the solution 
performs well against disturbances of occlusion, clutter and 
illumination variations.Improving the solution to work for 
even higher occlusion rate and various lighting conditions is in 
scope of future work. 
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Abstract—Slope stability has been a matter of concern for most 

geologists, mainly due to the fact that unstable slopes cause a 

greater number of accidents, which in turn reduces efficiency of 

mining operations. In order to reduce the probability of these slope 

instabilities, methods like tension crack mapping, inclinometer 

measurements, time domain reflectometry, borehole 

extensometers, piezometer, radar systems and image processing 

systems are deployed. These systems work efficiently for single site 

slope failures, but as the number of mining sites increase, 

dependency of one site slope failure on nearby sites also increases. 

Current systems are not able to capture this data, due to which the 

probability of accidents at open cast mines increases. In order to 

reduce this probability, a high efficiency internet of things (IoT) 

based continuous slope monitoring and control system is designed. 

This system assists in improving the efficiency of real-time slope 

monitoring via usage of a sensor array consisting of radar, 

reflectometer, inclinometer, piezometer and borehole 

extensometer. All these measurements are given to a high 

efficiency machine learning classifier which uses data mining, and 

based on its output suitable actions are taken to reduce accidents 

during mining. This information is dissipated to nearby mining 

sites in order to inform them about any inconsistencies which 

might occur due to the slope changes on the current site. Results 

were simulated using HIgh REsolution Slope Stability Simulator 

(HIRESSS), and an efficiency improvement of 6% is achieved for 

slope analysis in open cast mines, while probability of accident 

reduction is increased by 35% when compared to traditional non-

IoT based approach. 

Keywords—Opencast; mining; slope; IoT; stability; machine 

learning; data mining 

I. INTRODUCTION 

In order to design a highly efficient slope analysis model 
parameters like apparent dip of cutting slopes, joint dip, angle 
between slope aspect & joint aspect, friction angle of joint 
plane, cohesion of joint, joint persistence, height of slope, 
weight of sliding blocks, uplift force due to water pressure of 
joints, force due to water pressure in tension crack, etc. must be 
recorded and analyzed [1]. These parameters require a large 
variety of sensors, which must be connected in tandem in order 
to evaluate these values with highest possible efficiency. 
Depending upon these parameters, different slope stability 
factors are evaluated, and based on the value of these factors, 

approximations are done on the stability of slope on the given 
opencast mining site [2]. For instance, in order to evaluate 
factor of safety (FoS), measurements of resting moments and 
disturbing moments are done, and the following equation is 
evaluated, 

𝐹𝑜𝑆 =
𝑀𝑅

𝑀𝐷
              (1) 

𝑀𝑅 = 𝑐 ∗ ∅ ∗ 𝑅2              (2) 

𝑀𝐷 = 𝐴𝑟𝑒𝑔𝑖𝑜𝑛 ∗ 𝜕 ∗ 𝑥              (3) 

Where, ‘c’ is a constant, ∅ is the angle of measurement, ‘R’ 
is radius of measurement, 

A region is area of region, 𝜕 is weight of soil, and ‘x’ is 
distance between start point and center of slope, 𝑀𝑅 is resting 
moment, 𝑀𝐷 is disturbing moment. A high value of ‘FoS’ 
indicates that the surface has high resting moment, and low 
disturbing moment, which indicates that the surface is slope 
stable and can be used for mining operations with high 
efficiency. Similar measurements including sheer resistance of 
force acting on slice, sheer resistance offered by soil, etc. are 
also used to evaluate FoS values for opencast soil surfaces. 
Depending upon these values, short-term stability and long-
term stability values are evaluated. Short term stability 
conditions include, stability of slope immediately after 
construction, which consists of undrained conditions and is 
evaluated using undrained parameters. Here, change in pore 
water pressure is totally dependent upon stress change. While 
long term stability analysis uses effective weight of soil and 
here changes in pore water pressure is independent of stress 
changes [3]. 

More precisely, despite the fact that this study has 
significantly advanced our understanding of slope stability, it is 
still limited by the following drawbacks of the aforementioned 
techniques, which prevent it from being fully resolved: 

 The simulations are inaccurate. The slope stability, for 
instance, can be reflected by the limit equilibrium 
approach, but the non-uniformity of the stress 
distribution and the impact of deformation are not taken 
into consideration. Therefore, this technique cannot 
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accurately reflect the slope's actual level of safety and 
dependability. 

 The safety factor's limitations are ambiguous and 
undefined. A slope with FS>1.20 is generally 
considered safe. However, in actual engineering there 
have been slopes that failed with FS > 1.2. 

 These techniques are influenced by human subjectivity. 

Throughout the course of an opencast mining operation, 
slope stability analysis is a crucial part of the process. A terrible 
social, economic, as well as a major safety catastrophe might 
result from a failure of slope in the vicinity of a mine being 
operated. The fundamental failure scenarios are extremely 
complex & diversified. These failure processes heavily rely on 
the regional geology, which is rather particular to a particular 
area of the rock mass. The process of developing slopes is 
wholly based on the field experience in recent years as well. A 
better strategy may be created by planning slopes safely. 

The major aim of this work is to do numerical modelling for 
increasing the efficiency of slopes through the simulator with 
diverse rock qualities and slope diameters. Utilizing HIRESSS, 
numerical modelling is done to determine the safety factor. 
Every slope has different characteristics, and each step's safety 
factor is determined. To determine how the factor of safety 
alters when the bench parameters vary, these numbers are 
connected with them. Here our objective is to understand the 
different types of slope failures and the concepts of Safety. 

Based on this analysis, a large number systems have been 
proposed over the past several years [4]. Each of these systems 
has its own advantages and limitations. 

In the outline of this paper, the next section reviews the 
systems and evaluates best practices that must be used in order 
to improve the performance of slope stability in opencast 
mining conditions. This is followed by the section on the design 
of the proposed model, which is inspired by cutting edge IoT 
devices, and their interconnections for improved slope stability 
using a novel data mining approach. Next to this, the result 
analysis and comparison of the proposed model is done in order 
to evaluate the performance and performance gaps in existing 
system. Finally, this text concludes with some interesting 
observations about the proposed model and suggests methods 
to improve the same. 

II. LITERATURE REVIEW 

Slope stability analysis for open cast mines is a multidomain 
signal processing task, wherein data from different sensors 
must be captured such that slopes are analyzed with high 
accuracy. In order to perform this task, various signal 
processing models are described, for instance, the work in [5] 
proposes a model that uses Spatio-Temporal Kriging 
Interpolation for improving slope stability. The model is able to 
perform highly accurate analysis on both open cast and open pit 
mines, due to efficient utilization of data interpolation. Similar 
models can be observed from [6, 7, 8], where Neural Networks, 
Gaussian processes, and 3D non- linear finite difference 
analysis are used. These models can be used for high 
performance applications like highway corridor slope analysis 
[9] for improving road stability. 

Simpler methods like strength reduction [10], and 
variational calculus [11], can be used for analysing stability of 
slope analysis for open cast mines, National Highway (NH) 
development [12], and perched water conditions [13] with high 
efficiency. Slope stability can also be analyzed for specialized 
geographies like 3D geometries [14, 15], and methods like 
Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS) [16] can be used. These techniques can be extended 
by referring to different algorithmic models as suggested in 
[17], wherein Limit equilibrium method, artificial neural 
network, Vector sum method, Numerical simulation method 
and Limit analysis method are described. These methods utilize 
slope height & angle factors [18] while designing slope analysis 
models, and can be used for specialized applications like Stone 
Column- Supported Embankments [19]. The performance of 
these models can be improved via use of deep learning models 
as described in [20], wherein hybrid stacking ensemble method 
is used, which is based on finite element analysis and field data. 
The model is able to achieve high accuracy of slope analysis, 
and thereby adapt to varying structural scenarios. Various 
specialized methods for slope analysis can be observed from 
[21, 22, 23, 24, 25, 26], wherein volumetric behavior of rock 
salt, electromagnetic radiation mechanism of rock fracturing, 
uniaxial compressive strength of sandstone, influence of 
bedding structure, spectral induced polarization, bender 
element models, and pre-flawed sandstones are studied. These 
models assist in evaluation of slopes in open cast mines that are 
located near stone beds, thereby improving their scalability. 

Artificial neural networks (ANN) have been applied 
successfully in slope stability problems (Feng, et. al 2018) [27], 
however they do have certain drawbacks. The restrictions are 
detailed below:  

 Contrary to other statistical models, ANN models do not 
reveal the relative relevance of the individual 
parameters, which is a significant drawback (Samui, P. 
2019) [28]. 

 Since the knowledge learned during training is 
implicitly stored in ANNs, it can be exceedingly 
challenging to interpret the network's general structure 
in a way that makes sense (Baghbani, et.al (2022)[29] 
has been proposed in their review. This gave rise to the 
phrase "black box," which many researchers use to 
describe the behaviour of ANNs. 

 Additionally, ANN has certain intrinsic flaws such as 
sluggish convergence, poor generalisation, finding local 
minimums, and over-fitting issues. 

The author's primary contribution is to provide an output 
utilizing several classifiers employing IoT devices and a 
simulator. Its result is used to determine the best course of 
action to decrease mining accidents. This information is shared 
with surrounding mining operations in order to alert them to any 
discrepancies that might arise as a result of the site's current 
slope variations. The HIgh REsolution Slope Stability 
Simulator (HIRESSS) was used to model the outcomes, and 
then it was compared to a conventional, non-IoT based 
technique. 
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Models for analysis of submerged pools [30], use of random 
field Gaussian methods [31], blocky structure systems [32], 
near-surface rock strength slope analysis [33], and 
reinforcement learning models [34-37] are also used for high 
efficiency slope analysis. It can be observed that most of these 
models do not define sensor placement analysis, due to which 
their efficiency is limited. In order to improve this efficiency, 
the proposed model combines various sensing elements, and 
defines positions for these elements in order to improve 
stability of slope analysis in open cast mines. The proposed 
model along with its analysis and comparative evaluation can 
be observed in the next sections. 

III. PROPOSED MACHINE LEARNING MODEL FOR 

IMPROVING SLOPE STABILITY ANALYSIS USING IOT 

In order to improve the efficiency of slope stability analysis 
in open cast mines, it is mandatory that various conditions like 
above water table, drained, partly drained, water table 10m 
above toe, and water table 16m above toe must be analyzed. 
The significance and primary goal of this work is to put the 
aforementioned categorization model into practice for 
predicting the stability state of a soil slope. 

 A weak zone in the soil profile is used to perform slope 
stability, which is a prevalent sort of coal mine failure in 
many nations. 

 Practically significant numerical challenges are 
addressed for the simulation and investigation of the 
issue. 

 The stability of the mine's slopes is determined by the 
inclination, shear strength, and water conditions in the 
weak zone. 

The results of these conditions are given to the proposed 
model in order to reduce their probability of occurrence. 
Various IoT sensors are placed onsite in order to sense presence 
of these conditions, and efficient steps are taken to reduce their 
effect. To improve the efficiency of slope stability analysis, the 
following process is used, and based on the results of this 
process action plans are executed for improving the condition 
of open cast mines. 

 Inputs to the model 

o Number of iterations (𝑁𝑖). 

o Number of solutions (𝑁𝑠). 

o Maximum number of sensors in the system 
(𝑆𝑚𝑎𝑥) (radar, reflectometer, inclinometer, 
piezometer, borehole extensometer, etc.). 

o Learning rate (𝐿𝑟). 

o Minimum advisable slope stability (𝑆𝐿𝑚𝑖𝑛). 

o Maximum advisable slope stability 
(𝑆𝐿𝑚𝑎𝑥). 

 Outputs of the model 

o Estimated slope (𝑆𝐿𝑒𝑠 ). 

 Process of execution 

o For each iteration in 1 to 𝑁𝑖 

 For each solution in to 𝑁𝑠 

 If the solution is marked as ‘not to be 
changed’, then skip it and go to the next 
solution. 

 Else, generate a new solution using the 
following process, 

 Select a random number of sensors from 
the list of available sensors = 𝑆𝑒𝑛𝑠𝑒𝑠𝑒𝑙 

 𝑆𝑒𝑛𝑠𝑒𝑠𝑒𝑙 = (1, 𝑆𝑚𝑎𝑥)          (4) 

 For the selected sensors, perform random 
placement on the mining site, so that 
different sensor readings can be obtained. 

 Using these sensors, measure the slope 
stability from each sensor using equations 
5, 6, 7, 8 and 9. 

𝑆𝑆𝑟𝑎𝑑𝑒𝑟 =
(

ABS(𝐻𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑− 𝐻𝑎𝑐𝑡𝑢𝑎𝑙)

Max (𝐻𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝐻𝑎𝑐𝑡𝑢𝑎𝑙)
+

ABS(𝐷𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑− 𝐷𝑎𝑐𝑡𝑢𝑎𝑙)

Max (𝐷𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝐷𝑎𝑐𝑡𝑢𝑎𝑙)
)

2
    (5) 

𝑆𝑆𝑟𝑒𝑓 =
ABS(𝑅𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑− 𝑅𝑎𝑐𝑡𝑢𝑎𝑙)

MAX (𝑅𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑, 𝑅𝑎𝑐𝑡𝑢𝑎𝑙)
             (6) 

 𝑆𝑆𝑖𝑛𝑐 =
ABS(𝐼𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑− 𝐼𝑎𝑐𝑡𝑢𝑎𝑙)

MAX (𝐼𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑, 𝐼𝑎𝑐𝑡𝑢𝑎𝑙)
            (7) 

𝑆𝑆𝑝𝑖𝑒𝑧 =
ABS(𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑− 𝑃𝑎𝑐𝑡𝑢𝑎𝑙)

MAX (𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑, 𝑃𝑎𝑐𝑡𝑢𝑎𝑙)
            (8) 

𝑆𝑆𝑏ℎ =
ABS(𝐷𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑− 𝐷𝑎𝑐𝑡𝑢𝑎𝑙)

MAX (𝐷𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑, 𝐷𝑎𝑐𝑡𝑢𝑎𝑙)
            (9) 

Where, 𝑆𝑆𝑟𝑎, 𝑆𝑆𝑟𝑒𝑓, 𝑆𝑆𝑖𝑛𝑐, 𝑆𝑆𝑝𝑖𝑒𝑧, and 𝑆𝑆𝑏ℎ are slope stability 
values for radar, reflectometer, inclinometer, piezoelectric 
sensor and borehole extensometer, while H, D, R, I, and P are 
measured height, distance, reflectance, inclination, and soil 
pressure respectively. 

 Based on the number of selected sensors, the value of 
fitness is estimated using equation 10. 

𝐹𝑖 =  
∑ 𝑆𝑆𝑖

𝑆𝑒𝑛𝑠𝑒𝑠𝑒𝑙
𝑖=1

𝑆𝑒𝑛𝑠𝑒𝑠𝑒𝑙
            (10) 

 If the value of 𝐹𝑖 satisfies the constraints of equation 11, 

then use it for processing, else generate a new solution. 

𝐹𝑖 >  𝑆𝐿𝑚𝑖𝑛  𝑎𝑛𝑑 𝐹𝑖 <  𝑆𝐿𝑚𝑎𝑥          (11) 

 After generation of all solutions, evaluate the fitness 
threshold using equation 12, wherein learning rate and 
other parameters are also utilized. 

𝐹𝑡ℎ =  ∑ 𝐹𝑖 ∗  
𝐿𝑟

𝑁𝑠
 

𝑁𝑠
𝑖=1            (12) 

 Mark all solutions as ‘to be changed’, where fitness is 
less than the threshold, while mark all other solutions as 
‘not to be changed’. 

 At the end of last iteration, the following Table I is 
formed, which indicates information about each 
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solution, its stability, number of sensors used, and their 
placements. 

 Select the solution with maximum fitness value, use the 
sensors and place them in given locations as decided by 
the algorithm. 

Once the sensor placement is complete, then evaluate slope 
for the given open cast mine, and communicate this value to 
other locations. Generate ‘R’ random locations for deployment, 
and gather slope data from all these locations using the given 
machine learning model. Once the data is collected, then use a 
mode operation for find slope analysis. 

𝑆𝑓𝑖𝑛𝑎𝑙 = 𝑀𝑂𝐷𝐸 (|𝑆𝑖|𝑅𝑖=1)          (13) 

Based on this evaluation, accuracy of slope stability, 
precision, recall, and fMeasure values are estimated. This 
estimation is done on various sites across different open cast 
mines, and the results are tabulated in the next section. These 
results are also compared with some of the reviewed models 
that perform highly efficient slope stability analysis in the same 
open cast mines. 

IV. RESULT AND ANALYSIS 

Performance evaluation of the proposed model required in 
depth analysis and simulations for different open cast sites. In 
order to perform this task, 20 different open cast mines were 
simulated on the HIgh REsolution Slope Stability Simulator 
(HIRESSS) software, and 100 different locations were 
evaluated for estimation of slope stability analysis. Based on 
these simulation settings, accuracy of slope stability analysis 
(𝐴𝑆𝐿) was evaluated using the following equation, 

𝐴𝑆𝐿 =  
𝑆𝐶

𝑆𝑇
            (14) 

Where, 𝑆𝐶 𝑎𝑛𝑑 𝑆𝑇 are number of sites where slopes were 
correctly identified, and total number of evaluated sites 
respectively. We have implemented the methodologies used in 
[5] and [20] in our simulator and compared them with our 
proposed work. These results are tabulated in Table I to V, 
wherein accuracy of the proposed model is compared with other 
reference models as in Table I. 

Based on this analysis it can be observed that the proposed 
model is 5% more effective than [5], and 6% more effective 
than [20] under different open mining sites. Using similar 
simulation settings, recall of slope stability analysis (𝑃𝑆𝐿) was 
evaluated using the following equation, 

𝑃𝑆𝐿 =  
𝑆𝐶𝑙

𝑆𝑇
            (15) 

Where, 𝑆𝐶𝐼 𝑎𝑛𝑑 𝑆𝑇 are number of sites where slopes were 
correctly identified but had lower slope values when compared 
with actual and total number of evaluated sites respectively. 
These results are tabulated in Table II, wherein Precision of the 
proposed model is compared with other reference models. 

Based on this analysis it can be observed that the proposed 
model is 6% more effective than [5], and 5% more effective 
than [20] under different open mining sites. Using similar 
simulation settings, recall of slope stability analysis (𝑅𝑆𝐿) was 
evaluated using the following equation, 

𝑅𝑆𝐿 =  
𝑆𝐶𝐶

𝑆𝑇
            (16) 

TABLE I. ACCURACY OF SLOPE STABILITY ANALYSIS FOR DIFFERENT 

SITES 

Number of site locations 𝑨𝑺𝑳 [5] 𝑨𝑺𝑳 [20] 𝑨𝑺𝑳 Proposed 

2000 0.72 0.76 0.81 

3000 0.74 0.77 0.83 

4000 0.77 0.79 0.84 

5000 0.78 0.80 0.85 

6000 0.79 0.81 0.86 

7000 0.80 0.81 0.87 

8000 0.81 0.82 0.88 

9000 0.81 0.83 0.89 

10000 0.82 0.84 0.90 

11000 0.83 0.86 0.91 

12000 0.84 0.87 0.92 

13000 0.85 0.88 0.94 

14000 0.87 0.89 0.95 

15000 0.88 0.90 0.96 

16000 0.89 0.91 0.97 

17000 0.90 0.92 0.97 

18000 0.91 0.93 0.98 

19000 0.93 0.93 0.98 

20000 0.94 0.94 0.99 

TABLE II. THE PRECISION OF SLOPE STABILITY ANALYSIS FOR 

DIFFERENT SITES 

Number of site locations 𝑷𝑺𝑳 [5] 𝑷𝑺𝑳 [20] 𝑷
𝑺𝑳 Proposed 

2000 0.68 0.72 0.77 

3000 0.70 0.73 0.78 

4000 0.73 0.75 0.80 

5000 0.74 0.76 0.81 

6000 0.75 0.76 0.81 

7000 0.76 0.77 0.82 

8000 0.76 0.78 0.83 

9000 0.77 0.79 0.85 

10000 0.78 0.80 0.86 

11000 0.79 0.81 0.87 

12000 0.80 0.82 0.88 

13000 0.81 0.83 0.89 

14000 0.82 0.84 0.90 

15000 0.83 0.86 0.91 

16000 0.84 0.87 0.92 

17000 0.86 0.87 0.92 

18000 0.87 0.88 0.93 

19000 0.88 0.89 0.93 

20000 0.89 0.89 0.94 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

974 | P a g e  

www.ijacsa.thesai.org 

TABLE III. RECALL OF SLOPE STABILITY ANALYSIS FOR DIFFERENT SITES 

Number of site 

locations 
𝑹

𝑺𝑳 [5] 𝑹
𝑺𝑳 [20] 𝑹

𝑺𝑳 Proposed 

2000 0.72 0.76 0.81 

3000 0.74 0.77 0.83 

4000 0.77 0.79 0.84 

5000 0.78 0.80 0.85 

6000 0.79 0.81 0.86 

7000 0.80 0.81 0.87 

8000 0.81 0.82 0.88 

9000 0.81 0.83 0.89 

10000 0.82 0.84 0.90 

11000 0.83 0.86 0.91 

12000 0.84 0.87 0.92 

13000 0.85 0.88 0.94 

14000 0.87 0.89 0.95 

15000 0.88 0.90 0.96 

16000 0.89 0.91 0.97 

17000 0.90 0.92 0.97 

18000 0.91 0.93 0.98 

19000 0.93 0.93 0.98 

20000 0.94 0.94 0.99 

Where, 𝑆𝐶𝐶 𝑎𝑛𝑑 𝑆𝑇 are number of sites where slopes were 
correctly identified but had higher slope values when compared 
with actual, and total number of evaluated sites respectively. 
These results are tabulated in Table III, wherein Recall of the 
proposed model is compared with other reference models. 

Based on this analysis it can be observed that the proposed 
model is 5% more effective than [5], and 4% more effective 
than [20] under different open mining sites. Using similar 
simulation settings, fMeasure of slope stability analysis (𝐹𝑆𝐿) 

was evaluated using the following equation, 

𝐹𝑆𝐿 = 2 ∗ 𝑃𝑆𝐿 ∗  
𝑅𝑆𝐿

𝑅𝑆𝐿+ 𝑅𝑆𝐿
           (17) 

These results are tabulated in Table IV, wherein FMeasure 
of the proposed model is compared with other reference 
models. 

Based on this analysis it can be observed that the proposed 
model is 5% more effective than [5], and [20] under different 
open mining sites. Similarly, analysis of probability of 
accidents (𝑃) on each site was estimated using equation 18, and 
results were tabulated using Table V, where a major difference 
in accident reduction probability can be observed. 

𝑃𝐴𝐶𝐶 =  
𝐴𝑐𝑐𝑖𝑑𝑒𝑛𝑡𝑠 𝑂𝑐𝑐𝑜𝑢𝑟𝑒𝑑

𝑇𝑜𝑡𝑒𝑙 𝐴𝑐𝑐𝑖𝑑𝑒𝑛𝑡 𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠
          (18) 

From this analysis, it can be observed that the proposed 
model is able to reduce number of accidents by over 35% when 
compared with reviewed models. This can also be observed 
from Fig. 5. 

TABLE IV. FMEASURE OF SLOPE STABILITY ANALYSIS FOR DIFFERENT 

SITES 

Number of site 

locations 
F

𝑺𝑳 [5] F
𝑺𝑳 [20] F

𝑺𝑳
 Proposed 

2000 0.70 0.74 0.79 

3000 0.72 0.75 0.80 

4000 0.75 0.77 0.82 

5000 0.76 0.78 0.83 

6000 0.77 0.78 0.84 

7000 0.77 0.79 0.85 

8000 0.78 0.80 0.86 

9000 0.79 0.81 0.87 

10000 0.80 0.82 0.88 

11000 0.81 0.83 0.89 

12000 0.82 0.84 0.90 

13000 0.83 0.86 0.91 

14000 0.84 0.87 0.92 

15000 0.85 0.88 0.93 

16000 0.87 0.89 0.94 

17000 0.88 0.90 0.95 

18000 0.89 0.90 0.95 

19000 0.90 0.91 0.96 

20000 0.91 0.91 0.96 

TABLE V. ACCIDENT PROBABILITY FOR DIFFERENT SITES 

Number of

 sit

e locations 

𝑷𝑨𝑪𝑪 [5] 𝑷
𝑨𝑪𝑪 [20] 𝑷

𝑨𝑪𝑪 Proposed 

2000 0.56 0.59 0.37 

3000 0.58 0.60 0.38 

4000 0.60 0.61 0.39 

5000 0.61 0.62 0.40 

6000 0.61 0.63 0.40 

7000 0.62 0.64 0.41 

8000 0.63 0.64 0.41 

9000 0.64 0.65 0.42 

10000 0.64 0.66 0.42 

11000 0.65 0.67 0.43 

12000 0.66 0.68 0.43 

13000 0.67 0.68 0.44 

14000 0.68 0.69 0.44 

15000 0.68 0.70 0.45 

16000 0.69 0.71 0.46 

17000 0.70 0.72 0.46 

18000 0.71 0.72 0.47 

19000 0.72 0.73 0.47 

20000 0.73 0.73 0.48 
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A. Simulation Results 

As per our proposed work different statistical measure has 
been performed. A comparison study has been performed as 
shown in table from Table I to Table V by taking different site 
locations. The simulation results of the above mentioned 
analysis have been shown in Fig. 1 to Fig. 5. It has been found 
that our proposed work is comparatively showing good result 
in different analytical aspects. 

This reduction assists in making it useful for safe and highly 
accurate slope estimations. The estimated slopes can be used 
for taking suitable actions for estimation of open cast mine 
accidents, and avoiding them with high efficiency. 

 

Fig. 1. Accuracy of Slope Stability Analysis for Different Sites. 

 

Fig. 2. Precision of Slope Stability Analysis for Different Sites. 

 

Fig. 3. Recall of Slope Stability Analysis for Different Sites. 

 

Fig. 4. FMeasure of Slope Stability Analysis for Different Sites. 

 

Fig. 5. Accident Probability for Different Sites. 
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V. CONCLUSION AND FUTURE SCOPE 

Based on the extensive result analysis, it can be observed 
that the proposed model is capable of improving the accuracy 
of slope stability analysis by 6% when compared with state-of-
the-art models, while similar results are obtained for precision, 
recall, and F-measure values. Due to this, the number of 
accidents at these mines is drastically reduced, which enforces 
better safety measures, and thereby assists in reducing cost of 
mining operations. All these parameters are improved due to 
proper sensor placement, and improvement of stability analysis 
models by the machine learning model. Stochastic placement 
of sensors, and randomized inference of models positions from 
these placements further assists in identification of new 
placement spots on the site, thereby improving site coverage 
and utility. In future, researchers can improve this performance 
via use of deep learning models, wherein more number of 
sensors can be integrated in order to improve stability of slope 
analysis. 
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Abstract—Social network surges with multiple tweets with
mixture of multiple emotions by many users when events like
rape, robbery, war and murder, we use this user data to analyze
user emotions between cross-events and try to predict user
reactions for the next possible such event. Cross-events are a series
of events that belong under the same umbrella of topics and are
related to the events occurring prior to it. The proposed system
solve this problem using collaborative filtering using Topical and
Social context. The Text Rank Algorithm is an unsupervised
algorithm used for keyword extraction. Count Vectorizer is used
on preprocessed text to get the frequency of words throughout the
text which is used as training data to get a probability of emotion
using a logistic regression model. We incorporated social context
along with topical context to account for homophily and used the
Low-rank matrix factorization method for user-topic prediction.
The model as an output gives a total of 8 emotions which include
Shame, Disgust, Anger, Fear, Sadness, Neutral, Surprise and Joy.
Finally, the model is able to predict emotions with an accuracy
of 95% considering cross events.

Keywords—Twitter; cross events; collaborative filtering; logistic
regression; social and topical context

I. INTRODUCTION

With the advancement in technology, global news can
quickly spread across the globe in a very small amount of
time. Popular news spreads quickly through the internet like
wildfire and all the people across the world try putting forth
their opinion on social media. Social media has given rise
to a platform where people can express their views on a
particular topic. It has led to a formation of a community
where like minded people group together. One of the most
popular social media platforms to voice opinions is twitter
where opinions about various global news are shared. There
are over 330 million active users on twitter monthly and
145 million active users on twitter daily. There have been
1.3 billion twitter accounts created ever since twitter was
launched in 2006. Thus, twitter’s popularity and purpose can
be a platform where a person’s subjective feeling about a
particular news is found in what a person tweets about it. It is a
reflection of emotions a person feels towards the news and can
be therefore equated. Twitter data has been used for multiple
analysis because it acts as a dataset which tells us about the
user. It has been used for applications like emotion detection
[8], opinion tracking [9] and so on. However in our research
work we have focused on a completely different domain of
exploration that is to predict how a user will react to various
events or sub events based on his historical tweets. Through
our model we can identify the emotion a user will show if any

futuristic or hypothetical event is provided to a model. This
kind of user reaction prediction can have a wide application in
various domains. The government can use the data to predict
the overall response on policies or it can also be used by
companies to predict what a user reaction can be when a new
product is launched in the market [10] [16] [17]. Additionally
it can be used to model recommendations of new products
[11].To achieve this goal, we model the user-topic opinion
prediction problem as a collaborative filtering task and present
the topical context and social context incorporated matrix
factorization method (TcScMF) framework, which includes
social context and topical context as regularisation constraints.
This paradigm is quite broad, and it may easily be applied
to various social network setups or expanded to include other
requirements. A real-world data set is gathered from Twitter,
and labelled positive/negative user-topic opinions are obtained
for evaluation by assessing sentiment in the observed tweets
with a credible tool. We compare the proposed framework to
state-of-the-art collaborative filtering methods in the trials. The
experimental results show that using the TcScMF framework
with social and topical context improves prediction accuracy.

A key point in our methodology is that we make use
of ingenious ways to gather meaningful and clean data from
twitter. One major problem that we faced while improving the
accuracy of the model was sparseness of the user topic matrix.
It was indeed very difficult to identify topics where the set of
users are closely related to each other and have reacted to
similar topics. We solve this problem by improving our data
collection methodology where we first focus on identifying
closely related users followed by filtering out common topics
where they have reacted. This allowed us to improve the
accuracy of our model by twice its original value.

Other than this, we were also keen on finalizing the ideal
metric to compare users and topics in order to incorporate
social and topical context. We experimented with different
vector similarity measures like Cosine Similarity, Soft Cosine
Similarity, Jaccard Similarity and Spearman’s Rank Corre-
lation Coefficient and we concluded that the choice of the
similarity function is closely related to the type of dataset
that we are working with. In our case we proceed with cosine
similarity considering the size of our dataset as well as the
results reflected by our model.

Last but not the least, we also expand the range of emotions
that we are working with. Most data analysing techniques
usually classify the given data in a binary fashion. But we
incorporate a range of emotions and make sure that our model
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works with this range at every stage including the loss function
and the accuracy measure step. This allows our model to be
robust in nature and accommodate a diverse dataset and reflect
the same in the results produced.

The structure of the remaining paper Is as follows. Section
II is the literature survey that we undertook before working
on this. It identifies the current research work and gaps in
them. In Section III we talk about our method of identifying
the dataset and what the dataset looks like. In Section IV we
have described our model in detail. In Section V we talk about
results and in Section VI what we conclude from the research
work. In Section VII, we talk about the references.

II. LITERATURE SURVEY

Nicolas Esquivel et al. [1] presents a CLSTM-NN to fore-
cast the existence of crime events across Baltimore. Matrixes
of previous criminal occurrences, in particular, are utilised as
input to forecast the existence of at least single event that
happens. The dataset was acquired from the Open Baltimore
portal’s Public Safety domain. The model performed better,
with an accuracy of 0.86 utilising sequences of matrices of
events that occurred over the course of seven days. The results
suggest that model can learn past geographical patterns and
forecast the presence of crimes in the future. The spatiao-
temporal resolution of forecasts is hampered by poor perfor-
mance for a small percentage of crime episodes.

Yizhou Xu et al. [2] proposed to model which would pre-
dict alarm events that are due, using similar alarm patterns in
flood alarm sequences. It begins by arranging the alert patterns
in order of resemblance to the current alert in descending order.
A Bayesian approximation is used to calculate the probabilities
and confidence levels for all projected alert events. When
nuisance alerts were received, they were ignored and produced
no anomalies.

A method that takes into consideration the behaviours and
characteristics of the user, to identify and accurately predict hot
events is given by Xichan Nie, et al. [3] The similar topics on
twitter are collected and segregated using semantic similarity,
all this is done after applying natural language processing on
the keywords extracted from these tweets. Then a relationship
between the users is derived. The user information proved to
be useful and gave better results on experimentation. When
compared to previous models, the suggested method enhanced
prediction precision by 27%, 23.5 percent accuracy, as well
as 20 percent recall rate, indicating that the model efficiently
anticipated hot events. Other similar methods also work on
identifying “social hotspots” such as Krishna et al. [23] and
Xiao et al. [19].

Alberto Rossi, et al. [4] develops an attention mechanism
as well as a LSTM network - RNN method for modelling
taxi driver performance and storing the semantics of famous
attractions in order to anticipate a cab’s next destination using
spatial location from LBSNs. The datasets used were taxi paths
datasets. The results show that LSTM lowers the EDS in Porto
and Manhattan by 10.5 percent and 18 percent, respectively,
compared to MMLP. The suggested model, like most deep-
learning algorithms, lacks explainability. Because travel utility
features such as journey distance, cost, and time are not
accessible at the time of the prediction, the approach cannot

use them. Owing to the length limit, it may be difficult to create
a precise estimation that will identify catastrophic occurrences
using tweets, which may lack appropriate context and be
difficult to discriminate due to word ambiguity. Song, Guizhe
and Huang, Degen [5] designed a model named SentiBERT-
BiLSTM-CNN which detects diaster using Tweets. To generate
sentimental contextual embeddings from a Tweet the proposed
pipeline uses SentiBERT, for feature extraction they used a
1D convolutional layer. The suggested model outperforms the
competition in the F1 score, making it a viable model for
Tweets-based disaster prediction. The CNN model gave a
precision of 0.8064, BiLSTM gave 0.8571 while SentiBERT-
BiLSTM-CNN gave a precision of 0.9305 making it the best
model. Because specific keywords may occur in both catas-
trophe and non-disaster Tweets, the model’s recommended
accuracy can be considerably improved. However, it is difficult
to successfully employ the words as additional information to
help enhance the detection accuracy.

Gan, Mingxin and Xiao, Kejun [6] concluded that prior
studies had failed to account for the sequential characteristics
of users’ click behaviour, hence the focus was on overcoming
such restrictions. R-RNN is a model for understanding a user’s
interest from his general click history, according to the study.
The Amazon Dataset was used to conduct the study. Few of
the previous models are all outperformed by the recommended
model, thanks to the newly introduced click behaviour patterns
and the R-RNN for CTR prediction design’s adopted RNN,
which gathers user stats from the most recent click sequences.

Song et al. [7] suggested a semi-online Computational Of-
floading Model. Reinforcement learning is used to investigate
user behaviour in a sophisticated action space in order to catch
unknown environment information. The research proposes a
dynamic edge computing simulation environment to show that
user behaviour has a significant impact on system utilisation.
According to their research, the mean size of offloading
activities accomplished is roughly ten thousand. Large-scale
Computation offloading projects could not be resolved using
these strategies. This paradigm offloads compute chores based
on changing contexts, although it is made up of MEC systems
loosely.

A variety of media is used by different authors; C.Fu et al.
[13] use micro blog user features, while Z.Zhang et al. [15]
apply a situational analysis method on data from multimedia
social networks.Other approach’s such as M.Nyugen et al.’s
hybrid generative model [12] and Chen et al’s ensemble
methodology [14] seek to combine multiple techniques to give
a better result.

Through their work in [18] N Zhang et al. proposed a
novel user behavior prediction model which uses automatic
annotation. The model uses a combination of the Discon-
tinuous Solving Order Sequence Mining (DVSM) behavior
recognition model coupled with the LSTM based behavior
prediction model. Factorization machines are applied to predict
user behavior in the work of Y Wang et al. [20].

In their paper[22], Hao. et al. perform analysis on huge
multi-data source of comprehensive quality. They analyse the
user behavior acquisition and simulation prediction framework
construction method which relies on user perception.

Hui Zhang et al.’s research[21] proposes a solution for user
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prediction that concerns the single user - multiple terminal use-
case. They perform weight correction that is based on adapted
feedback, which is used to create a Markov model. This model
can predict the user’s future service states. A corresponding
heavy tailed model is used to predict the duration of the service
as well. Their work further integrates preference of service
with the attributes of the terminal. This establishes a matching
metric of services and terminal. This enables the proposal
of terminal service model for recommending the best service
terminal to each user.

III. DATASET

The dataset was collected by scrapping twitter data. The
data collected by us have many users who might have tweeted
over multiple different topics. We used sns scrape a python
package to scrape data because of it increased limits.There
were multiple major events identified and under every major
events many sub events were considered. For example Covid-
19 was the major event and the sub events under it were
lockdown, vaccination and so on. The methodology we decided
to use was to identify the top most 100 influential users
which solved our problem of overlapping users. After that we
scrapped only their tweets from their profile about our list of
subtopics. The dataset thus formed had over 10,00,000 tweets
across all sub events.

IV. PROPOSED METHODOLOGY

A. Keywords Extraction

A keyword extraction models goal is to automatically
find a group of phrases in a tweet that best characterise
the content.TextRank algorithm has been used for Keywords
extraction from tweets. This algorithm is fully unsupervised.

Non-printable characters (if any) are removed from the
raw input tweet before it is converted to lower case. The
tokenization of the processed input text is performed using
Natural Language Toolkit (NLTK) library methods. To allow
the words to be lemmatized based on their Part-of-speech
(POS) tags, Natural Language toolkit is used to Part-of-speech
(POS) tag the input tweet. Lemmatization is used to normalise
the tokenized text (mostly nouns and adjectives). Different
grammatical equivalents of a word are replaced by a single
fundamental lemma in lemmatization. The lemmatized text
is then Part-of-speech (POS) labelled. Later on, the tags are
utilised for filtering.

Any word from the lemmatized text that is not a noun,
adjective, or a foreign word is regarded a stop word in this
context. This is predicated on the premise that keywords are
often nouns, adjectives, or gerunds. Punctuations are also
included to the list of stopwords. Even after we eliminate
the stop words, there may still be some exceedingly frequent
nouns, adjectives, or gerunds that are poor candidates for being
keywords. An external file containing a list of stopwords is
loaded, and each word is added to the preceding stopwords to
form the final list stopwords-plus, which is then turned into
a set. Stopwords-plus are all stop words and possible phrase-
delimiters combined.The contents of this collection are used
to divide the lemmatized text into n-gram phrases later on.
However, we simply eliminate the stop words and operate with
a bag-of-words method. The stop words are then removed from

the lemmatized text. Only unique words from the processed
text are stored in a set.

TextRank is a graph-based approach, which necessitates
the creation of a graph. Each word in the dictionary will
act as a graph vertex. The phrases in the vertices will be
indicated by their index in the list. The edge connections
between all vertices are stored in the weighted edge matrix.
A graph is made with undirected, heavy edges. The weight
of the connecting edge between the word vertex represented
by index a and the word vertex represented by b is stored
in weighted edge[a][b]. When weighted edge[a][b] is 0, it
signifies that there is no edge or relationship between the words
represented by index a and b. If the words co-occur inside a
window of a defined window size in the processed text, there
is a relationship between them and hence between a and b,
which represents them. For each link detected between the
same words in various regions of the text, we raise the value
of the weighted edge[a][b] by (1/(distance between positions
of words now represented by a and b)). The covered co-
occurrences list which contains of a list of pairs of absolute
positions in processed text of words whose co-occurrence at
that location has already been checked, is managed in such a
way that the same two words located in the same positions
in processed text are not counted repeatedly while sliding the
window one text unit at a time. All vertices start with a score
of one. Because self-connections are ignored, weighted edge
[a][b] are 0 initially. The total number of undirected edges
associated with the vertex represented by p are stored in x[p].

The formula for scoring a vertex represented by a is as
follows:

s[a] = (1− r) + r[
∑

(j)((we[a][b]/x[b]) ∗ s[b])] (1)

In the Eq. (1), r is the damping factor and b is one of the
vertices that has a relationship to a. ‘we’ represents weighted
edge. The score is updated repeatedly until convergence is
reached.

Using stopwords as delimeters, lemmatized text is parti-
tioned into phrases. These phrases are also potential possibil-
ities for keyphrase extraction. Then a list of unique phrases
is created and removing single-word key-candidates in favour
of multi-word alternatives. Candidate-key phrases are scored
and a list of key phrases is compiled by listing untokenized
variants of tokenized words. Phrases are graded by summing
the scores of their constituents i.e. words or text-units that were
ranked by the graph algorithm. Keys are ranked based on their
computed scores.

B. Emotion Detection

For setting up the emotion detection domain of our pro-
posed solution, we leveraged neattext python library. A data
set having more than 34 thousand tweets and its corresponding
emotion was used for this. Firstly, all the username and
tags were removed from each individual tweet and after that
removal of stopwords took place. After this step all the
stopwords like ‘an’, ‘be’, ‘some’, ‘for’, ‘do’, ‘its’, ‘of’, ‘as’,
etc. are removed from the tweets for optimising the emotion
prediction, reducing the computation time and resources.
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Fig. 1. Social and Topical Context System Framework.

The algorithm was trained using a dataset of 34762 tweets
that included their moods. The data set is separated into
training and test sets after usernames, tags, and stopwords
are removed, and the model is trained on this data. Count
Vectorizer is a tool that converts a text into a vector depending
on the count of each word in the text. Logistic Regression is
a machine learning classification algorithm which is applied
to train the model precisely and predict the probability of an
emotion. Finally, the web scraped twitter data set is passed to
the model and emotion of each tweet is predicted.

C. Social and Topical Context System Framework

In the above Fig. 1, the basic flow of the execution of
the model is given, starting from data collection to getting
the results from the trained model. The initial step is the data
collection, in which data about different twitter users and the
tweets of specific topics they have tweeted on, is gathered.
The next step is the processing of the tweets to generate
the keywords file, which is done using nlp(natural language
processing) which has been described above. Then the term
frequency matrix is generated following which the UserTopic
matrix is generated. Emotion detection model is applied on
the collected tweets, the process of which is given in detail in
the ‘Emotion Detection’ section. After completing these steps,
we then generate the similarity matrices for users and tweets
and after training the model, we then scale the emotion values
which we get in the result in the range of 1-8.

D. Model Outline

The main purpose of the model is to analyse the users in
a given set and predict their reactions on related events. It has
been historically proven that the views of any user is influenced
by the closest networks of users with similar interests as the
user in question along with the similarity of the actual topic
to other topics the user has already reacted upon. Although
this system should be enough to deduce the reaction of a

user in any two non-related events as well, we found that
solely relying on user similarity or topic similarity yielded
poor results as compared to using both of them. The most
effective use of the above mentioned strategy is in the case
of multi-phase events which are closely related to each other.
At the same time, the similarity measures used to calculate
the similarity of different users and different topics also plays
a key role in the preparation of the model. Inline with our
previous approach, we experimented with different similarity
measures, some of which are Cosine Similarity, Manhattan
Distance, Jaccard Similarity, Euclidian Distance and we found
that the choice of the similarity function is closely related to the
type of dataset we are working with. In our original scenario
where we were dealing with sparse data, we found that Cosine
Similarity was very effective however, implementing the same
for dense matrices proved to be computationally expensive and
in such scenarios, a simple Euclidian calculation was far easier.

E. Data Scarcity Problem and our Solution

In a quest to find similar users who reacted on similar
topics, we found that such datasets are very difficult to acquire
and in most cases, the data itself appeared to be biased as
we would end up reading multiple accounts of the same user.
Eliminating the above problem left us with a very scarce
user-topic matrix where only a couple of users might have
reacted on the same topic and vice versa. In order to make
the user-topic matrix denser, we come up with a unique
solution which is explained as follows; We first divide the
user-topic matrix into different sections, essentially following
a divide and conquer strategy. In the smaller subsections of
the matrix, we make sure that multiple users have tweeted
or reacted on the same topic and similarly, a single user has
tweeted on multiple topics in the same sub-section. We found
experimentally, that such local optimizations eventually lead
to global patterns, and helps us develop a more robust model.

F. Social and Topical Context Mode Framework

We follow the below mentioned algorithm which incorpo-
rates our unique approach to solve the data scarcity problem
and gives an outline of the model pipeline which is explained
in detail later in the paper. Table I indicates all the parameters
used in designing the Social Context and Topical Context
Mode Framework (ScTcMF).

G. Example

Let say we have 4 users, User A, User B, User C and User
D. We’ll consider the main topic Covid and use the tweets by
the users on the sub topics - 1st Dose, Omicron, Booster Dose
and Lockdown.

User A (Newsweek) tweeted ”Kate Middleton shares
COVID vaccine photo, “hugely grateful” after 1st dose” on the
sub topic 1st Dose and the emotion for the tweet was predicted
to be Joy. User A tweeted ”The highly mutated and contagious
Omicron variant has driven the country to record the most
cases in a day that any country has reported.” on the sub topic
Omicron and the emotion for the tweet was predicted to be
Joy. User A tweeted “People struggling to get booster dose
appointments could leave millions of Americans vulnerable
as Omicron spreads.” and the emotion for the tweet was
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TABLE I. IMPORTANT PARAMETERS IN OUR MODEL

Sr. no. Parameter Description
1 α Balances the error

function between front
terms and the social
context normalisation
terms

2 β Controls the topical
context’s regularisation
requirement

3 λ0 Controls the reach of
regularization

4 λ1 Controls the reach of
regularization

5 A User-Topic Opinion
Matrix

6 E Latent Representation of
User

7 G Latent Representation of
Topic

8 ∥.∥F Frobenius norm of a
matrix

9 P Indicator Matrix
10 ⊙ Hadamard product
11 Q(v,w) Weighted number

representing the similarity
of two social friends’
past opinions

12 F(v) Set of social friends of
u(v)

13 Tr(.) Matrix Trace
14 DiagQ Diagonal Matrix
15 LQ Laplacian Matrix

Algorithm 1 Social and Topical Context Model Framework(
ScTCMF)

1) Collect data for different kinds of events and identify
sub-events of each of the events.

2) Identify the most active users from each of the sub-
events and collect their twitter data.

3) Use the keywords extraction pipeline to extract im-
portant words from each and every tweet. This is
further used for emotion detection.

4) Use the emotion detection pipeline to understand the
text of the tweets and extract meaningful emotions in
a range of 1-8.

5) Use TF-IDF to calculate the frequencies of each word
of each tweet across multiple tweets of the same sub-
event.

6) Initialize hyper-parameters like social and topical
regularization factors and learning rate.

7) Calculate user and topic similarity using Laplace re-
ductions and the original frequency matrix calculated
previously. While doing so, choose an appropriate
similarity function.

8) Perform stochastic gradient descent to estimate the
user-topic matrix thereby predicting the user’s reac-
tion to unknown events.

9) Compare the result with the original matrix to retrieve
the accuracy of the model. Different deviations can be
used to calculate the accuracy in different scenarios.

predicted to be Disgust. User A tweeted “Xi’an residents can’t
leave homes, purchasing food difficult as COVID lockdown
continues” on the sub topic Lockdown and the emotion for
the tweet was predicted to be Sadness.

User B (bsindia) tweeted “TOP HEADLINES — PM
@narendramodi receives his 1st #Covid19vaccine dose at
AIIMS; @TheOfficialSBI reduces #homeloan rates to 6.7%
; European #stocks rebound as bond markets stabilise and
more...” on the sub topic 1st Dose and the emotion for the
tweet was predicted to be Joy. User B tweeted “Amid surging
COVID-19 cases, the Delhi Disaster Management Authority
has decided to impose a weekend curfew in the national
capital.” on the sub topic Omicron and the emotion for the
tweet was predicted to be Anger. User B tweeted “A Delhi-
based doctor said that a booster dose of Cov vaccine is a must
as the protection cover of two doses declines over three to six
months” on the sub topic Booster Dose and the emotion for the
tweet was predicted to be Sadness. User B tweeted “#Mumbai
Mayor Kishori Pednekar on Tuesday said if the daily COVID-
19 cases here cross the 20,000-mark, a #lockdown will be
imposed in the city as per the Union government’s rules.” on
the sub topic Lockdown and the emotion for the tweet was
predicted to be Anger.

User C (ChannelNewsAsia) tweeted “Duchess of Cam-
bridge ‘hugely grateful’ for 1st vaccine dose” on the sub topic
1st Dose and the emotion for the tweet was predicted to be
Joy. User C tweeted ”Commentary: With Omicron threat, will
returning to offices and schools bring new anxieties?” on the
sub topic Omicron and the emotion for the tweet was predicted
to be Joy. User C tweeted “Australia to shorten COVID-19
booster dose intervals from January” on the sub topic Booster
Dose and the emotion for the tweet was predicted to be Joy.
User C tweeted “Amid Omicron surge, UK PM Johnson resists
another lockdown” on the sub topic Lockdown and the emotion
for the tweet was predicted to be Neutral.

User D (TheQuint) tweeted “#Live — Around 90 percent
adult population #vaccinated With #1stDose.” on the sub topic
1st Dose and the emotion for the tweet was predicted to be
Sadness. User D tweeted “#Podcast — Given the explosive
growth of #COVID cases in India, are we underplaying the
threat of #Omicron and its potential impact on our fragile
health care system? We discuss with @MenonBioPhysics and
@RajeenJayadevan. Tune in!” on the sub topic Omicron and
the emotion for the tweet was predicted to be Fear. User D
tweeted “#BharatBiotech on 20 Dec, sought approval from the
#DCGI for the conduction of phase-3 trials for its intranasal
vaccine (BBV154), which is to be used as a booster dose.”
on the sub topic Booster Dose and the emotion for the tweet
was predicted to be Fear. User D tweeted “#LIVE — ‘We
will have to impose #lockdown in #Mumbai if daily #COVID
cases cross the 20,000-mark,’ said Mayor Kishori Pednekar.”
on the sub topic Lockdown and the emotion for the tweet was
predicted to be Anger.

Now we’ll take a different sub topic say “Social Dis-
tancing” and we’ll see the tweets and its emotions predicted
by our model for the above users. The model predicts that
User A will tweet ”Many health experts are now calling on
the South Korean government to reimpose social distancing
measures.” on the given sub topic Social distancing and the
emotion predicted by the model for the tweet was found
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to be Sadness. The model predicts that User B will tweet
“#Britain’s economic growth slowed more than expected in
July as concern about the spread of the delta variant of #Covid-
19 overshadowed the government’s decision to end most social
distancing rules” on the given sub topic Social distancing and
the emotion predicted by the model for the tweet was found
to be Fear. The model predicts that User C will tweet “France
plans tighter social distancing rules, booster ramp-up to fight
COVID-19 wave” on the given sub topic Social distancing and
the emotion predicted by the model for the tweet was found
to be Sadness. The model predicts that User D will tweet
“Amid videos of crowds flouting social distancing norms in
#SarojiniNagar market surfaced, the Delhi High Court on 24
December rapped the New Delhi Municipal Council and Delhi
Police for allowing illegal vendors to operate from there.” on
the given sub topic Social distancing and the emotion predicted
by the model for the tweet was found to be Fear.

H. User Topic Matrix

For user topic view prediction, a low rank matrix factor-
ization algorithm was applied. The user-topic prediction model
incorporates social and topical context mathematically. Matrix
Factorization is commonly used in cutting-edge Collaborative
filtering works.

In our scenario, because the user topic opinions in Twitter
data is so less, the matrix A is highly scattered. Based on
the assumptions that only a few factors impact the opinions,
a more concise but accurate depiction is provided and goal to
replicate the matrix by a multiplication of low rank factors.

A ≈ EGT (2)

In Eq. (2), E ∈ Rp and G ∈ Rq where p = a ∗ c where
q = b ∗ c with c << min(a,b) the row vector E(k, :), 1 ≤
k ≤ a and G(o, :), 1 ≤ o ≤ b are the existing depictions
of user ek and topic go. Here R denotes Real numbers, E is
the Latent Representation of user and G represents the Latent
representation of Topic. By minimising the following aim, the
matrix factorization technique approximates the matrix A given
in Eq. (3):

min
E,G

∥A− EGR∥2F (3)

In order to simulate the labelled viewpoints i.e. opinions
we make use of matrix P ∈ Rr where r = a*b. If ek provided
his view for go then we will consider the value at k,o index in
the matrix P to be 1 and equal to 0 otherwise. Normalisation
terms have been added to avoid overfitting. λ0 and λ1 are the
control parameters. The basic low rank factorisation model is
as follows illustrated by Eq. (4):

min
E,G

∥P ⊙ (A− EGR)∥2F + λ0||E||2F + λ1||G||2F (4)

Fig. 2. Opinion Prediction.

Fig. 2 illustrates the opinion prediction for user under
influence. As shown, the user has four friends with different
opinions on three different topics and based on the opinions
the user’s opinion on these topics is impacted. Considering the
topic “#Ukrainewar” the user’s friends have shown support to
Ukraine in their tweets and also few tweets with support to
Russia. The opinion of the user for this topic is also seen to
be in favour of Ukraine. Thus the tweet of the user shows
a similar emotion to that of the majority of his followers or
tweets of people he/she sees.

I. Implementing Social Context

Homophily is a phenomenon that occurs in social networks.
Forming a following connection on any social media platform
typically suggests that the follower and the buddy have similar
interests, and hence have more comparable perspectives on the
same issue. Both users friends and followers are considered
to be his social buddies. To establish the social context,
we convert the directed network to undirected network. The
Twitter users’ social environment may thus be represented as
an undirected weighted network with a symmetric adjacency
matrix Q. Social friends are more likely to have similar
viewpoints on issues than non social friends. Based on the
above premise, we evaluate previous opinion similarity across
social friends to represent user viewpoint variety and suggest
a normalisation constraint as shown below,

1

2

a∑
v=1

∑
w∈F (v)

Q(v, w)∥E(v, :)− E(w, :)∥2F (5)

In Eq. (5), F(v) indicates a group of social acquaintances
and Q(v,w) is the weighted number representing the similarity
of two social friends’ past opinions. Large value of Q(v,w)
indicates that divergence will be less and vice versa.
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Matrix form of the above equation,

X =
1

2

a∑
v=1

∑
w∈F (v)

Q(v, w)∥E(v, :)− E(w, :)∥2F

=
1

2

a∑
v=1

∑
w∈F (v)

c∑
x=1

Q(v, w)(E(v, x)− E(w, x))2

=

a∑
v=1

∑
w∈F (v)

c∑
x=1

Q(v, w)[E2(i, k)− E(v, x)E(w, x)]

=

c∑
x=1

ET (:, x)(DiagQ −Q)E(:, x)

= Tr(ERLQE)
(6)

In Eq. (6), DiagQ is the diagonal matrix, LQ is the
laplacian matrix and Tr denotes the trace of the matrix. The
resulting Matrix Factorisation model which involves social
context is as follows illustrated by Eq. (7),

min
E,G

∥P ⊙ (A− EGO)∥2F + λ0||E||2F+

λ1||G||2F + αTr(EOLQE)
(7)

The regularisation parameter balances the reconstruction
error between the social context regularisation term and the
front terms, α ≥ 0. The User Opinion Similarity (UOS) is
calculated by the given formula in Eq. (8),

UOS(ev, ew) =

∑b
x=1 Aix ·Ajx√∑b

x=1 Av2
x

√∑b
x=1 Aw2

x

(8)

A mapping is used to constrain the range of User
Opinion Similarity between [0,1] where UOS(ev, ew) =
(UOS(ev, ew) + 1)/2 is given by Eq. (9),

Q(v, w) =

{
UOS(ev, ew), if ew ∈ F (ev)
0, otherwise (9)

J. Implementing Topical Context

The topical context interpretation model is that consumers
will supply more similar opinions to two topics that are more
related in content.

1

2

b∑
v=1

b∑
w=1

R(v, w)∥G(v, :)−G(w, :)∥2F (10)

In Eq. (10), G(v,w) represents the similarity index between
the topics rv and rw. Greater value of R(v,w) infers that
the topics rv and rw are very similar to each other having
more similar opinions of users. On the other hand, low value
of R(v,w) infers that the topic representations G(v,:) and
G(w,:) have large distance between them. As per the topical
context derivations mentioned earlier, we can obtain the matrix
equivalent of the above equation as follows in Eq. (11):

Z =
1

2

b∑
v=1

b∑
w=1

R(v, w)∥G(v, :)−G(w, :)∥2F

=

d∑
x=1

GR(:, x)(DiagR −R)G(:, x)

= Tr(GRLRG)

(11)

Likewise, DiagR is a diagonal matrix and LR is the
laplacian matrix. The model with topical context regularization
is given below in Eq. (12),

min
E,G

∥P ⊙ (A− EGR)∥2F + λ0||E||2F+

λ1||G||2F + βTr(GRLRG)
(12)

Here, A regularisation parameter β ≥ 0 is used to adjust
the regularisation requirement of topical context. After ana-
lyzing many approaches for measuring similarity using topic
distribution, we chose Cosine Similarity due to its efficacy and
simplicity. By using the unique terms showing up in the tweets
collection as features upon removing stop words and the term
frequency as a feature value, a cosine similarity between term
frequency vectors could have been used to quantify the content
based resemblances between similar topics. A term frequency
vector fvi could be formed for each topic ti by taking the
unique terms making an appearance in the tweets gathering as
features after removing stop words and the term frequency as
a feature value. The similarity values in this definition vary
from 0 to 1 since the word frequency cannot be negative. As
a result, Topic Content Similarity was assigned (TCS).

TCS(rv, rw) =

∑B
x=1 fvvx · fvwx√∑B

x=1 fvvx2

√∑B
x=1 fvwx2

(13)

In Eq. (13), fvv and fvw denote the term frequency vectors
of rv and rw respectively, and B is the number of features in the
vectors. Finally the element R(v,w) can be shown as follows
in Eq. (14):

R(v, w) =

{
TCS(rv, rw), if v ̸= w
0, otherwise (14)

K. Framework with Topical and Social Context

We created and comprehended functions for social context
and topical context, and then used them to describe regularisa-
tion restrictions. In this part, we develop a shared framework
that incorporates both social and topical background.

This framework is used to minimize the objective function
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given below in Eq. (16):

f(E,G) = ∥P ⊙ (A− EGR)∥2F + λ0||E||2F + λ1||G||2F

+
α

2

a∑
v=1

∑
w∈F (v)

Q(v, w)∥E(v, :)− E(w, :)∥2F

+
β

2

a∑
v=1

b∑
w=1

R(v, w)∥G(v, :)−G(w, :)∥2F

(15)

f(E,G) = ∥P ⊙ (A− EGR)∥2F + λ0||E||2F + λ1||G||2F
+αTr(ERLQE) + βTr(GRLRG)

(16)

where α ≥ 0 and β ≥ 0 are the social and topical
normalisation parameter that can be changed to impact the
findings in different ways. α=0 and β > 0 infers that the
framework discusses just the topical context. On the other hand
α > 0 and β = 0 infers that the framework discusses just the
social context. When α = 0 and β = 0 the method reverts to
the simplest matrix factorization. In the proposed method it is
suggested to keep α > 0 and β > 0.

For proper training and simplicity purpose we implement
gradient descent to find the local maxima/minima and solve the
objective function, thus updating Er+1

and Gr+1
. The formula

for which are given in Eq. (17) and Eq. (18),

Er+1
= Er − γ▽Ef(Er, Gr) (17)

Gr+1
= Gr − γ▽Gf(Er, Gr) (18)

Here the step size is γ, ▽Ef(Er, Gr) and ▽Gf(Er, Gr)
are gradients in step r+1 which are termed as partial derivatives
to E and G,

▽Ef(Er, Gr) = −2(P ⊙Ar)Gr + 2P ⊙ (ErG
R
r )Gr

+2λ0Er + 2αLqEr
(19)

▽Gf(Er, Gr) = −2(P ⊙Ar)
REr + 2(P ⊙ (ErG

R
r ))

REr

+2λ1Gr + 2βLRGr

(20)

V. EXPERIMENTAL RESULTS

Our proposed model compares non zero values of the
original matrix with a value of the model predicted matrix. We
have considered a total of 8 emotions which include Shame,
Disgust, Anger, Fear, Sadness, Neutral, Surprise and Joy and
they were numbered from 1-8.

When there was no deviation i.e. we tried for an exact
match of emotions we get an accuracy of 65%. If we allow
the prediction model to have a deviation of +1 or -1 from
the original emotion, we get an accuracy of 84%. If we allow

the prediction model to have a deviation of +2 or -2 from the
original emotion, we get an accuracy of 95%.

We must note that +1 or -1 deviation should also be
acceptable since many a times shame can be misjudged as
disgust and vice versa. The model generated the best results
when the gradient descent steps were fixed at 100. In both the
original matrix factorization and the regularisation terms, the
regularisation parameters are set to balance the reconstruction
error. As a result, α and β are critical in deciding how much
the framework approach can benefit from the social and topical
environment’s regularisation limits.

Fig. 3. Accuracy Comparison.

Fig. 3 gives a brief description of the accuracy of the
model with different toleration levels. In order to calculate the
accuracy of the model we first obtain a matrix that contains
known values. This is because it is not necessary that every
user in our original dataset or test set has reacted to every
different tweet in the dataset. Hence to eliminate verifying
against known data we first take a subset of the original dataset
and maintain only known values in the matrix. The format of
the matrix is constructed in a manner that each row represents
unique users in the dataset and the columns represent unique
topics. Hence each cell represents the opinions of a user on a
given topic. Since our scale of emotions ranges from 1-8 we
replace the value of cells with unknown values with 0. Our
model is able to predict the reaction of every user on every
topic, hence it returns a populated user and topic matrix whose
product results in a matrix that is similar to the original user
topic matrix. Once we obtain the predictions of the model,
we iterate over each user and consecutively each topic and
then compare the predicted value with the original value. Note
that this is done only for cells whose value is not 0 in the
original user topic matrix. Next we define a tolerance level
which ranges from 0 to 2. This means that if a user had a
reaction of 1 in the original matrix and if the model predicted
2, then we will consider this as a correct prediction only if
the tolerance level is 1 or 2. This is because we assume that a
tolerance level of 1 allows a deviation of 1 from the original
value. Let’s consider an example where we have users A and
B and topics X and Y. Now user A has only reacted to topic X
with an emotion of 2 and user B has reacted to topic Y with
an emotion of 7. The original matrix in this case will look as
follows: [{2, 0}, {0, 7}]. Now let’s assume that after passing
our data through the model we obtain a predicted matrix which
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looks like this: [{3, 1}, {6, 7}]. Now while calculating the
accuracy of the model we will iterate over user A and B and
in a nested for loop iterate over topics X and Y. We will first
encounter the first cell (0, 0). We will consider this value since
the user A had reacted to topic X in the original scenario. Now
if the tolerance level is 0, the predicted and original value
will have a difference of 1 which does not fall within our
tolerance level/deviation allowed. Hence we will not consider
this as a correct prediction. Next we will ignore cells (0, 1)
and (1, 0) since their values are not known (0) in the original
dataset. Moving onto cell (1, 1), we will consider this value as
a correct prediction since the difference between the predicted
value and original value is 0 and they are an exact match.
Hence in this scenario, out of 2 known values our model was
able to predict 1 value properly as per our tolerance level and
hence the accuracy turns out to be ½*100 which is 50%.

Fig. 3 displays the Accuracy comparison of the methods
ScMF, TcMF and the ScTcMF incorporated by us. The results
prove that ScTcMF: Framework with Topical and Social Con-
text is the most efficient method. While testing our model, The
values of λ0 and λ1 in the matrix factorization method was
set to 1 and the values of α was set to 10 and that of β was
set to 0.01. The Learning Rate was considered to be 0.01 and
Number of Steps was set to 100. The Hyper parameters were
tweaked so that we could get better accuracy.

VI. CONCLUSION

Our objective while writing this paper was to create a
model and a framework that utilizes previous user reactions
given a series of cross events to achieve user topic opinion
prediction for future events. This was a novel idea because
there are solutions that are used in predicting user emotion,
but none of them explored this across cross events, which
had its own set of challenges. We had to go through multiple
iterations of data collection to get the right dataset which
included multiple users that have tweeted on multiple topics.
In this approach, we searched users on the basis of their
activity across all the tweets and the top 100 among them
were used as the dataset. This was crucial as a sparse matrix
used for the low-rank factorization method would have resulted
in poor model accuracy. Using this data, the keywords were
extracted and the emotion was detected on a scale of 1 to 8
using the ScTcMF method. Finally, the results demonstrated
that both social context and topical context can help improve
the performance of the user-topic opinion prediction and by
incorporating them we were able to get the model to the desired
accuracy.

REFERENCES
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